
Abstract: A numerical study of the flow around a cubical 
building in an atmospheric boundary layer is presented. The 
Reynolds number of the flow is Re = 4.106. Different types of 
turbulence models, steady state RANS, hybrid RANS/LES and 
LES, are used and the simulation results are compared to 
experiments. While in most studies, CFD results are compared 
with wind tunnel data, in this paper field measurement data are 
used for comparison. Our objective is to offer an approach to 
perform simulations on rather coarse grids with moderate 
computational cost. The outcome is that the Implicit LES (ILES) 
method is the most accurate for coarse grid simulations. In order 
to verify the sensitivity of the results to Reynolds number, also 
simulations of a wind tunnel experiment at Reynolds number  
105

 are done. We show that also for lower Reynolds number, 
although not optimal, the ILES approach leads to good results. 
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1. INTRODUCTION 
Despite the fast increase in computational power, fully 

resolved (y+ < 1) Large Eddy Simulation (LES) of high 
Reynolds number flows, such as flows around buildings, is 
not feasible. In LES, large scales in the flow are resolved 
while scales smaller than a cut–off length related to the 
computational cell size are modelled. The influence of the 
modelled scales on the resolved part of the flow is accounted 
for by a sub–grid scale model (SGS). The higher the Reynolds 
number, the higher the amount of grid points needed to 
adequately resolve the flow. For instance, simulation of the 
flow around a real size building requires several tens of 
millions of grid points. Therefore, in practice, RANS models 
are typically used in the analysis of flows around buildings. 
RANS models allow much coarser grids because they average 
flow features over the largest length scale of the turbulence. 
The drawback is that the flow is represented much steadier 
than in reality. In particular, flows around buildings are 
extremely unsteady. Quasi-steady turbulence models are 
therefore not capable of capturing the main unsteadiness of 
these flows. Mean velocity profiles, drag and other quantities 
predicted with RANS models deviate considerable with 
experimental data [1]. Another option is to use hybrid 
turbulence models. In such models, the best qualities of 
RANS (coarse grid, low computational cost) and LES 
(accuracy) are combined: near walls (e.g. building surface) 
the hybrid model is in RANS-mode while further away the 
SGS model is active. Predictions with hybrid models are in 
better agreement with experimental data than RANS results 
[2]. However, for reliable predictions, hybrid models require 
much finer grids than RANS models. For practical use in 
building flows, the associated computational cost is too high. 

In section 2, we describe the different turbulence models 
that we test. In section 3, we present the results of the flow 
around a cube in a channel, at relatively low Reynolds 
number. The aim of this study is to determine which model 
gives the best velocity and pressure predictions on rather 
coarse grids. In section 4, the best models are then applied to 
the flow around a cubical building in an atmospheric 
boundary layer. The Reynolds number is 6.4 million, based on 
the building height and the velocity of the approaching flow 
at building height level. Pressure coefficients on a horizontal 
and vertical section are available from the measurements [3, 
4] and are compared with the simulation results. Finally, in 
section 5, the results are discussed and conclusions are 
formulated. 

2. TURBULENCE MODELS 
Different models are tested. All simulations have been 

performed with the commercial CFD package FLUENT. Most 
of the models are standard available in the package. 

2.1. Steady RANS models 

Standard k–ε model 

The transport equations for the turbulence kinetic energy k 
and dissipation rate ε model are 
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Gk is the production of turbulence kinetic energy and is 
computed consistent with the Boussinesq hypothesis by: 
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The turbulent viscosity μt is computed from k and ε as 

2

t
kCμμ ρ
ε

= , 

where Cμ is constant and equal to 0.09. 
The model constants are  

1 21.44, 1.92, 1.0kC Cε ε σ= = =  and 1.3εσ = . 

k–ω STT model 

The transport equations for the k–ω model are 
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kG  represents the production of turbulent kinetic 
energy, and is defined as: 

( )min ,10k kG G kρβ ω∗= , 

with Gk computed in the same way as in the k–ε model. 
β* is a function of k and ω and contains a compressibility 
correction. 

The term Yk represents the dissipation of turbulence 
kinetic energy and is evaluated as  

kY kρβ ω∗= . 

Gω is the production of ω and is given by 

k
t
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where α is a function of k and ω. 

The term Yω represents the dissipation of ω and is 
evaluated as  

2Yω ρβω= . 

β* is a function of k and ω and contains a 
compressibility correction. 

Finally, the turbulent viscosity μt is computed as  
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In this expression, F2 is a blending function, α* is a function 
of k and ω, and a1 is a constant. 

 
 

2.2. Hybrid  RANS/LES models 
 
In the DES approach, the unsteady RANS models are 

employed in the near-wall regions, while the filtered versions 
of the same models are used in the regions away from the 
near-wall. 

DES k–ε model 

The transport equations for k and ε in the realizable k–ε 
model are: 
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The turbulent viscosity μt is computed from 
2

t
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where Cμ is no longer constant. Gk is computed the same 
way as in the standard k–ε model (see section 2.1). 

In DES mode, the dissipation term in the equation for 
k, i.e. ρε, is modified such that  
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where ( )min ,des rke les= , 
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and ( )max , ,x y zΔ = Δ Δ Δ , the maximum grid spacing. 

The standard value of Cdes is 0.65. 

DES k-ω STT model 

This model is based on the k–ω STT model. The dissipation 
term of the turbulent kinetic energy is modified such that  
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∆ is the maximum local grid spacing. The turbulent length 
scale is the parameter that defines this RANS model:  

t
kL

β ω∗
= . 

DES k-l model 

The k–l one equation model is employed to obtain the 
turbulent eddy viscosity. For the SGS viscosity the sub-grid 
scale ksgs–  model of Yoshizawa [5] and Fureby [6] is used.  
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Mathematically, both models have the same form: 
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The subscript ‘T’ is used to identify whether a RANS or a 
SGS model is used.  

TkP  is computed as 2
Tk TP Sμ= , and Tε  as 

3
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The turbulent viscosity μT is computed as  
1

2
T C kμ μμ ρ= . 

The length scales μ  and ε  are defined as 
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In the LES region, Cμ = 0.07 and Cε = 1.05, while in the 
RANS region Cμ = 0.09 and Cε = 1. The DES k-l model had 
to be programmed with user defined functions (UDF’s) since 
the model is not available in FLUENT. 

2.3. LES and implicit LES models 
 
Filtering the Navier-Stokes equations, one obtains 
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The filtered velocity is denoted by an overbar. σij is the 
stress tensor due to molecular viscosity and τij is the sub–grid 
scale stress defined by ij i j i ju u u uτ ρ ρ= − . 

The sub–grid scale stresses resulting from the filtering 
operation are unknown, and require modelling. In FLUENT, 
the sub–grid scale stresses are computed from 

1 2
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where μt is the sub–grid scale turbulent viscosity and ijS  

the rate–of–strain tensor defined by  
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The sub–grid scale turbulent viscosity has to be modelled. 
The isotropic part of the sub–grid scale stresses is not 
modelled but added to the static pressure term. 

Standard Smagorinsky–Lilly model 

In the Smagorinsky-Lilly model, the eddy-viscosity is 
obtained from 

2
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where 2 ij ijS S S≡  and LS is the mixing length for sub–

grid scales, computed using  

( )1
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Κ is the von Kármán constant, d is the distance to the 
closest wall, CS is the Smagorinsky constant equal to 0.1, and 
V is the volume of the computational cell. 

Dynamic Smagorinsky–Lilly model 

In this model, the Smagorinsky model constant, CS, is 
dynamically computed based on the information provided by 
the resolved scales of motion [7]: 
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The caret denotes filtering with a test filter. The numerator 
can become negative, hence Cs can locally become negative, 
leading to backscatter, this is transfer of energy from smaller 
scales to larger scales. 

Dynamic kinetic energy SGS model 

The dynamic subgrid-scale kinetic energy model in 
FLUENT replicates the model proposed by Kim and Menon 
[8]. In this model, a transport equation is solved for the sub–
grid scale kinetic energy: 
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The sub–grid scale eddy viscosity is computed as  
1

2
t k sgsC kμ = Δ . 

The model constants Cε and Ck are determined dynamically. 

Implicit LES 

In this case, no SGS model is used. This is done by setting 
the Smagorinsky constant CS equal to 0. The influence of the 
unresolved scales on the resolved ones is accounted for by the 
numerical dissipation of the discretization scheme used. 
Thereto, a TVD discretization is used. Typically, a bounded 
central discretization scheme is used. 
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2.4. Wall model 
 

Instead of using the no–slip boundary condition we impose 
the wall shear stress at the cube and channel walls in some of 
the simulations. The stress components are computed using a 
blending of the viscous w

ντ  and turbulent t
wτ , expressions for 

the shear stress. We follow the approach of Popovac and 
Hanjalic [9]: 
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with the blending function Γ computed as ( )4
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of the first cell adjacent tot the wall. The wall model is 
programmed with UDF’s. 

3. FLOW AROUND A SURFACE MOUNTED CUBE PLACED IN 
FULLY DEVELOPED CHANNEL FLOW 

3.1. Computational domain 

The geometry consists of a cube placed in a channel. The 
cube height H is 4 cm. The channel height is 2 times the cube 
height. The cube is placed at a distance of 3 times the cube 
height from the inlet of the channel. The channel exit is 
located 6 cube heights downstream of the leeward side of the 
cube. The side walls of the channel are at a distance of 3 cube 
heights left and right of the cube. A side view is given in 
figure 1. The flow direction is normal to the cube front face. 

 

 
Fig. 1. Cube in channel. Side view of the geometry 

3.2. Grid details 
 
The mesh consists of a little more than 270.000 cells. On 

the cube itself the cell distribution is 15 cells in X and Y 
directions, 25 in the Z direction. There are 20 cells upstream 
of the cube and 50 cells downstream of the cube. Near the 
cube the first adjacent cell centre is at a distance of 4.6 x 10-4 
m from the cube walls (1.15 % of cube height). A top view of 
the mesh is given in figure 2. 

 
Fig. 2. Cube in channel. Top view of the mesh 

3.3. Simulation settings 
 
The Reynolds number of the flow, based on the cube height 

H and bulk velocity Ub, is Re = 105. We take the air density as 
1 kg/m3, bulk velocity Ub as 25 m/s and the molecular 
viscosity as 10-5 kg/ms. 

At the inlet of the channel we assume a fully developed 
turbulent velocity profile. To obtain such a profile we 
performed a RANS simulation of a turbulent channel flow on 
the same grid but without the cube placed in it and with 
periodic inlet and outlet.  

Turbulence in the upstream flow is specified with profiles 
for k and ε. These profiles for k and ε are again taken from the 
turbulent periodic channel flow simulation. 

3.4. Experimental data 
 
Martinuzzi et al. [10] investigated the flow field around 

surface–mounted, prismatic obstacles with different 
dimensions. The experimental data obtained from the 
measurements include the three components of the mean 
velocity at several upstream and downstream positions. All 
data have been added to the Journal of Fluids Engineering 
Data Bank. 

3.5. Results 
 
We compare mean stream wise velocity profiles at four 

locations in the symmetry plane (see figure 3). The focus is on 
the region in the immediate vicinity of the cube. 

 

 

Fig. 3. Cube in channel. Locations in the symmetry plane for 
velocity profile comparison. 
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3.5.1. RANS and hybrid RANS/LES  
In figure 4, mean velocity profiles at several locations are 

presented. The plus signs represent the experimental data. The 
RANS result differs very much from the experimental results. 
This is also the case for the SST k-ω model (not shown). The 
hybrid RANS/LES results are good. In particular, the results 
are very good at all locations with the hybrid version of the 
SST k-ω model.   

In figure 5, we present the results of the hybrid models 
when the wall model, denoted by WM, is applied. Again, the 
results of the SST k-ω model are particularly good. Compared 
to the results without wall model (figure 4), the other hybrid 
models also benefit from the introduction of a wall model. 
One has to remark that with the SST k-ω model, FLUENT 
automatically activates a wall model that is similar to the wall 
model that we use here, although not identical (enhanced wall 
function). So, we conclude that the use of a wall model 
improves considerably the results of hybrid simulations. 

3.5.2. LES and ILES 
Figure 6 shows the velocity profiles obtained with the LES 

type of models. At the first two positions the results are very 
similar for all LES types. Minor differences occur at the 
positions aft of the cube. Even when the sub–grid scale model 
is omitted, the differences with the other simulations are very 
small. Compared to the results of the hybrid RANS/LES with 
wall model, the results of the LES types differ much more 
from the experiments. In particular, the difference with the 
experiments is big at the first position (X/H=0.5). This means 
that the extent of the recirculation zone at the top of the cube 
is underpredicted. 

3.5.3. Best model for low Reynolds number 
The conclusion from the results in figures 4, 5 and 6 is that 

there is an advantage in using a hybrid formulation. RANS is 
clearly erroneous due to the impossibility to represent the 
unsteadiness of the large vortex structures shed by the cube. 
LES leads to an underestimation of the length of the 
recirculation zone at the top of the cube. The poor 
performance of LES has to do with the resolution in wall 
vicinity. The y+

 value at the centre of the first cell on the cube 
walls varies from 7 to 115. This value is too big for accurate 
representation of the near wall zone by LES. Remark that the 
y+

 value is also too big for RANS simulation without wall 
model. This explains why the hybrid results benefit from the 
introduction of a wall model. LES results might also benefit 
from a wall model. Remark that the wall model described in 
section 2.4 cannot be used with LES. To make it applicable, 
we should replace y* by /+ =y yuτ υ . This decreases the 
numerical stability of the wall model, as it makes the resulting 
wall shear stress dependent on itself. We could not obtain 
stable results with such a variant of the wall model for flows 
with separation zones. Hereafter, we derive a wall model that 
is practical and numerically stable for LES, but which is 
limited to large y+ values. 

The conclusion from the comparison is that the DES SST k-
ω model with wall model gives the best results. 

 
 

 

 

 

 

 
Fig. 4. Cube in channel. Mean streamwise velocity in the 

symmetry plane at x/H= 0.5, 1.0, 3.0 and 4.0 for RANS and 
hybrid simulations. Plus signs are experimental data. 
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Fig. 5. Cube in channel. Mean streamwise velocity in the 
symmetry plane at x/H= 0.5, 1.0, 3.0 and 4.0 for hybrid 
simulations with WM. Plus signs are experimental data. 

 

 

 

 

 

Fig. 6. Cube in channel. Mean streamwise velocity in the 
symmetry plane at x/H= 0.5, 1.0, 3.0 and 4.0 for LES and 

ILES. Plus signs are experimental data. 
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4. FLOW AROUND A CUBICAL BUILDING 
IN AN ATMOSPHERIC BOUNDARY LAYER (ABL) 

4.1. Computational domain 
 
The computational domain extends 10H (H is building 

height) in streamwise direction, 7H in lateral direction and 5H 
in height direction. The building is placed at a distance 3H 
from the inlet of the domain. The side walls are at a distance 
3H from the building. 

4.2. Grid details 
 
In order to avoid large computational cost, a typical RANS 

grid (mesh A), sufficiently fine for RANS calculations in 
steady flow and a second grid, mesh B, but better adapted to 
LES simulations are used.  

Both meshes are structured. Mesh A has a little more than 
800.000 cells. The cell distribution on the building walls is 30 
cells in all directions, with the first near – wall cell centre at a 
distance of 0.9cm (the cube height H is 6m). There are 35 
cells upstream and in the lateral directions, 45 cells in the Z 
direction (starting at the top of the cube) and 55 cells 
downstream (see figure 7).  

 

 
 

 
Fig. 7. Cubical building in ABL. View of mesh A (upper) and 

cell distribution on building top wall (lower) 

For mesh B, we started from a coarse mesh and refined it 
twice in the building vicinity. A refinement consists in 
splitting a cell into 8 cells with equal size. After two 
refinements, the grid has approximately 1.2 million cells. The 
difference between mesh A and mesh B is that the latter has 
much more cells (a factor of 12) on the building surfaces and 
is thus better suited to resolve smaller scales (see figure 8). 

 

 
 

 
Fig. 8. Cubical building in ABL. Close – up of mesh B 

(upper) and cell distribution on building top wall (lower) 

4.3. Turbulence models used 
 
We have performed simulations with three types of models. 

Steady state RANS models 

• The standard k – ε model 

• The k – ω SST model 

Hybrid RANS/LES model 

• The DES SST model 

We only use one hybrid model since, in section 3, the DES 
SST model gave the best results.  
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LES and ILES models 

• The Smagorinsky–Lilly model (Cs = 0.1) 

• ILES (Implicit LES): no SGS model (Cs = 0.0) 

4.4. Wall model 
 

A wall model based on the log law was derived and used in 
the ILES simulations instead of the no–slip boundary 
condition. 

Starting from the log law  
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+  is known, the wall shear stress is obtained. 
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of u+y+ values and fit a function to the graph. We obtain 
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with a = 0.1, b = 0.02057 and c = 0.76879. 

Since y+ is sufficiently high (> ≈ 300) no blending of the 
turbulent and viscous expressions for the wall shear stress is 
done. 

The wall model is programmed with UDF’s. This wall 
model is only used in the ILES simulations on both grids. 

4.5. Simulation settings 
 
The Reynolds number, based on cube height H and velocity 

of the approaching flow at cube height, is Re = 4.1x106. 

At the inlet of the channel we assume a logarithmic velocity 
profile: 

( ) ( )1.194ln 7.38U z z= + , 

where z is the spanwise coordinate. This formula was 
derived from the available data of the approaching flow in the 
experiment.  

Turbulence in the upstream flow is specified with profiles 
for k and ε or k and ω. The profile for k is derived from the 
experimental data. Assuming a linear dependence between the 
turbulence length scale l and the height z (l=2.5z), ε and ω are 

computed from
3

2kε =  and 
0.09k
εω = . 

The left and right side walls of the channel are symmetry 
walls, while the channel outlet and the top of the domain are 
pressure outlet boundaries. At walls, the no–slip boundary 
condition is imposed. In the case of ILES we also use the wall 
model based on the log law. 

The momentum, k, ε and ω equations are discretized using a 
second order upwind scheme (2UP) for the steady state 
models, while the bounded central difference (BCD) scheme 
is used in the hybrid and LES simulations. For the pressure-
velocity coupling, the SIMPLE algorithm is used. 

A time step of 0.01s is used. During every time step 
iterations are done on until residuals drop below 10-4. 

4.6. Experimental data 
 
From the field measurements of Richards and Hoxey [3, 4] 

we have the properties of the approaching flow: velocities and 
turbulence intensities. We also have pressure coefficient 
profiles on a vertical and a horizontal section on the building.  

4.7. Results 
 

4.7.1. Mesh A 
The numbers -1 to 3 represent the different faces of the 

building: from -1 to 0: side face, 0 to 1: front face, 1 to 2: top 
or side face and 2 to 3: back. 

Steady state results 

The pressure coefficient profiles on the vertical and 
horizontal sections are shown in figure 9 for the steady state 
RANS simulations. The steady state predictions are very poor 
at the top and the side walls of the building. The best 
agreement with experimental data is at the front. The reason 
for this discrepancy is that the flow is highly unsteady. Since 
the RANS models give averaged results, the flow is 
represented too steady. 

HYBRID simulation results 

In figure 10, we include the k–w SST RANS results for 
comparison. The DES–SST results do not differ much from 
the steady state RANS predictions. Again, the results are poor 
at the top and side walls. The main reason is that the grid that 
we use is very coarse. By plotting the relative DES length 
scale, we see that the LES region is very small and located in 
the wake of the building. Overall, there is very low LES 
activity and the simulation is fully RANS in the vicinity of the 
building. This explains why the hybrid results are almost 
identical to the RANS results. 
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a) Vertical section 

 
b) Horizontal section 

Fig. 9. Cubical building in ABL. Pressure coefficient profiles 
on the vertical and horizontal sections, RANS results. Black 

squares are experiments. 

 

LES and ILES results 

We see on figure 11 that there is almost no difference 
between the LES and the ILES results, except at the front of 
the building (vertical section). This means that on the very 
coarse grid that we use, the SGS model has very little 
influence. When performing simulations on this grid the SGS 
model can be omitted.  

There is also very little influence of the wall model. With 
and without wall model, the results are almost the same. We 
have to remark that, similar as with the hybrid models, 
FLUENT automatically activates a wall model (enhanced wall 
function) which is similar, although not identical, to the model 
that we use. 

There is very good agreement with experimental profiles at 
the front, on the top and at the back of the building. The 
predictions on the side walls follow the experimental profiles, 
but there is some deviation. Overall, it is remarkable that we 
can obtain such good correspondence between ILES results 
and experiments on a rather coarse grid, which is certainly not 
fine enough to resolve the small scales. 

 

 
a) Vertical section 

 
b) Horizontal section 

Fig. 10. Cubical building in ABL. Pressure coefficient 
profiles on the vertical and horizontal sections, HYBRID 

results. Black squares are experiments. 

 
4.7.2. Mesh B 

Since the RANS and hybrid results on mesh A were poor, 
we did not repeat those calculations on mesh B. Figure 12 
shows the results for the LES and ILES. 

While we did not observe any difference between ILES 
with and “without” wall model on mesh A, we see now some 
influence of the wall model. In particular, at the top and side 
walls of the building the differences are visible. Remark that 
FLUENT automatically activates a wall model, if the user 
does not specify the wall shear stress. Overall, there is no 
quality difference between our own wall model and that of 
FLUENT. 

We observe that the overall quality of the predictions is not 
really better on mesh B than on mesh A. This means that both 
meshes are much too coarse to resolve enough in wall 
vicinity. The differences in the results are due to the different 
mesh size in wall vicinity, but there is no conclusion on the 
best gridding strategy. The observation is that any LES 
formulation gives good results, taking into account the very 
coarse grids used.  

9



 10

 

 
a) Vertical section 

 
b) Horizontal section 

Fig. 11. Cubical building in ABL. Pressure coefficient 
profiles on the vertical and horizontal sections. LES and ILES 

results on mesh A. 

5. CONCLUSIONS 
Based on the results of the wind tunnel experiment, our 

expectation was that the DES SST model would again 
perform the best for the cubical building in the atmospheric 
boundary layer. This is not what we observe. The results of 
the hybrid RANS/LES simulations are poor and almost equal 
to the results of the steady state RANS simulations (figures 9 
and 10). The main reason for the poor predictions is that the 
grids which we use are not fine enough for hybrid 
simulations. Plotting the relative DES length scale reveals that 
the LES region is very small and is located in the wake of the 
building. So, there is very low LES activity. One could make 
use of much finer grids. This would lead to better predictions 
but at a very large computational cost. This is what we try to 
avoid here. It is remarkable that we obtain good results on 
coarse grids with the LES approach. With LES, we also 
observe only little sensitivity to the quality of the predicted 
pressure distribution from grid resolution in wall vicinity and 
from the wall stress calculation method. Clearly, for practical 
prediction of the pressure distribution on real size buildings, 
LES is recommended. 

 

 

 
a) Vertical section 

 
b) Horizontal section 

Fig. 12. Cubical building in ABL. Pressure coefficient 
profiles on the vertical and horizontal sections. LES and ILES 

results on mesh B.  
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Abstract— In this study, constant-coefficient-
based Smagorinsky models for large eddy simula-
tion of turbulent flows are considered under dif-
ferent formulations. This includes a classical ver-
sion of the Smagorinsky model and several scale-
separation formulations where the resolved veloc-
ity field is filtered in order to separate the small
turbulent scales from the large ones. From this
separation of turbulent scales, the strain rate ten-
sor and/or the eddy viscosity of the subgrid stress
tensor is computed from the small scales only. Fi-
nally, one variational multiscale (VM) method is
analyzed. In addition to the eddy viscosity and
strain rate tensor based on the small scales, this
VM method implies the projection of shape func-
tions in a subspace related to the small scales These
large eddy simulation models are developed within
the context a massively parallel 3D stabilized fi-
nite element code called PHASTA which is able
to simulate full 3D turbulent and incompressible
flows on unstructured meshes. Finally, the rele-
vance of our models is assessed with the large eddy
simulation of a fully developed turbulent channel
flow under statistical equilibrium. Comparisons in
terms of mean velocity and mean shear stresses are
performed with a fully resolved direct numerical
simulation as a reference.

Keywords— turbulence modeling, large eddy sim-
ulation, scale-separation methods, variational mul-
tiscale method, finite element, channel flow

I. Introduction

TURBULENCE remains one of the great science
and engineering challenges of our day. Chal-

lenging applications with turbulent flows range from
aerospace to energy to even flow within arteries and
respiratory system just to name a few. Because of
the non-linear properties of the Navier-Stokes equa-
tions which govern the motion of any fluid flow, very
few problems of practical interest can be described
by analytical means. Experimental studies and new

measurement techniques (Laser-Doppler and Particle
Image Velocimetry, . . .) have given great insight in
the understanding of the structure of turbulent flows
but these experiments are not always easy to imple-
ment for fluid flows of practical interest. Over the last
decades, a significant contribution to this progress is
due to the development of advanced numerical sim-
ulation methods for turbulent flows. Unfortunately,
turbulent flows provide a range of scales that is too
large to be completely resolved, even on the latest su-
percomputers available. Consequently, accurate mod-
els of turbulent flows are still required to correctly
predict their behavior and properties.

II. Turbulence Modeling

Currently, the simulation of turbulent flows can be
performed with four different approaches.
• The Direct Numerical Simulation (DNS) where all
turbulence length scales and frequencies in the flow
are resolved. This approach requires the unsteady
Navier-Stokes equations to be solved on highly refined
meshes and over a considerable number of small time
steps. Therefore, this approach is limited to simple
configurations and low Reynolds number applications.
• Large Eddy Simulation (LES) where only the large
turbulence length scales are fully resolved whereas
smaller ones are accounted for using a subgrid scale
model. Computations of flows at higher Reynolds
numbers are allowed with LES but the requirements
in terms of meshes and time steps remain consider-
able. Such simulations can be accomplished only by
using state-of-the-art numerical methods and super-
computing facilities.
• Reynolds-Averaged Navier-Stokes Simulation
(RANSS) where no turbulent motions are resolved.
All are modeled, though the mean can be unsteady on
time scales clearly smaller than those of turbulence.
• Detached Eddy Simulation (DES), which is basi-
cally a LES in regions where it is applicable and a
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RANSS elsewhere (e.g. in the boundary layer).
The objective of this work is the development of
the promising variational multiscale LES models pre-
sented in the next section. Finally, it is thought
that the gain of experience in new LES approaches
will contribute in the future to the improvement of
RANSS and DES models as well, which are the most
widespread turbulence models for the computation of
most practical engineering problems.

III. Finite Element Formulation

The unsteady and incompressible Navier-Stokes
equations are considered in this work. The strong
form of the continuity and momentum equations are
recalled in Eq. 1

ui,i = 0
ui,t + ujui,j = −P,i + τij,j + fi (1)

where ui is the ith component of the velocity, P the
kinematic pressure (pressure divided by density), fi

the prescribed body force and τij the viscous stress
tensor given by:

τij = ν (ui,j + uj,i︸ ︷︷ ︸
2 Sij

) (2)

with ν the kinematic viscosity. The semi-discrete,
stabilized, Galerkin finite element formulation of the
Navier-Stokes equations implemented in PHASTA is
then derived in Eq. 3

B(wi, q ; ui, P ) = 0 (3)

with B(wi, q ; ui, P ) =∫
Ω
{wi (ui,t + ujui,j − fi) +

wi,j (−Pδij + τij)− q,iui}dx

+
∫

Γh

{wi (Pδin − τin) + qun}ds

+
nel∑
e=1

∫
Ωe

{τM (ujwi,j + q,i)Li + τCwi,iuj,j}dx

+
nel∑
e=1

∫
Ωe

{wiûjui,j + τ ûjwi,j ûkui,k}dx (4)

In Eq. 3, wi is the shape function associated to the
ith momentum equation, q is the shape function asso-
ciated to the continuity equation, Li is the residual of
the ith momentum equation, i.e.

Li = ui,t + ujui,j + P,i − τij,j − fi (5)

and ûi = −τMLi. The fourth line is the stabilization
added to the Galerkin formulation of the incompress-
ible Navier-Stokes equations and the fifth line is the
correction of the momentum equations due to stabi-
lization term in the continuity equation. It should be
pointed out that integration by parts has been used on
the pressure and viscous stress tensor terms. More in-
formation about this discretization are available in [1],
[2].

IV. Large Eddy Simulation

A. Classical Formulation

In classical LES, the Navier-Stokes equations in
Eq. 1 are spatially filtered, leading to Eq. 6.

ũi,i = 0

ũi,t + ũj ũi,j = −P̃,i + τ̃ij,j + f̃i + (ũj ũj − ũiuj︸ ︷︷ ︸
Reynolds stress

),j (6)

These filtered Navier-Stokes equations govern the mo-
tion of the largest and energy-carrying scales of the
flow, while the subgrid Reynolds stress term accounts
for the effect of the unresolved small scales on the re-
solved ones. This term gives rise to a closure problem
and must be modeled through a subgrid scale model.
In practice, for a finite element discretization, the fil-
tering operator ( ·̃ ) is implicit and linked to the reso-
lution of the grid which is not able to capture turbu-
lent scales smaller than a certain characteristic length
4. Most of the subgrid scale models in use are eddy-
viscosity models of the form

ũiũj − ũiuj = τ sgs
ij = 2 νt S̃ij (7)

with
S̃ij =

1
2
(ũi,j + ũj,i) (8)

For the sake of clarity, this implicit filtering operator
symbol ( ·̃ ) is dropped in what follows.
νt is the turbulent eddy viscosity and several definition
have been proposed for this term. One of the most
common definitions in use is the Smagorinsky model,
where

νt = (Csgs4)2
√

2 SmnSmn (9)

Csgs is a constant and 4 is a characteristic length of
the mesh. Lilly [3] evaluated the value of the Csgs

constant to 0.18 while Deardorff [4] found that this
coefficient must be reduced to 0.1 in the presence of
shear.
In addition, it is well known that turbulence features a
cascade process by which kinetic energy is transfered
from the large turbulent scales to the smaller ones [5].
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Below a certain size, the smallest structures are dis-
sipated into heat because of the effect of the viscous
term in the Navier-Stokes equations. In the classi-
cal formulation of LES models, all the resolved scales
are used to model the contribution of the unresolved
scales. However, most of the energy exchanges be-
tween scales are local [6], [7], which means that the en-
ergy of the unresolved scales derives mainly from the
energy of the small resolved scales. Scale-separation
models use this observation to improve the traditional
Smagorinsky model. In practice, they are based on
the assumption that the most active subgrid scales are
those closer to the cutoff 4, and that the scales with
which they interact the most are those right above
the cutoff [8]. An operator ( · ) to separate the small
resolved scales from the large resolved scales is there-
fore needed for this kind of model. This operator is
illustrated in Eq. 10

u
′
= u− u (10)

where u is the total velocity field (large and small
resolved scales), u is the filtered velocity field (large
resolved scales) and u

′
is small-scales resolved field.

From Eq. 10, it is possible to compute the eddy vis-
cosity νt and the strain rate tensor Sij based either on
the small resolved scales or all the scales. Two com-
binations presented in Eq. 11 and Eq. 12 are tested in
the next sections, i.e.

τ sgs
ij = 2 ν

′
t Sij = 2 (Csgs4)2

√
2 S′

mnS′
mn Sij (11)

τ sgs
ij = 2 ν

′
t S

′
ij = 2 (Csgs4)2

√
2 S′

mnS′
mn S

′
ij (12)

On the implementation point of view, this comes down
to adding a subgrid term to the momentum equations
under the form

(wi,j , τ
sgs
ij )Ω =

∫
Ω

wi,j τ sgs
ij dx (13)

One important advantage of these scale-separation
models is that the dissipation they introduce through
their subgrid scale stress tensor is better controlled
compared to their classical version where all the scales
are taken into account without any filtering. The
main difficulty of these models is to determine the
best strategy to filter the resolved velocity field in or-
der to isolate the small resolved turbulent scales in
the context of a full 3D computational fluid dynam-
ics code based on a finite element discretization. This
will be the subject of Section V.

B. Variational Multiscale Formulation

The philosophy of the variational multiscale mod-
els, first introduced by Hughes, Mazzei and Jansen [9]

differs significantly from the philosophy of the scale-
separation models. As mentioned above, variational
multiscale models are based on the decomposition
of both the weight and solution spaces according to
Eq. 14.

{wi, q} = {wi + w
′
i, q + q

′}
{ui, P} = {ui + u

′
i, P + P

′} (14)

The semi-discrete Navier-Stokes equations described
in Eq. 4 are therefore split and written for the large
resolved scales of the flow on the one hand, and for
the small resolved scales of the flow on the other hand.
One can therefore writes

B(wi, q ; ui + u
′
i, P + P

′
) = 0 (15)

B(w
′
i, q

′
; ui + u

′
i, P + P

′
) = 0 (16)

where Eq. 15 gives the evolution for the bar field while
Eq. 16 gives the evolution for the prime field. One
speaks here about a projection of {w, q} and {u, P}
in a subspace related to the small resolved scales.
In the context of a discretization based on truncated
Fourier series with n Fourier modes [10], the bar field
relates to low wave number modes k up to mode n < n
while the prime field relates to high wave number
modes k with n < k ≤ n. Similarly, in a finite element
discretization using a hierarchical basis of order p [11],
the bar field is represented by a complete set of hier-
archic modes up to an order p while the prime field is
represented by hierarchic modes of order greater than
p and up to p .
In any case, a term responsible for the ‘rapidly
fluctuating’ behavior of the small scales appears in
Eq. 16 [9], [11]. This term cannot be accurately com-
puted unless very fine resolution in the discretiza-
tion is used, leading to a direct numerical simula-
tion. Therefore, modelling of this term is required
for a large eddy simulation. On the implementation
point of view, the effect of this term is accounted for
by adding to the small scales equations an eddy vis-
cosity model inspired by the form of the Smagorinsky
model. This results in the following term

(w
′
i,j , τ

sgs
ij )Ω =

∫
Ω

w
′
i,j τ sgs

ij dx (17)

with τ sgs
ij inspired from Eq. 12.

It is important to mention that modeling in the vari-
ational multiscale formulation is confined to the small
scales equations only, which is outlined by w

′
,j in

Eq. 17. Moreover, it is interesting to notice that mod-
eling does not arise due to a closure problem like for
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the classical formulation but to the discretization’s in-
ability to capture the smallest of the turbulence scales.
To conclude this section, the separation of scales is
natural in the context of a discretization based on
truncated Fourier series or a finite element discretiza-
tion using a hierarchical basis. It is less obvious within
the context of a finite element code based on piecewise
linear shape functions only. In Section V, a projection
operator is defined for that purpose as well.

V. Filtering and Projection Strategies

In this section, one filter family and one projector
are presented in the context of a stabilized linear finite
element discretization.

A. Filter

The filter family presented in this subsection derives
from the dynamic model for LES [12], [13] and con-
sists in applying a box or a witch hat filter to extract
the large scales from the velocity field. This filtering
operator F is derived in Eq. 18

fk =

∫
Jk

Nk(x)f(x)dx∫
Jk

Nk(x)dx
(18)

where:
• fk is the filtered function f (e.g. u) evaluated at
node k;
• Jk is the union of elements which share node k;
• Nk(x) is a weight function associated to node k
(Nk(x) = 1 leads to the box or top hat filter while
Nk(x) = wk(x) corresponds to the witch hat filter
with wk(x) being the shape function of the finite ele-
ment formulation at node k).
f

′
k is then derived according to f

′
k = fk − fk.

It is also possible to apply this filter F recursively,
which will result in smoothing more and more the
large resolved scales. This filter is therefore not a
projector (F 2(f) 6= F (f)) and can be used in scale-
separation methods only in order to separate the
small-scales resolved features from the large ones, but
not as part of a variational multiscale model. The ef-
fect of the filter is illustrated in Fig. 1 with harmonic
functions on a 2D structured and regular mesh with
33 × 33 nodes. In addition to its capacity to sepa-
rate small and large scales, its smoothness is also to
be outlined.

B. Projector

The projector P presented in this subsection al-
lows the projection of both the velocity field and the

(a) Initial function: u(x, z) = cos(2x) ∗ sin(2z).

(b) Initial function: u(x, z) = cos(10x) ∗ sin(10z) - Aliasing
effect on a 33 × 33 mesh, which corresponds to a highly
fluctuating field at the discrete level.

Fig. 1. Top hat filter - Results for harmonic functions.

shape functions related to the weak formulation of
the Galerkin finite element method in a subspace re-
lated to the small scales, which is at the core of the
variational multiscale approach. This projector, ini-
tially described by Koobus and Farhat [14], [15], is
based on a node agglomeration procedure to separate
a priori the scales. For any finite element mesh, a
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Fig. 2. Unstructured mesh, dual mesh and agglom-
eration of some nodal cells of the dual mesh into
a macro-cell (Koobus and Farhat).

corresponding dual mesh defined by nodal cells can
always be derived. These cells can be partitioned and
clustered together to form macro-cells according to an
agglomeration process. From this process illustrated
in Fig. 2, a projection operator for the large scales is
derived in Eq. 19,

fk =

∑
j∈Ik

V ol(Cj)fj∑
j∈Ik

V ol(Cj)
(19)

where
• fk is the projected function f evaluated at node k;
• fj is the non-projected function f at node j;
• Cj is the nodal cell around node j;
• V ol(Cj) is the volume of cell Cj ;
• Ik = {j o Cj ⊂ Cm(k)};
• Cm(k) is the macro-cell containing cell Ck.
The projection of fk in a subspace related to the small
scales is obtained by f

′
k = fk − fk.

The effect of this projector is illustrated in Fig. 3 with
the same harmonic functions as in Fig. 1. Every ag-
gregate in this 2D example has a regular and rectan-
gular shape and includes four nodes. This makes 256
aggregates on the 33 × 33 mesh used in Fig. 1 and
Fig. 3. It can be observed that the separation of scales
is less smooth for this projector than for the top hat
filter. Indeed, the projector defined in Eq. 19 is based
on a discretization and not on an integral. However,
its primary objective is achieved, namely the projec-
tion of the velocity field in a subspace related to large
and small scales. The projector defined in Eq. 19 also
verifies P 2(f) = P (f), which is the first condition re-
quired for the construction of a variational multiscale
model. At this point, this projector can be used in the
context of a scale-separation model, like for the top
hat or witch hat filter, as illustrated in the next sec-
tion. However, the projection of the shape functions
in a subspace related to the small-scales equations is
still needed for a variational multiscale method. Go-
ing back to the finite element formulation applied to

(a) Initial function: cos(2x) ∗ sin(2z).

(b) Initial function: cos(10x) ∗ sin(10z) - Aliasing effect on a
33 × 33 mesh, which corresponds to a highly fluctuating field
at the discrete level.

Fig. 3. Aggregation-based projector - Results for har-
monic functions.

a mesh with n nodes, the continuous function f (i.e.
u or P ) can be written as the sum of the value of f
at node k weighted by the shape function wk.

f =
n∑

k=1

wkfk (20)
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It is then natural to write the continuous projected
function f as

f =
n∑

k=1

wkfk (21)

with fk defined in Eq. 19.
After some algebra, one can rewrite

f =
n∑

k=1

wkfk (22)

with
wk =

V ol(Ck)∑
j∈Ik

V ol(Cj)

∑
j∈Ik

wj (23)

Eq. 23 defines some new interpolation functions wk

over the macro-cells Cm(k) which are associated to
the large-scales equations. Similarly to f

′
k, the shape

functions associated to the small-scales equations is
obtained by

w
′
k = wk − wk (24)

Finally, it is not possible to split the Navier-Stokes
equations according to Eq. 15 and Eq. 16 in the con-
text of a piecewise linear finite element code. There-
fore, a term (w

′
i,j , τ

sgs
ij )Ω is directly added to the mo-

mentum equation described in Eq. 4.

VI. Results

A. Channel Flow Test Case

Large eddy simulations of the 3D unsteady and tur-
bulent channel flow is considered in this work and re-
sults are compared with the direct numerical simula-
tion of Kim, Moin and Moser as a reference [16] [17].
The Reynolds number is

Reτ =
uτh

ν
= 392 with uτ =

√
τw

ρ
(25)

Computations are performed on a 33 × 65 × 33 mesh.
Grid points in the y direction are clustered near the
wall via a hyperbolic mapping function [18]. The di-
mensions of the domain are Lx = 2π, Ly = 2h (h = 1)
and Lz = π. This test case is illustrated in Fig. 4 and
the mesh is presented in Fig. 5(a). The grid points
in the x and z directions are uniformly spaced while
the first grid point in the y direction is positioned at
∆y+

1 = uτ∆y1

ν = 1. Periodic boundary conditions are
applied in the x and z directions while a constant body
force term is added in x-momentum of the Navier-
Stokes equations in order to force the flow through
the channel. This body force control allows the mass
flow to vary from time step to time step in such a way
that the body force is correctly counterbalanced by

Fig. 4. Sketch of the channel flow.

the friction at the wall. From a force balance applied
to the channel, one gets

force =
τw

h
= ρ

(Reτ ν)2

h3
(26)

An alternative to body force control is mass flow con-
trol for which the body force is adjusted at each time
step in such a way that the mass flow remains con-
stant. Body force control is straightforward to imple-
ment compared to mass flow control but requires in
general more time steps before converged turbulence
statistics can be obtained. In this study, computa-
tions are restarted from fully developed channel flow
and turbulence statistics are performed for about sixty
flow through times.

B. Turbulence Models

Five configurations of turbulence models have been
tested in this work. They all derive from the
Smagorinsky model and include
• one classical formulation for which all the resolved
scales (small and large) are used to compute both the
eddy viscosity and strain rate tensor of the subgrid
stress tensor;
• one scale-separation model based on a top hat filter
described in Subsection V-A;
• two scale-separation models and one variational
multiscale model based on the aggregation projector
presented in Subsection V-B .

For the sake of brevity and following the abbreviation
rules presented in Table I, these five models are named
• ‘SmagoAANP’;
• ‘SmagoSANP top hat’;
• ‘SmagoSANP agg’, ‘SmagoSSNP agg’ and
‘SmagoSSP agg’.

‘AANP’ refers to the classical formulation, with all
the resolved scales used to compute both the eddy
viscosity and strain rate tensor and no projection of
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the shape functions. ‘SSP’ refers to the variational
multiscale formulation, with (1) both the eddy vis-
cosity and strain rate tensor computed from the ve-
locity field projected in a subspace related to the small
scales and (2) the shape functions projected in a small-
scales subspace as well. ‘SANP’ and ‘SSNP’ both re-
fer to scale-separation models with the eddy viscosity
and strain rate tensor computed according to Table I.
Note that there is no difference in the expression of
the strain rate tensor and the eddy viscosity between
‘SSNP’ and ‘SSP’. The only difference between these
two comes from the difference in the solution.

TABLE I
Abbreviations for LES models summarizing

the scales used to compute the eddy
viscosity (small or all), the strain rate

tensor (small or all) and the shape
functions (projected or not).

Eddy visc. Strain tensor Shape func.
AANP All: νt All: Sij No Proj.: wk

SANP Small: ν
′
t All: Sij No Proj.: wk

SSNP Small: ν
′
t Small: S

′
ij No Proj.: wk

SSP Small: ν
′
t Small: S

′
ij Proj.: w

′
k

Similarly to the 2D example presented in Fig. 1 and
Fig. 3, 3D regular and hexahedral aggregates are used
for the aggregation projector. These brick-shape ag-
gregates are illustrated in Fig. 5(b).
For all models, the Smagorinsky constant Csgs = 0.1
and a Van Driest damping function is used in order to
reduce the contribution of the LES subgrid term near
the walls. The eddy viscosity becomes thereby

νt ⇒ νt

(
1− exp(

−y+

A+
)
)3

(27)

with

y+ =
(
1− |y

h
|
)uτh

ν
and A+ = 26 (28)

Finally, it should be mentioned that the stabilization
parameter τM in Eq. 4 has been reduced so that the
stabilization terms in Eq. 4 stabilize indeed the piece-
wise linear finite element formulation but do not play
any LES-type model role. Indeed, it is possible to ob-
tain good results with an unresolved stabilized direct
numerical simulation of a channel flow just by tuning
these stabilization parameters (see [18]).

C. Turbulence Statistics

The eddy viscosity, the stresses and the veloc-
ity profiles are analyzed in this subsection. In

(a) Hexahedral finite elements mesh

(b) Eight nodes hexahedral aggregates - Each color
zone represents an aggregate of nodes

Fig. 5. Mesh and hexahedral aggregates for a 3D
channel flow.

Fig. 6(a), one can observe that the eddy viscosity
of the classical Smagorinsky model (‘SmagoAANP’)
has the same order of magnitude as for the mod-
els based on the aggregation projector (‘SmagoSANP
agg’, ‘SmagoSSNP agg’,‘SmagoSSP agg’) while the
scale-separation model based on a top hat filter
(‘SmagoSANP top hat’) leads to a smaller value.
However, the lack of smoothness of the aggregation
projector is visible, like in Fig 3. The effect of the Van
Driest damping is also outlined in Fig. 6(b). With-
out this near-wall treatment, neither scale-separation
models nor variational multiscale models derived from
the Smagorinsky model are able to predict correctly
the asymptotic behavior of the eddy viscosity near the
wall. Indeed, it was observed in this case that νt/ν
would tend to one near the wall for all the configura-
tions tested in this section.
The viscous stress, Reynolds stress and total stress
are plotted in Fig. 7. All models are close to the re-
solved DNS of Kim, Moin and Moser (‘KMM’) [16].
The curves of the stabilized unresolved DNS as well
as the ‘SmagoSSNP agg’ and ‘SmagoSSP agg’ models
are even superimposed with the DNS results of KMM.
Although they are close, the ‘SmagoSANP agg’ and
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Fig. 6. Mean Eddy viscosity profile.

‘SmagoAANP’ models are the less accurate. This is
not surprising since the flow is controlled with a con-
stant body force term, ensuring the correct stress at
the wall. In the case of body force control, the rele-
vance of turbulence models is therefore assessed with
the analysis of velocity profiles.
Velocity profiles through the channel flow and in the
boundary layer are shown in Fig. 8(a) and Fig. 8(b)
respectively. Since a body force control is applied,
the linear viscous sublayer close to the wall is cor-
rectly predicted by the stabilized unresolved DNS and

y
St
re
ss
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SmagoAANP
SmagoSANP agg
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SmagoSANP top hat
Unresolved dns
KMM

Re stress

Viscous stress

Total stress

Fig. 7. Viscous stress, Reynolds stress and total
stress.

all LES models. Nevertheless, the stabilized unre-
solved DNS is lacking dissipation while the classical
formulation of the Smagorinsky model is on the con-
trary too dissipative, leading respectively to under
and over prediction of the velocity profiles in the buffer
and logarithmic layers. The ‘SmagoSANP agg’ model
starts deviating at the beginning of the logarithmic
layer. The velocity profiles for the ‘SmagoSSNP
agg’ and ‘SmagoSSP agg’ are nearly superimposed
and start diverging later than the ‘SmagoSANP agg’
model (namely in the middle of the logarithmic layer)
but they are both characterized by some oscillations.
These oscillations are clearly due to the aggregates
since the wave length of these oscillations coincides
with the height of the aggregates in the y direc-
tion. The best results have been obtained with the
‘SmagoSANP top hat’, which correctly predicts the
logarithmic layer and starts diverging at the begin-
ning of the wake region. Finally, all these models
fail to predict correctly the wake in the middle of the
channel, which is usual for LES models applied to the
channel flow test case.

D. Notes on the Aggregation Projector

As mentioned in the previous subsection, the shape
of the aggregates is an important factor in the
aggregation-based variational multiscale method cou-
pled to a piecewise linear finite element discretization.
Before using regular brick-shape aggregates as illus-
trated in Fig. 5(b), a mesh partitioner (METIS pack-
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age) was called to cluster the nodes of the structured
hexahedral mesh shown in Fig. 5(a). Most of the ag-
gregates formed with this technique had a 3D irregu-
lar shape. Some of them had a 2D planar shape and
were therefore missing the flow features in one direc-
tion, leading to divergence of the computation. The
three-dimensionality of the aggregates is therefore a
key parameter.
Moreover, 3D structured brick-shape aggregates
seems to leave a signature characterized by spatial
oscillations in the turbulence statistics. In order to

Fig. 9. 2D example of a structured mesh (squares: fi-
nite elements ; circles: aggregates). Grey finite el-
ements and aggregates own the same nodes, lead-
ing to w

′
,j = w,j in the grey regions.

avoid these oscillations, one solution proposed in this
work may consist in choosing randomly at each time-
step one aggregation map from a library of different
maps. This requires the construction of several ag-
gregation maps instead of one but this may help to
avoid the footprint observed in the turbulence statis-
tics. In addition, it should be added here that Koobus
and Farhat used the aggregation projector defined in
Eq. 19 as part as an unstructured tetrahedral finite
volume discretization. It would be interesting to test
this method on unstructured tetrahedral finite ele-
ments as well and check whether these oscillations are
due to the structure of the mesh.
Finally, no significant difference have been observed
between ‘SmagoSSNP agg’ and ‘SmagoSSP agg’. The
projection of the shape functions in a subspace re-
lated to the small-scales equations does not improve
the turbulence statistics in our study. This may be
explained again by the structured hexahedral aggre-
gates used in this work. Indeed, wk remains constant
for all nodes k that belong to the same aggregate [14].
Since some hexahedral finite elements own exactly the
same nodes as some aggregates, w,j = 0 on these finite
elements, leading to w

′
,j = w,j in Eq. 17. This situa-

tion is illustrated Fig. 9. In conclusion, the influence
of the projection of the shape functions is less impor-
tant in the case of structured hexahedral aggregates
associated to a structured hexahedral finite element
mesh. Again, an unstructured mesh and/or unstruc-
tured aggregates may lead to better results.

VII. Conclusions

An aggregation-based variational multiscale (VM)
method coupled to a stabilized piecewise linear finite
element discretization has been presented in this work
for large eddy simulations of turbulent flows. The
projector used in the VM method, originally intro-
duced by Koobus and Farhat [14], has shown rela-
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tively good results for the channel flow test case. How-
ever, some oscillations in the velocity profiles have
been observed. These oscillations are thought to be
due to the coupling between the structured hexahe-
dral finite element mesh and the structured hexahe-
dral aggregates. Suggestions have been made in Sub-
section VI-D to remove these oscillations and unstruc-
tured meshes might be one answer. Moreover, the im-
portance of the three-dimensionality of the aggregates
has also been outlined.
A scale-separation LES model based on a top hat fil-
ter has also been implemented. Thanks to this filter,
the large and the small resolved scales of the veloc-
ity field can be separated. In our particular model,
the eddy viscosity is computed from the small scales
while the strain rate tensor is based on all the scales.
Among all the models tested in this work, this simple
LES model has shown the best results so far in terms
of velocity profile. No oscillations were observed but
unlike the aggregation projector, the top hat filter is
not based on a discretization and is therefore much
smoother.
In conclusion, variational multiscale methods and
their mathematical framework have shown very
promising results when coupled to discretizations that
naturally lead to a decomposition of the Navier-Stokes
equations into large-scales and small-scales equations
(finite elements with a hierarchical basis [11], trun-
cated Fourier series [10]). But applying this method
in the context of a stabilized piecewise linear finite
element discretization still needs some additional de-
velopments.
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Thèse d’agrégation, Université Libre de Bruxelles, 2001.
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Abstract— In the context of Large Eddy Simula-
tion (LES) of turbulent flows, there is a current
need to compare and evaluate different proposed
subfilter-scale (SFS) models so as to assess their
suitability for various turbulent flow applications.
In order to carefully compare SFS models and com-
pare LES predictions to Direct Numerical Simula-
tion (DNS) results (the latter would be helpful in
the comparison and validation of models), there is
a real need for a “grid-independent” LES capabil-
ity. Explicit filtering methods offer one means by
which this may be achieved. Advantages of explicit
filtering are that it provides a means for eliminat-
ing aliasing errors, allows for the direct control of
commutation errors, and most importantly allows a
decoupling between the mesh spacing and the filter
width, which is the primary reason why difficulties
arise in comparing LES solutions obtained on dif-
ferent grids having varying resolution.

This article presents the design and assessment of
discrete explicit filters and their application to the
prediction of compressible isotropic turbulence pre-
diction on structured grids using high-order finite-
volume methods with varying mesh spacing and fil-
ter widths.

I. Introduction

The difficulty associated with implicit filtering in
LES can be alleviated by performing an explicit filter-
ing operation as a part of the solution process. The
explicit filter is applied in physical space using a con-
volution:

φ(x) =
∫ +∞

−∞
φ(x′)G(x− x′; ∆̄)dx′ , (1)

where G is the filter kernel and ∆̄ the filter width.
With explicit filtering the energy in the high frequency
portion of the spectrum is damped and it becomes
possible to reduce or eliminate the various sources of
numerical error that dominate this frequency range
[1]. Moreover, explicit filtering allows the filter width
to be chosen independently from the mesh spacing.
The form of the filter is also known exactly and this
allows the direct comparison of LES solutions to ex-
perimental or DNS data.

In general, filters do not commute with the dis-
cretization scheme when a variable filter width is used
[2], so that ∣∣∣∣dφdx

− dφ
dx

∣∣∣∣ = O
(̄
·(§)\

)
, (2)

in which n is the order of commutation. To be ac-
ceptable, the errors associated with the commutation
properties of the filter should be of the same order
as the truncation errors associated with the numeri-
cal scheme. Implicit filters generally commute only to
second order and herein lies the difficulty. When us-
ing high-order schemes, it becomes important to use
high-order explicit filters that commute up to the de-
sired order of accuracy for simulations having varying
filter widths [3]. This can be achieved by imposing
the filter moments Mk:

Mk(x) =


1, k = 0 ;
0, k = 1, . . . , n− 1 ;
exists, k ≥ n .

, (3)

where Mk(x) is defined as

Mk(x) =
∫ +∞

−∞
x′
k
G(x− x′; ∆̄)dη . (4)

Analytical explicit filters require the numerical inte-
gration of the convolution integral in (1) and generally
are therefore inefficient. With discrete explicit filters,
the filter kernel G is defined as a weighted summation
of dirac functions [4]:

G(xi − x′; ∆̄) =
L∑

l=−K
wl δ(x′ − xi+l) , (5)

so that (1) can be written as

φi =
L∑

l=−K
wl φi+l . (6)

This doesn’t require a costly numerical integration
procedure and is thus better suited for use in LES.
Discrete approaches will be considered herein.
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II. High-Order Finite-Volume Scheme

The numerical scheme used is the high-order
central essentially non-oscillatory (CENO) Finite-
Volume scheme proposed by Ivan et al. [5].

The semi-discrete form of the finite-volume formula-
tion applied to the governing equations for cell (i, j, k)
of a three-dimensional multi-block mesh composed of
hexahedral computational cells is given by

dUi,j,k

dt
= − 1

Vi,j,k

Nf∑
l=1

NG∑
m=1

[
ω nl · F̃l Al

]
i,j,k,m

+ Si,j,k

(7)
where here each cell has Nf = 4 faces and a NG-point
Gaussian quadrature numerical integration procedure
has been used to evaluate the solution flux through
each face. The variable Ui,j,k is the cell-averaged con-
served solution state for cell (i, j, k), Vi,j,k is the vol-
ume of the hexahedral cell, ω is the quadrature weight-
ing coefficient, and Al and nl are the area of the cell
face and unit vector normal to the cell face or edge,
respectively.

A. Inviscid Flux Evaluation

The numerical fluxes, ~F · n, at the quadrature
points, m, of faces, l, for each cell are determined from
the solution of a Riemann problem. Given the left and
right solution states, Ul and Ur , at the quadrature
points of the cell interfaces, the numerical flux is given
by

~F · n = F(Ul,Ur,n) (8)

where the numerical flux F is evaluated by solving a
Riemann problem in a direction defined by the nor-
mal to the face with initial data Uland Ur. The left
and right solution states, Ul and Ur, are determined
by performing piecewise k-order polynomial solution
reconstruction within each computational cell.

B. k-Exact Reconstruction

The evaluation of the coefficients of the recon-
structed polynomial requires the least-squares solu-
tion of an overdetermined system of linear equations
Ax = B, where the coefficient matrix A of the linear
system depends only on the mesh geometry and can
be calculated in a preprocessing step.

When determining these coefficients it is required
that the following conditions be satisfied by the re-
construction procedure: i) the solution reconstruction
must reproduce exactly polynomials of degree N ≤ k;
ii) the solution reconstruction must preserve the mean
or average value within the computational cell. The

latter condition implies that

Ui,j,k =
1

Vi,j,k

∫∫∫
Vi,j,k

ui,j,k(r) dxdydz , (9)

where u(r) is the reconstructed polynomial.

C. Viscous Flux Evaluation

The viscous flux is evaluated in each Gauss-
quadrature point and requires both the solution and
solution gradient. The flux is taken as the average of
the left and right state evaluations.

Fv =
1
2

(Fv(Ul,∇Ul) + Fv(Ur,∇Ur)) (10)

In this equation Ul and Ur are reconstructed in the
quadrature points with the k-exact reconstruction.
They are reconstructed with one order higher, so that
the gradients ∇Ul and Ur are of the desired spatial
order of accuracy. However, the number of Gauss-
quadrature points is not changed. The fluxes are then
integrated over the cell faces using Gauss-quadrature.

III. High-Order Discrete Explicit Filtering

When using a high-order numerical scheme, it be-
comes important to use high-order explicit filters that
commute up to the desired order of accuracy for sim-
ulations having varying filter widths. This is the case
on non-uniform grids. The class of high-order com-
muting discrete explicit filters that is assessed and
investigated in this work, is based on a linear least
squares reconstruction proposed by Haselbacher et
al. [6]. This class can be used on both structured
and unstructured grids. This explicit filter obtains
high-order commutation through approaching the fil-
ter by a taylor expansion to the desired order using
weighted least squares reconstruction. One equation
in this linear system can be written for each cell used
in the reconstruction.

φi = φ0 +
n∑
k=1

 ∑
p1+p2+p3=k

Dk
p1,p2,p3

∆xp1
0i∆y

p2
0i ∆z

p3
0i

 .

(11)
In this equation the index 0 indicates the cell-centre
of the cell of interest, and index i the cell-centre of
a neighbouring cell used in the reconstruction. The
coefficients Dk

p1,p2,p3
are the unknowns of the linear

system and are defined as

Dk
p1,p2,p3

=
ap1,p2,p3

k!
∂kφ0

∂xp1∂yp2∂zp3
, (12)

where ap1,p2,p3 are the trinomial coefficients defined by

ap1,p2,p3 =
(p1 + p2 + p3)!
p1! p2! p3!

(13)
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Unlike with gradient least squares reconstruction, the
cell of interest is not included in the reconstruction
stencil, and is treated as an unknown as well.

Solving this system A x = B results in a filtered
variable φ0 at the cell-centre. In this finite-volume
context however, what needs to be filtered are cell-
averaged values. For high-order schemes the cell-
centred and cell-averaged values don’t match and spe-
cial care has to be exercised to the meaning of the co-
efficients Dk

p1,p2,p3
. However, using the same method

to calculate these coefficients as in the k-exact recon-
struction described above for the fluxes, ensures that
the result is a filtered cell-average.

The reconstruction is only geometry-dependent and
can be precomputed. This happens through calculat-
ing the pseudo inverse of the coefficient matrix of this
system. The vector of unknowns can then be written
as

x = Ad B (14)

The only unknown of interest in the vector x is φ0.
Hence only the first row of Ad is required. This row
can be stored and its elements are exactly the discrete
filter weights for the cell of interest.

An example of the transfer function of a third-order
commutative discrete explicit filter using least squares
reconstruction is shown in Figure 1. In this figure κ∆

represents the grid cutoff wave number, κ∆̄ the filter
cut-off wave number, and FGR the filter-grid ratio
defined as ∆̄

∆ or κ∆
κ∆̄

.

A. Controlling the Filter-Width

One main difficulty with this class of filters is setting
the desired filter-width. By increasing the size of the
stencil, the filter-width becomes larger, and the filter
will cut off at lower wave numbers. The filter-width
furthermore decreases when using a higher-order re-
construction. This is shown in Figure 2. Note that
while the physical filter-width increases, the filter cut-
off wave number decreases.

It has been proposed by Marsden et al. [3] to use
multiple “sub-filters” and combine them with certain
weights, which can be optimized to result in a filter
with a user-defined filter-width. It has however been
found to be difficult to apply this approach to this
class of filters, using higher-order reconstruction, as
each system of these sub-filter reconstructions requires
enough points in the stencil to be overdetermined.

In this work it is proposed to use a weighted least-
squares reconstruction for only one main filter. The
solution of the least squares reconstruction is then
given by

x = (W A)d W B , (15)

(a)

1D                    FGR = 2.50
diagonal 2D   FGR = 2.50
diagonal 3D   FGR = 2.50

G(κΔ)G
(κ

)

0

0.5

1.0

κ / κΔ

0 0.5 1.0 1.5

(b)

Fig. 1. Transfer function of a discrete explicit filter,
with (a) the three-dimensional transfer function
and (b) its projection in one dimension. The iso-
surface in (a) and horizontal line in (b) denote the
value of the transfer function at the filter cut-off.

with W a diagonal matrix of weights. It is not recom-
mended to use an inverse distance or inverse squared
distance weighting function as these functions don’t
allow for an extra user-defined parameter to control
the weighting. In analogy to a Gaussian analytical ex-
plicit filter, this work proposes the use of a Gaussian
distribution for the weighting function:

Wi =

√
6

π D2
exp

(
−6 |∆r0i|2

D2

)
. (16)

The parameter D can be tuned so that a desired filter-
width is achieved. This is demonstrated in Figure 3.
The weighting factor has been chosen to be relative
to the mesh spacing to be applicable to multiple mesh
sizes.

Apart from allowing the user some control over
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order = 1     FGR = 3.67
order = 3     FGR = 2.15
order = 5     FGR = 1.65
order = 7     FGR = 1.38

G
(k

)
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κ / κΔ

0 0.5 1.0 1.5

Fig. 2. Transfer functions of the explicit filter chang-
ing only the order of reconstruction. FGR is de-
fined as ∆̄/∆.

D = 1.0 Δ    FGR = 1.05
D = 2.0 Δ    FGR = 1.44
D = 3.0 Δ    FGR = 2.15
D = 4.0 Δ    FGR = 2.87
D = 5.0 Δ    FGR = 3.57

G
(κ

)

0

0.5

1.0

κ / κΔ

0 0.5 1.0 1.5

Fig. 3. Transfer functions of a third order explicit
filter changing only the parameter D in the Gaus-
sian weighting functions. FGR is defined as ∆̄/∆.

the filter-width, this weighting function enhances the
shape of the transfer function to become more mono-
tone. As can be observed from Figure 3, the filter-
width does not vary linearly with the parameter D.
This work proposes to make curve-fits that give the
value of the parameter D as a function of the filter-
width. This curve-fit is different for every order, and
number of rings used in the stencil for the reconstruc-
tion.

IV. Implementation of Discrete Explicit
Filtering

A. Approach to Explicit Filtering

A number of approaches to explicit filtering exists.
The main idea in explicit filtering is to perform fil-
tering with smooth filters in such way that excessive
filtering of the results from previous time levels is

avoided.
If the approach were to filter the solutions after ev-

ery time step, one would actually use multiply filtered
solutions which leads to excessive damping of the fil-
tered flow solution [7]:

Ūn+1 = Ūn + ∆tnR̄n

= Ūn−1 + ∆tn−1R̄n−1 + ∆tnR̄n
(17)

A first approach to explicit filtering is to limit the
generation of higher frequencies in Ūn+1 by filtering
the residual R̄n every time step. This means that both
convective and dissipative terms are filtered. As an al-
ternative approach, the idea is to selectively limit the
introduction of high frequency content for each term
in the governing equations. The only terms that in-
ject higher frequency content in the solution are the
non-linear convective terms and the SFS-terms. Lund
[7] suggested that by filtering only these terms no ad-
ditional frequency content is added. Brandt [8] has
made a comparison between both approaches to ex-
plicit filtering. He found that both approaches only
result in small differences, and thus the filtering of the
non-linear terms, which generate the high frequency
contents in the resolved flow field, seems to be the
essential part of explicit filtering.

Comparing the computational cost of filtering the
residual however is significantly lower than that of fil-
tering the non-linear terms. This is because the non-
linear terms are evaluated in each quadrature point of
each cell, and the number of non-linear terms to be
filtered can be rather large compared to the number
of solution variables.

B. Choice of Filter-Grid Ratio

One of the open questions in the application of dis-
crete explicit filters is the choice of the filter-grid ra-
tio. Ghosal [9] made an analysis on numerical errors in
LES of turbulence, as did Chow et al. [10] for more re-
alistic turbulence kinetic energy spectra. They found
through applying an explicit filter to a DNS calcu-
lation the exact SFS-force. Ghosal’s results indicate
that for a second-order finite-differencing scheme, the
truncation error will overshadow the contribution of
the SFS-force for a filter-grid ratio of 2. In order for
the SFS-force to be significant enough, the filter-grid
ratio has to be increased to 4. For a fourth-order spa-
tial discretization scheme, a filter-grid ratio of 2 suf-
fices. In practice, many LES codes use second-order
spatial discretization schemes with a filter-grid ratio
of unity or at best two. Some of the results of these

24



5

LES codes are likely contaminated by significant nu-
merical errors.

Since this work uses a fourth-order numerical
scheme, a filter-grid ratio of 2 is used. If a second-
order numerical scheme were to be used to resolve the
flow field accurately up to the same wave number, a
filter-grid ratio of 4 had to be chosen, and hence the
grid would have needed to be twice as fine.

C. Choice of CFL number

A fourth-order finite-volume scheme usually re-
quires a low CFL number. The limiting factor comes
from the acoustic waves. Increasing the CFL num-
ber leads to instabilities originating at high frequen-
cies. It is observed that this instability does not occur
when using explicit filtering, as the high frequencies
are eliminated by the filtering procedure. The limit of
CFL = 1 has been tested with explicit filtering, and
shows no difference in solution compared to a lower
CFL number. This effect effectively eliminates a large
part of the computational expenses associated with
the explicit filtering, and might even lead to a slight
speedup of the LES calculations.

D. Use of a Secondary Filter

As is apparent from the current application, this
method still introduces some high frequency content
over time in wave numbers higher than the grid cut-
off wave number. This might be because the transfer
function might be negative at higher wave numbers or
not perfectly zero. A simple solution to this problem
is to apply a secondary explicit filter to the actual fully
updated solution after a certain number of time steps
to remove this build-up. The filter-grid ratio of this
filter can be smaller, so that the frequency content of
the solution is not affected below the filter cut-off wave
number of the primary explicit filter used to filter the
residuals.

V. Application of Discrete Explicit
Filtering to Isotropic Turbulence Decay

A. Synthetic Turbulent Flow Field

A homogeneous isotropic turbulence field is ob-
tained by initializing a solution domain with Rogallo’s
random procedure [11], using the model spectrum pro-
posed by Pope [12]. This spectrum has been initial-
ized on a grid with domain dimensions 2π × 2π × 2π
m. This might seem somewhat large for the cur-
rent application, but the turbulent velocity field is
scaled accordingly. These dimensions allow for a bet-
ter comprehension of the spectral results since the

one-dimensional grid cut-off wave number is then a
whole number defined as

κ∆ =
N

2
2π
D

=
N

2
, (18)

with N an even number of cells in one direction, and
D the size of the domain in the same direction. The
spectrum is constructed so that the specific total ki-
netic energy K = 15000, and the characteristic length
scale of the largest eddies l0 = D

3.2 . This fixes the other
spectrum parameters, which are listed in Table I. This
table lists that the Kolmogorov wavenumber κη for
this spectrum is of the order 105 m−1. If one wants
to resolve this scale, the mesh requirements would ob-
viously be enormous. This kinetic energy spectrum
initialized on a 64×64×64 grid with periodic bound-
ary conditions. It is shown in Figure 4.

parameter value
K 15000 m2/s2

urms 100 m/s
l0 1.96 m
κ0 3.2 m−1

l11 0.85 m
ε 9.36 · 103 m2/s3

η 7.73 · 10−6 m
κη 8.13 · 105 m−1

TABLE I
Specifics of the Model Spectrum

κΔ κΔ

unfiltered
filtered    FGR = 2

E(
κ)

100

101

102

103

104

κ
1 2 4 8 16 32 64

Fig. 4. Application of the used fourth-order explicit
filter to the model spectrum on a uniform 64 ×
64× 64 grid. FGR is defined as ∆̄/∆.

B. Results and Discussion

In this section a study will be made of 8 differ-
ent setups. Four types of grids will be considered: a
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coarse 64 × 64 × 64 stretched and uniform grid and
a fine 32 × 32 × 32 stretched and uniform grid. On
these four grids, a Large Eddy Simulation with both
implicit and explicit filtering will be performed. Each
solution domain is initialized with the filtered syn-
thetic flow field described above. The used SFS-model
is the Smagorinsky model with a constant of 0.20.

For the 4 cases on the uniform grids, a study of
the turbulent kinetic energy spectrum can be made.
Figure 5 and Figure 6 shows these energy spectra after
150ms for respectively the 64 × 64 × 64 grid and the
32× 32× 32 grid.

κΔ κΔ

initial flow field
implicit   t=150ms
explicit   t=150ms
κ-5/3

E(
κ)

100

101

102

103

104

κ
1 2 4 8 16 32 64

Fig. 5. Turbulent kinetic energy spectra for the uni-
form 64× 64× 64 grid with and without explicit
filtering

κΔ κΔ

initial flow field
implicit   t=150ms
explicit   t=150ms
κ-5/3

E(
κ)

100

101

102

103

104

κ
1 2 4 8 16 32

Fig. 6. Turbulent kinetic energy spectra for the uni-
form 32× 32× 32 grid with and without explicit
filtering

The energy spectra in Figure 5 follow Kolmogorov’s
−5/3 law closely, as is expected for isotropic turbu-
lence decay. A comparision of the spectra obtained
using explicit filtering and implicit filtering shows ex-
cellent agreement. This illustrates that the applica-

tion of the explicit filtering approach does not pollute
the results obtained through implicit filtering. These
observations can also be made in Figure 6. The nu-
merical scheme seems to be too dissipative and cuts
off at wave numbers below the filter-cutoff, so that
the importance of the explicit filter is negligible. The
main advantage using explicit filtering in this case
however is the ability to use a CFL number of 1.
In a fourth-order finite-volume scheme, the relative
computational cost of applying the explicit filtering
is small compared to the overall computational cost.
As the CFL number without explicit filtering can be
very low in high-order numerical schemes, the advan-
tages of using explicit filtering in this aspect become
evident.

Finally a study on non-uniform stretched grids is
performed by looking at the decay rate of the total
turbulent kinetic energy. The turbulent kinetic en-
ergy can be plotted in time to observe the rate of its
decay. Figure 7 shows the total turbulent kinetic en-
ergy, consisting of the sum of the resolved turbulent
kinetic energy and the modelled subfilter turbulent ki-
netic energy, for all four cases. Again, as is the case
when comparing the turbulent kinetic energy spectra
for the uniform cases, the implicit filtering cases and
explicit filtering cases do not exhibit significant dif-
ferences. Comparing the two different grids, it can be
observed that the total turbulent kinetic energy shows
good agreement, although the resolved component of
the turbulent kinetic energy is different. This indi-
cates that the SFS-model is capable of modelling the
SFS-energy very well. The theoretical asymptotic de-
cay rate is obtained for all 4 cases, showing that the
LES calculations are performed correctly, and that
using explicit filtering doesn’t pollute the solutions
obtained by LES with implicit filtering.

VI. Conclusions

This work has attempted to address the issues as-
sociated with filtering errors that may arise when us-
ing LES with implicit filtering, by considering an ex-
plicit filtering approach. A detailed study of a discrete
high-order commuting least-squares reconstruction fil-
ter has been performed. It has been shown how the
filter-width can be controlled using a Gaussian weight-
ing function in the least-squares reconstruction. Al-
though explicit filtering increases the computational
cost per time step, larger time steps can be taken
without leading to instabilities, thus offsetting a large
part of the disadvantages of the incurred higher com-
putational costs of explicit filtering methods. Other
test cases have to be performed with more radically
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target       t-1.25

explicit    64×64×64
implicit    64×64×64
explicit    32×32×32
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Fig. 7. Turbulent kinetic energy decay of isotropic
turbulence on a non-uniform stretched 64×64×64
and 32 × 32 × 32 grid using explicit filtering and
implicit filtering.

changing non-uniform grids where the explicit filter
has more impact to see a clear advantage in terms of
commutation errors.
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Abstract: Plane impinging jets with nozzle-plate distances 
H/B=10 and 9.2 and Re=13500 and 20000 are simulated with k-
ω based hybrid RANS/LES models and with a RANS k-ω model. 
Different ways of substitution of the turbulent length scale by the 
local grid size in the LES mode of the hybrid RANS/LES model 
are tested. The results show that the hybrid RANS/LES models, 
in contrast to the pure k-ω RANS model, give realistic wall shear 
stress and heat transfer rate along the impingement plate. This is 
due to ability of the hybrid RANS/LES models to resolve the 
evolution and break-up of the vortices in the shear layer of the 
jet, which strongly affects the turbulent flow and convective heat 
transfer in the stagnation and wall-jet regions. 

Keywords: plane impinging jet, turbulence modelling, k-
ω model, hybrid RANS/LES model. 

 

I. INTRODUCTION 
RANS models present some limitations for simulation of 

impinging jet flows such as overestimation of the length of 
the core region (underestimation of the jet expansion) or 
overprediction of the turbulent kinetic energy production to 
dissipation ratio in stagnation flow region. On the other hand, 
LES methods are able to reproduce the large scale structures 
initiated at the jet exit, their evolution and degradation into 
smaller eddies. However, since LES aims at resolving the 
scales of motion responsible for turbulence production, it 
comes into difficulties in the near-wall region where the size 
of the eddies is comparable to the Kolmogorov scales, 
requiring extremely fine grid resolution, approaching that of 
DNS. In order to alleviate this grid resolution problem in the 
near-wall region, a hybrid RANS/LES can be applied, where 
the method acts in RANS mode in the near-wall region and in 
LES mode in non-equilibrium flow regions away from walls 
in order to resolve the flow instabilities by comparing the size 
of the resolved scales to the local grid size Δ. 

In present work, the newest version of the k-ω model of 
Wilcox [1] is applied as a “state-of-the-art” turbulence model. 
Since the RANS model provides poor description of the flow 
physics for free jet flows, a hybrid RANS/LES method is 
constructed in order to resolve the evolution of large scale 
instabilities in flow regions where the grid density is fine 
enough (replacing the turbulence length scale by the local grid 
size). In the near wall regions, the model switches to RANS 
mode which is known to be adequate for modelling fine scale 
structures. Three different ways of substitution of the 
turbulent length scale by the local grid scale are tested. The 
first method is based on the concept of Strelets [2] where the 
destruction term in the k-equation of the underlying k-ω SST 
model was modified in order to unlock the large-scale 

instabilities in the flow regions where the dynamics of the 
large scale structures was responsible for the major part of the 
turbulence production. The approach of Strelets [2] was 
named Detached Eddy Simulation (DES), according to the 
assumption that the “detached” eddies are simulated while the 
“attached” eddies (in thin shear layers) are modelled.  

The second way of constructing the hybrid RANS/LES 
approach is according to Kok et al. [3], where both the 
destruction term in the k-equation and the definition for νt are 
modified in such a way that in LES mode the Yoshizawa 
model is recovered [4].  

The third approach is according to a proposal of Batten [5]. 
In [5], a latency factor (or latency function) has been 
formulated based on the ratio of the products of the turbulent 
length and velocity scales from the underlying RANS and 
LES models and it was introduced in the definition of νt. In 
the present work, the latency factor is constructed following 
the work of Sagaut et al. [6]. 

Results of simulations of plane impinging jets with nozzle-
plate distances H/B=10 and 9.2 and Re=13500 and 20000 
(Reynolds number based on slot width B and centreline 
velocity V0) are presented and compared to experimental data 
as well as to LES results of Beaubert and Viazzo [7]. It is 
demonstrated that the hybrid RANS/LES models are able to 
reproduce the evolution of the large scale structures initiated 
at the jet exit and their break-up into smaller scales. Close to 
the walls and far away from the free jet flow, the model 
switches to RANS mode, so that most of the turbulence is 
modelled there.  

Overall, excellent results are obtained. 

II. STRESS LIMITER OF THE K-ω MODEL FOR HYBRID 
FORMUATIONS 

The new k-ω model of Wilcox [1] reads 

,Dk k kP kkDt x xj j
β ω ν σ

ω

⎡ ⎤∂ ∂⎛ ⎞∗ ∗⎢ ⎥= − + +⎜ ⎟⎢ ⎥∂ ∂⎝ ⎠
⎣ ⎦
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∂ ∂

+
∂ ∂
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where ν is the kinematic molecular viscosity, k is the 
turbulent kinetic energy, ω is the specific dissipation rate and 
Pk=τij∂Ui/∂xj, where the components of the modelled stress 
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tensor are given by τij=2νtSij – 2/3kδij. The turbulent viscosity 
νt is defined by 

lim

2
, max , ij ij

t

S Sk Cν ω ω
ω β ∗

⎛ ⎞
⎜ ⎟= =
⎜ ⎟
⎝ ⎠

 (3) 

with Clim=7/8, β∗=0.09 and ijkkijij xUSS δ∂∂−= /3/1 , 
where Sij=1/2(∂Ui/∂xj+∂Uj/∂xi) are the components of rate of 
strain tensor. The remaining closure coefficients and auxiliary 
relations are 
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In [8] it was demonstrated that the newest version of the k-
ω model is successful for prediction of 2D plane impinging 
jets at low and moderate nozzle-plate distances (say for 
H/B<6), whereas a repair is necessary for axisymmetric jets. 
The ability of the new k-ω model (in contrast to previous 
versions) to correctly predict the turbulent flow and the 
convective heat transfer in stagnation flow regions of plane 
impinging jets is the result of the inclusion of the stress limiter 
in Eq. (3). In the flow regions characterized by large levels of 
strain S (e.g. in impingement flow regions), the term 

lim 2 /ij ijC S S β ∗  becomes higher than ω in Eq. (3), which 
makes the production term Pk in Eq. (1) proportional to S 
instead of being proportional to S2. For boundary layer flows, 
the growth of the turbulent shear stress τ is limited in such a 
way that Bradshaw’s assumption is recovered. A similar stress 
limiter has been implemented in the SST model of Menter [9], 
but in the SST model the effect of the stress limiter is 
restricted to the logarithmic and wake parts of the boundary 
layer, while in the present k-ω model the stress limiter is 
active everywhere (it can be active in free shear layers). As 
shown by Durbin [10], a stress limiter can also be derived by 
imposing realizability constraints. Durbin and Petterson-Reif 
[11] emphasize that generally a turbulence model will not 
fulfil the realizability conditions and some changes have to be 
made in order to ensure realizability. On the other hand, if 
violation of the realizability constraints is not severe in 
virtually all cases of interest, the changes to the underlying 
model can be disregarded. Wilcox [1] emphasizes that the 
newest version of the k-ω model can serve as the foundation 
of a more general prescription of the turbulent shear stress. 
For example, the turbulent shear stress can be obtained with a 
non-linear eddy viscosity formulation or with a hybrid 
RANS/LES formulation. It means that the condition (3) can 

be replaced by any other formulation if an adequate model is 
available. Our tests showed that for impinging jet simulation 
with the hybrid RANS/LES methods, the importance of the 
stress-limiter is small. So for simplicity the stress limiter has 
been deactivated everywhere, which means that the Eq. (3) is 
redefined to [12]: 

                        RANS
t

kν
ω

=  (4) 

The reason for doing this is that theoretically a viable 
subgrid scale model is obtained in the LES mode replacing 
Eq. (3) by Eq. (4) under the equilibrium condition (the 
equilibrium condition means that the production is equal to 
dissipation in the k-equation or simultaneously in both k- and 
ω-equations). With Eq. (4), the hybrid RANS/LES model 
reduces to a Smagorinsky-type model under equilibrium 
condition, if the local grid size Δ is introduced in place of the 
turbulent length scale Lt. Notice that all hybrid RANS/LES 
models discussed in the present paper reduce to Smagorinsky-
type models under the equilibrium condition. Since the LES 
mode is active in the free shear layers and in the stagnation 
flow region, the model is capable of resolving the flow 
physics there, without necessity of introducing further 
damping to the modelled shear stress (which will be the case 
for lim 2 /ij ijC S S β ∗ > ω in Eq. 3). As mentioned above, the 
stress limiter is also neglected in the RANS mode since it has 
negligible effect on the results presented in near-wall regions. 

III. ALTERNATIVE METHODS OF LENGTH SCALE         
SUBSTITUTION IN THE K-ω MODEL  

Three different ways of substitution of the turbulent length 
scale by the local grid size are described below when the 
hybrid RANS/LES functions in LES mode. In the first case, 
the DES-type formulation of Strelets [2] is implemented by 
modifying the destruction term in Eq. (1) 

3/ 2

max ,
DES

kk k
C

β ω ε β ω∗ ∗⎛ ⎞
= → ⎜ ⎟Δ⎝ ⎠

 (5) 

The constant CDES has been taken from work of Kok et al. 
[3] namely, CDES=0.67. The local grid size Δ is defined by 
Δ=max (Δx, Δy, Δz) where Δx, Δy, Δz denotes the distances 
between the cell faces in x, y and z directions, respectively. A 
similar value of the constant CDES has been determined by 
Yan et al. [13] through simulation of the decay of isotropic 
turbulence using the k-ω based DES model, namely CDES=0.7. 
Hereafter this model will be called the M1-model. 

The second model tested in the present work is the model of 
Kok et al. [3] where the underlying k-ω model has been used 
for construction of the “X-LES” approach. In [3], the 
turbulent length scale has been replaced by the grid size in 
both νt  

min ,t DES
k C kν β
ω

∗⎛ ⎞= Δ⎜ ⎟
⎝ ⎠

 (6) 

and the destruction term of the k-equation (Eq. 5).  

These modifications result in a model which has a high 
level of theoretical justification since in LES mode the 
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Yoshizawa [4] model is recovered. This formulation will be 
referred as M2-model.  

The third model (M3-model) which is studied is based on 
inclusion of the local grid size only in the definition for νt. As 
shown in [14] [15], the subgrid viscosity can be defined by 

4/3 1/3
tν β ε∗= Δ  (7) 

The RANS-type eddy viscosity can be expressed by 
2

4/3 1/3RANS
t t

k Lν β β ε
ε

∗ ∗= =  (8) 

According to the kinetic energy cascade, the turbulent 
kinetic energy is transferred from the largest scales of motion 
towards smaller and smaller scales approaching that of 
Kolmogorov size without loss. As a result, a local equilibrium 
assumption can be formulated equating the dissipation of the 
small scales to the rate at which the turbulent kinetic energy is 
transferred from large to small scales. With this assumption, 
Eqs. (7) and (8) lead to 

3/4

⎟⎟
⎠

⎞
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⎛ Δ
=

t

RANS
tt L

νν  (9) 

The term (Δ/Lt)4/3 in Eq. (9) can be interpreted as a damping 
function which bridges the RANS and LES zones. In order to 
recover the RANS turbulent viscosity in Eq. (9) for Lt < Δ, the 
function (Δ/Lt)4/3 is limited by unity according to 

( )
4/3

, min ,1t
t

f L
L

⎡ ⎤⎛ ⎞Δ
⎢ ⎥Δ = ⎜ ⎟
⎢ ⎥⎝ ⎠⎣ ⎦

 (10) 

If the turbulent length scale Lt=k1/2/(β∗ω) is smaller than the 
local grid size Δ in Eq. (10) (e.g. close to the walls), the 
model acts in RANS mode. Otherwise, if the turbulent length 
scale Lt is higher than the local grid size Δ, the turbulent 
viscosity RANS

tν is reduced by the function f (Δ, Lt) and νt 
becomes a subgrid viscosity. In the LES zone Eq. (10) 
together with Eq. (4) reduces to (7).  

Table 1 summarizes the definitions of the Dk and νt which 
are used in the M1, M2 and M3 models discussed above. 

TABLE I 
DISSIPATION TERM DK IN THE K-EQUATION AND TURBULENT 

VISCOSITY νT FOR MODELS M1, M2 AND M3. 
model Dk νt 

M1 max(β*kω, k3/2/(CDESΔ)) k/ω 
M2 max(β*kω, k3/2/(CDESΔ)) min(k/ω, β*CDESk1/2Δ) 
M3 β*kω k/ω(Δ/Lt)4/3 

IV. COMPUTATIONAL ASPECTS 

Two cases are considered for assessment of the hybrid 
RANS/LES models presented above. In the first case, the 
computational domain consists of a rectangular box of length, 
high and width equal to L=50B, H=10B and W=πB, (for 
Re=13500) and in the second case the size of computational 
domain is equal to L=50B, H=9.2B and W=πB (for 
Re=20000). Figure 1 shows a scheme of the computational 
domain. 

At the inlet to the computational domain (jet exit) an almost 
flat mean velocity profile was specified according to [16] 

( ) ( )( )14
0 /21,0, BxVzxV −−=  (11) 

As shown in Fig. (2), the profile defined by Eq. (11) agrees 
well with the experimental data of Maurel and Solliec [17]. 
The same inlet mean velocity profile was used for both cases. 

 
Fig. 1. Scheme of the computational domain. 

 
Fig. 2. Profile of the mean v-velocity component imposed at 

the jet exit. Comparison with the experiments of [17]. 

As noted in [17], a uniform profile of the fluctuating 
velocity component can be assumed at the jet exit. In the 
experiment, the nozzle exit turbulence intensity varied in the 
range Tu=1.6-2.8% for the case with nozzle-plate distance 
H/B=10 and Re=13500. For the second case with H/B=9.2 
and Re=20000, the turbulence intensity was equal to Tu=1% 
[18] [19]. The turbulence length scale was not measured. In 
the present computations, constant profiles of k and ω were 
specified at the inlet to the computational domain (in both 2-D 
RANS and hybrid RANS/LES computations) with Tu=2.5% 
for H/B=10 and Re=13500 and Tu=1.0% for H/B=9.2 and 
Re=20000 while lt,inlet=0.015B (according to Jaramillo et al. 
[20]). The inlet values of the turbulent quantities were set to 
kinl=1.5(Tu*V0)2 and ωint=(kinl)0.5/lt,inl, were V0 denotes the 
mean velocity in the symmetry plane. In addition to the 
specified k and ω profiles, the vortex method of Fluent ver. 
6.4.7 was used to generate the fluctuations at the jet exit. At 
the outflow boundaries, pressure outlet boundary conditions 
were applied with a zero normal gradient condition for the 
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modelled scalars. At the walls, no-slip conditions were used 
with the turbulent quantities computed according to Menter 
[9] 

( )2
0

60, 10 ,k
y

νω
β

= =
Δ  (12) 

where Δy is the first point away from the wall. Periodic 
boundary conditions have been applied in the spanwise z 
direction. 

In the present hybrid RANS/LES computations, the 
computational grids consists of 140 x 145 x 44 cells (N≈0.9 
million) for the first case (H/B=10 and Re=13500) and 140 x 
165 x 44 (N≈1 million) for the second case (H/B=9.2 and 
Re=20000). In the reference LES computations of Beaubert 
and Viazzo [7] (H/B=10 and Re=13500) the computational 
mesh consists of 240 x 150 x 64 cells (N≈2.3 million). In the 
present hybrid RANS/LES simulations the number of grid 
points has been mainly reduced in the direction tangential to 
the walls, compared to the LES simulations of Beaubert and 
Viazzo. The grid points have been clustered towards the walls 
(in order to fulfil the condition y+≈3) and in the shear layer of 
the jet, since these are the regions of high velocity gradients. 
A uniform grid spacing was used in the spanwise z direction. 

V. RESULTS 

Results of the simulations of plane jets impinging onto a flat 
plate are presented applying the hybrid RANS/LES models. 
The results are compared to the experimental data of Maurel 
and Solliec [17], Asforth-Frost et al. [18], Zhe and Modi [19], 
Tu and Wood [21], to the LES results of Beaubert and Viazzo 
[8] and to the 2-D RANS results obtained with the k-ω model. 

Fig. (3) shows an instantaneous field of velocity magnitude 
(top) and an instantaneous field of f = min(1,CDESΔ/Lt) in the 
x-y plane for H/B=10 and Re=13500 obtained with the M1 
model. The instantaneous velocity field shows the dynamics 
of the impinging jet in the LES zone, which roughly 
corresponds to the values of f < 1. As shown in Fig (3, 
bottom) the RANS zone (f = 1) is active close to walls due the 
grid size Δ being larger than the turbulent length scale Lt. The 
RANS zone is also active in the middle of the channel at 
larger distances from the symmetry plane |x| > 1.5 (not shown 
here) where the dynamics of the large scale structures become 
negligible and the grid becomes too coarse to resolve the flow 
unsteadiness. 

Fig. (4) shows the evidence of counter-rotating longitudinal 
vortices in the stagnation flow region (at distance X/B=-0.6 
from the symmetry plane) for H/B=10, Re=13500. These 
counter-rotating vortices, also known as Görtler vortices were 
observed in the stagnation flow region of a plane impinging 
jet by Sakakibara et al. [22] and Maurel and Solliec [17]. 
They have been also reproduced in the simulations of 
Beaubert and Viazzo [7] using the LES technique and in the 
simulations of Tsubokura et al. [17] using LES and DNS. As 
mentioned in [21], these vortices appear as an effect of 
angular momentum instability in flow regions characterized 
by convex streamline curvature. According to Tu and Wood 
[21], the Görtler vortices have as effect to lower the wall 

shear stress τ (lower than the shear stress obtained from the 
analytical solution of the laminar Hiemenz flow). Correct 
prediction of the lowering of the wall shear stress by these 
counter-rotating vortices might be quite important since it 
counteracts the increase of the wall friction by turbulence 
coming from the shear layer of the jet. 

 

 
Fig. 3. Contour plots of (top) instantaneous velocity 

magnitude (in m/s) and (bottom) instantaneous field of  
f =min(1,CDESΔ/Lt) (f <1: LES region, f =1: RANS region) in 

the x-y plane (z/B=π/2) for H/B=10, Re=13500. 

 
Fig. 4. Counter-rotating vortices close to the impingement 
plate in the y-z plane at distance x/B=-0.6 (length of the 

reference arrow is 2 m/s) for H/B=10, Re=13500. 

Fig. (5) shows the profiles of mean and fluctuating v-
velocity obtained with the different hybrid RANS/LES 
formulations (M1-model –solid line, M2-model-dashed line, 
M3-model – dashed dotted line) and the comparison with the 
experimental data of Maurel and Solliec [17] (symbols), the 
LES results of Beaubert and Viazzo [7] (solid line together 
with the symbols) and 2-D RANS results obtained with the k-
ω model (dashed-double dotted line). For the hybrid methods, 
the data have been averaged in time and in the spanwise z 
direction. 

The results obtained with the pure RANS model are 
erroneous. With RANS, the length of the jet core is strongly 
overpredicted with respect to the measured value and the 
value computed by LES and hybrid RANS/LES. As shown in 
Fig. (5, bottom) the fluctuating velocity component predicted 
by RANS ( 2 / 3u k′ = ) slightly decays with increasing 
distance from the jet exit while in reality the fluctuations rise 
already at Y/B=2. The poor performance of the RANS model 
is due to its inability to predict turbulence production in 
absence of velocity gradients in the core of the jet and is also 
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due to too weak production of turbulent kinetic energy in the 
shear layer of the jet. This makes the predictions by 2-D 
RANS for large distance between jet exit and impingement 
plate very erroneous. Notice that this is in contrast with the 
good predictions observed for small distance between jet exit 
and impingement plate [8]. As shown in Fig. (5), the results 
obtained with the hybrid RANS/LES methods are close to 
each other and they show good agreement with experimental 
data and LES. The fluctuating velocity component (v’) 
predicted by the M1 and M2 models has a tendency to rise a 
bit too fast compared to the experiment and to the LES in the 
range of (H+y)/B=3-5. In the downstream half of the jet 
((H+y)/B =5-10) the agreement between simulations 
performed with the different hybrid RANS/LES formulations 
and experiment is excellent. This is slightly in contrast to the 
LES results of Beaubert and Viazzo [7] which shows much 
better agreement with the experimental data for (H+y)/B=2-5 
than at larger distance from the jet exit. The differences 
between the hybrid RANS/LES and LES might be due to 
different inlet conditions (note the uncertainty level in the 
determination of the turbulence intensity at the jet exit in the 
experiments of Maurel and Solliec [17] which varied from 
Tu=1.6 to Tu=2.8%). 

 

 
Fig. 5. Mean (top) and fluctuating (bottom) velocity profiles 
along a symmetry plane for H/B=10, Re=13500. In case of 
hybrid RANS/LES computations the resolved fluctuating 

velocity profiles are shown. 

Fig. (6) shows the profiles of the skin friction (scaled with 
Reb=bpV0/ν, where bp is the half-width of the impingement 

pressure profile) along the impingement plate. The hybrid 
RANS/LES results are again compared to experimental data 
[21] to LES results [7] and to the 2-D RANS results. Note the 
differences in the nozzle-plate distances and Reynolds 
number between the experimental data of Tu and Wood [21] 
and the present results. In [21], the nozzle-plate distances 
were equal to H/B=8 and 12 (in contrast to H/B=10 applied in 
the present simulations) and the Reynolds number was equal 
to Re=11000 (in the present simulations Re=13500). The peak 
values of ( )1/ 2 2

0Re / 0.5b Vτ ρ  predicted by RANS are higher than 
the peak values obtained with the hybrid RANS/LES and LES 
methods. As discussed above, this is due to overprediction of 
the length of the core (or underestimation of the jet 
expansion) using the k-ω model. For this case, the RANS 
solution agrees very well with LES at larger distances from 
the symmetry plane (for x/bp>2). The results obtained with the 
different hybrid RANS/LES formulations show good 
agreement with the LES results of Beaubert and Viazzo. It is 
difficult to judge which hybrid RANS/LES formulation gives 
the best correspondence with the LES. The general tendency 
is that the peak values of ( )1/ 2 2

0Re / 0.5b Vτ ρ around | x/bp|=1 are 
better reproduced with the hybrid RANS/LES methods than 
using RANS. The agreement between computed values of 

( )1/ 2 2
0Re / 0.5b Vτ ρ  using hybrid RANS/LES methods, pure 

RANS and LES is good at larger distances from symmetry 
plane (at | x/bp|>2). 

 

Fig. 6. Distribution of ( )1/ 2 2
0Re / 0.5b Vτ ρ along the impingement 

plate (distance x is normalized by half-width bp of the 
impingement pressure profile [21]) for H/B=10, Re=13500. 

Fig. (7) shows the resolved Reynolds stress along lines x 
located at different distances from the jet exit. Similarly to the 
velocity profiles, the Reynolds stress <u’v’>/(V0)2 was 
averaged in time and in the spanwise z direction. The results 
are compared to the experimental data of Maurel and Solliec 
[17] and to the LES results of Beaubert and Viazzo [7]. At 
distance y/H=-1/12 from the jet exit (Fig. 7, top) the shear 
layers begin to develop. The Reynolds stress predicted by 
RANS has a peak value of <u’v’>/(V0)2=0.005 at x/B=0.5 
which is in good agreement with the experimental data. At 
distance y/H=-0.5 (Fig. 7, bottom) the Reynolds stress is 
underpredicted by RANS close to the symmetry plane which 
is due to the eddy-viscosity Boussinesq assumption. At y/H=-
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1/12 (Fig. 7, top) the Reynolds stress produced by the hybrid 
RANS/LES models are much weaker than the Reynolds stress 
predicted by LES and the differences between the different 
hybrid RANS/LES implementations are marginal. It means 
that some of the energy is modelled due to relatively low 
turbulent length scales originating at the edges of the jet 
nozzle. The differences between the various hybrid 
RANS/LES approaches becomes higher at distance y/H=-0.5 
(Fig. 7, bottom). All hybrid RANS/LES models slightly 
overpredict the maximum of <u’v’>/(V0)2. 

 

 
Fig. 7. Evolution of the Reynolds stress <u’v’>/(V0)2 along 

X/B at two distances from the jet exit (top) y/H=-1/12, 
(bottom) y/H=-0.5 for H/B=10, Re=13500. 

Fig. 8 shows profiles of computed mean u-velocity 
components and the comparison with the experimental data of 
Asforth-Frost et al. [18] and Zhe and Modi [19] along a line 
perpendicular to the impingement plate at different distances 
from the symmetry plane for simulation of the plane 
impinging jet at H/B=9.2 and Re=20000. First of all, quite 
large differences are visible between the experimental data of 
Asforth-Frost et al. [18] and Zhe and Modi [19] at distances 
x/B=1 and x/B=5 (Fig. 8 a and c). As shown in Fig. 8 (a) at 
distance x/B=1 the mean velocity profile obtained with the 
pure k-ω model is strongly overpredicted. This is caused by 
the too slow spreading of the mean velocity profiles in the 
developing wall jet region into the free stream as a result of 
too weak turbulence mixing in the shear layer of the jet. It 
means that the k-ω model is not able to reproduce the near-
wall characteristics of the turbulent boundary layer due to 

oveprediction of the length of the jet core. As mentioned 
above this is a drawback of the eddy-viscosity Boussinesq 
approximation. With the hybrid RANS/LES methods much 
better correspondence is obtained with the experimental data 
than using pure the 2-D RANS model. At distance x/B=2 
(Fig. 8 b) the mean velocity profile predicted with the k-ω 
model again deviates strongly from the experimental data. 
The best agreement between computed and measured mean 
velocity profiles is obtained with the M1 model. At x/B=5 
(Fig. 8 c) the computational results obtained with both M1 
and M2 models are closer to the experimental data of Zhe and 
Modi [19] than to the experimental results of Asforth-Frost et 
al. [18] with the M3 model showing the strongest deviations 
between computations and experiment. 

Overall, the best agreement between computations and 
measurements is obtained with the M1 model. The M2 model 
gives acceptable results. Highest differences between 
computed and measured mean velocity profiles are observed 
with the M3 model. 

In order to identify the cause of these differences, contour 
plots of k are shown in Fig. 9 for all model formulations (M1 
model - top, M2 model -middle and M3 model – bottom) in 
the x-y plane located at z/B=π/2. Note that the M1 model 
consists of the substitution of the turbulent length scale by the 
local grid size in the destruction term of the k-equation, the 
M2 model uses the substitution in the k-equation and in the 
definition for νt (this formulation has a higher level of 
theoretical justification since in the LES mode the Yoshizawa 
subgrid scale model is recovered) while the M3 model 
introduces the grid size only in the definition for νt. 
Interestingly, the instantaneous field of subgrid k obtained 
with the M1 model (top) is quite similar to the instantaneous 
field of subgrid k obtained with the M2 model (middle) which 
gives the impression that both ways of modifying of the k-ω 
model are nearly equivalent. The instantaneous field of k 
obtained with the M3 model strongly differs from those 
obtained with the M1 and M2 models. Much higher levels of 
modelled turbulent kinetic energy are obtained with the M3 
model than using the M1 and M2 formulations due to a 
different way of modelling of the destruction term in the k-
equation (Eq. 1). Note that in LES mode, both the M1 and M2 
formulations return the same form of the destruction term in 
Eq. (1) which is based on the grid size (Eq. 5). This is in 
contrast to the M3 model which uses the RANS type 
destruction term. Since the levels of the modelled turbulent 
kinetic energy obtained with the M1 and M2 models are 
similar, it means that the different way of computing νt in the 
LES zone (for M1 the definition for νt is not modified in the 
LES zone, while for M2 the definition for νt is modified as 
shown by Eq. 7) has only a secondary effect on the modelled 
turbulent kinetic energy. This might explain why a stronger 
spreading of the mean velocity profiles (due to higher 
turbulent viscosity) was obtained using the M3 model at 
distances x/B=2 and 5 (shown in Fig. 9 b and c) than applying 
the M1 and M2 models. 

Fig. (10) shows the skin friction coefficient cf along the 
impingement plate obtained with the RANS k-ω model and 
computed with the different hybrid RANS/LES formulations. 
RANS predicts the skin friction coefficient far too high in the 
impingement region and also in developing wall jet region. As 
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mentioned above, this is caused by underprediction of the 
turbulence mixing in the shear layer of the jet which results in 
too slow spreading of the mean velocity profiles into the free 
stream as the flow turns into a wall jet. With hybrid 
RANS/LES methods much better correspondence between 
computations and experiment is obtained. The best result is 
obtained with the M2 model. The peak value of cf at x/B=2 is 
slightly overpredicted with all hybrid RANS/LES 
formulations and only the M1 and M2 models give correct 
asymptotic behaviour for x/B>8. 

 

 

 
Fig. 8. Variation of the mean u-velocity component along a 

line perpendicular to the impingement plate at different 
positions from the symmetry plane a) x/B=1, b). x/B=2, c) 

x/B=5 for H/B=9.2, Re=20000. 

 

 

 
Fig. 9. Instantaneous field of modelled k obtained by (top) 
M1 model (middle) M2 model and (bottom) M3 model, for 

H/B=9.2, Re=20000. 

 
Fig. 10. Distribution of the skin friction coefficient along the 

impingement plate for H/B=9.2, Re=20000. 

Lastly, Fig. (11) shows the distribution of the Nusselt 
number along the impingement plate and its comparison with 
the experimental data of Ashforth-Frost et al [18]. RANS is 
not able to correctly reproduce the monotonic decay of the 
Nusselt number profile with increasing distance from the 
symmetry plane (even if the stagnation point Nusselt number 
is correctly predicted). The M3 hybrid RANS/LES model 
gives a too high level of the turbulent viscosity in the near-
wall region of the developing wall jet which results in 
overestimation of the heat transfer rates at x/B<6. The other 
two hybrid RANS/LES formulations (M1 and M2 models) 
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give the best correspondence between simulations and 
experiments. 

 
Fig. 11. Distribution of the Nusselt number along the 

impingement plate for H/B=9.2, Re=20000.  

VI. SUMMARY 
The performance of hybrid RANS/LES models based on 

the k-ω model of Wilcox [1] for simulation of plane jets 
impinging onto a flat plate at high nozzle-plate distances 
(H/B=10 and 9.2) and moderate Reynolds numbers 
(Re=13500 and 20000) has been analysed. Different ways of 
substitution of the turbulent length scale by the local grid size 
have been tested. For the test case H/B=9.2, Re=20000, the 
best results have been obtained with the M1 and M2 models. 
With the M1 model, the local grid size Δ is introduced in the 
destruction term of the k-equation while for the M2 model the 
local grid size is introduced in both the destruction term of the 
k-equation and in the definition for νt in LES mode. The M3 
model which is based on damping of RANS turbulent 
viscosity gives a too high level of the modelled turbulent 
kinetic energy in the free jet and in the stagnation flow 
regions. The higher level of the turbulent kinetic energy 
obtained with the M3 model is due to a too much smaller 
destruction term in the k-equation when switching to the LES 
mode in the free jet flow region compared to the M1 and M2 
models. The M3 model fails to predict the effect of flow 
acceleration and deceleration in the developing wall jet region 
at distances x/B=2 and 5, for H/B=9.2 and Re=20000. Too 
high heat transfer rates along the impingement plate are 
obtained using the M3 model compared to the experimental 
data. The M1 and M2 models show good correspondence 
between computed and measured Nusselt number profiles. 
For the second case analyzed (H/B=10, Re=13500) all hybrid 
RANS/LES models gave similar results. It means that this test 
case (relatively low Reynolds number) is not very critical for 
assessment of the accuracy of hybrid RANS/LES models. 
Overall, the M1 and M2 models allow greatly improved 
impingement flow predictions with respect to the 2-D RANS 
method and these two formulations are favoured over the M3 
model. 
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Abstract— This study quantifies the mixing resulting of a
pulsed jet injected in a jet in crossflow configuration. By
large eddy simulation computations, it also helps to under-
stand the physical phenomena involved in the formation of
the pulsed jet in crossflow. The boundary conditions of the
jet inlet were implemented via an NSCBC coupled with a
Fourier series development. The signal used to pulse the jet
inlet was a square or a sine wave. A new way of charac-
terizing the mixing is introduced with the goal of easily in-
terpreting and quantifying the complicated mixing process
involved in pulsed jet in crossflow flow fields. Different flow
configurations, pulsed and non-pulsed were computed and
compared. This comparison no only allows to characterize
the mixing but also to point out some properties of those mix-
ing curves.

Keywords— Large Eddy Simulation, Jet in Crossflow,
Pulsed Jet in Crossflow, NSCBC

I. INTRODUCTION

Steady jets in uniform crossflow have been investigated
by analytical, experimental and numerical approaches in
the past 50 years. In addition to being interesting from a
theoretical point of view, the jet in crossflow is commonly
used in various applications, including V/STOL aircraft in
transition flight, turbine film cooling, chimneys, roll con-
trol in rockets or fuel mixing in combustion chambers.
For exemple, in a combustion chamber, the mixing of the
two flows and the entrainment of the crossflow fluid into
the fuel jet can have a critical influence on the size and effi-
ciency of the chamber. This is even more important in high
speed combustion, in scramjets for example where ultra-
fast mixing is the key to the design of an efficient chamber.
This mixing efficiency is also required for pollutant reduc-
tion such as NOx which requires reducing the duration of
high-temperature exposure of the combustion gases.
It has long been recognized that jets in crossflow are more
efficient mixers than a free jet or a mixing layer [1], [2].
This enhanced mixing is attributed to the counter-rotating
vortex pair whose role in the mixing process is explained
by Cortelezzi et al. [3]. Experiments of Karagozian et
al. [15], Johari et al. [16], [13], [12], Eroglu et al. [14]
have shown that one can further improve the mixing by
pulsating the jet speed U j. These experiments have been

undertaken in liquid or gaseous phase. For example, Johari
et al. [13] who study the penetration of a fully modulated
liquid jet in crossflow, show that the maximum penetra-
tion occurs at a forcing frequency, f , which corresponds
to a jet Strouhal number St j ≡ f D/Ū j = 0.004 where D
is the inner diameter of the jet orifice and Ū j the tempo-
ral mean jet speed. Moreover this maximum penetration
occurs at a duty cycle α = 0.20, the duty cycle being the
ratio between the temporal pulse width and the period of
the pulsation. In a latter work, Johari [16] makes a compi-
lation of all the experiments of liquid phase jet in crossflow
and finds out general tendencies independent of the jet-to-
crossflow momentum ratio R≡ ρ jŪ j

2
/ρ∞Ū∞

2 and velocity
ratio J ≡ Ū j/Ū∞. The work of Karagozian et al. [15] fo-
cuses on pulsed jet in crossflow in gaseous phase.
Those works are only experimental and no numerical has
been done, to the author’s knowledge. In the present work,
we will expose the results of present LES computations for
the case presented by Karagoian et al. [15]. This partic-
ular work was chosen because it involves a gaseous phase
jet in crossflow and the flow solver used here doesn’t han-
dle easily liquid flows. We will try to easily characterise
the mixing of the pulsed jet in crossflow and, of course,
the difference in mixing of the pulsed configuration with
respect to the steady flow case.

A. Structure of the jet in crossflow

As mentioned before, the mixing properties of the jet
in crossflow come from complex three dimensional inter-
actions, most of which were identified in the seventies [4],
[5]. Nowadays, lots of investigations have been undertaken
to understand the formation and the behaviour of the jet
in crossflow flow structures. One can divide the vortical
structure of the jet in crossflow into four principal vortices
(figure 1).
• The counter-rotating vortex pair (CVP) is the dominant
struture downstream of the jet injection point. This struc-
ture is generated by the deflection of the jet and is con-
vected by the transverse flow. Experimental studies [6]
suggested that the CVP finds its origin in a process of roll
up, tilting and folding of the shear layer vortices. This was
latter on confirmed by the work of Cortelezzi et al. [3].
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• The horseshoe vortex which is due to the adverse pres-
sure gradient just in front of the injection hole. This struc-
ture and the vortex-shedding frequency are quite similar to
those observed around a solid cylinder [7].
• Shear-layer ring vortices are generated in the boundary
layer of the jet orifice and evolve in the flow to generate
the CVP [6], [3]. The process involved in the generation of
these vortices is a Kelvin-Helmoltz instability in the shear
layer when the two streams meet.
• Wake vortices are the least understood. The experiments
of Fric et al. [9] suggested that those vortices originate
from the wall boundary layer.

Fig. 1. Structure of steady jet in crossflow

B. Pulsed Jet in Crossflow

Jet unsteadiness strongly impacts the nature of the jet in
crossflow. Many experimental studies were undertaken to
understand and measure the difference between the steady
and pulsed jet in crossflow [10], [11], [12], [13], [14], [15].
By their experimental nature, these studies don’t allow to
access all the flow variables and, so, deeply understand
the physic of this kind of flows. Nevertheless, the work
of Johari [16] compiles of all these experiments and by
introducing a stroke ratio defined in equation 1 where u j is
the jet velocity at the nozzle exit and A is the nozzle area,
it was possible to classify the various flow regimes as a
function of the stroke ratio and the duty cycle ( figure 2)

L
d

=
4

πdA

Z
τ

0

Z
A

u j dA dt (1)

C. Flow parameters

The flow parameters are derived from the work of
Karagozian et al. [15], mostly because by doing that the
computation could be compared, at least visually, to some
experimental results. The main parameters of the steady
jet in crossflow are
• A jet inlet speed of 3.1m/s ( U j)
• A crossflow inlet speed of 1.2m/s (U∞)
• A nozzle exit diameter of 7.5mm

Fig. 2. Structure of steady jet in crossflow by Johari

• Crossflow is composed of pure nitrogen

Different flow cases were computed, table I summarizes
all the cases and the flow parameters used. The pulsed
computational cases 6, 7 and 8 were chosen so that they
have the same rms value as the pulsed signal ( ≈ 1.7), in
this way the same energy is injected in the jet. Moreover,
case 2 was chosen because it has the same mean velocity
as cases 6 and 8. The other computational cases were cho-
sen to compare the mixing under steady jet conditions and
case 1 is the nominal case in the sense that it has the same
velocity as the base velocity of the pulsed flow, i.e. the
velocity minus the pulsation. Case 6, 7 and 8 will be com-
parable in terms of energy injected in the jet flow, cases 6,
7 and 2 will be comparable in terms of mass flow. Figure
15 shows instantaneous results for cases 1, 6, 7, 8.

II. NUMERICAL SIMULATION LES

The Reynolds Averaged Navier Stokes (RANS) and
the Direct Numerical Simulation (DNS) stand at both ex-
tremes of computational fluid modelling. The first, RANS,
tries to model all the scales of turbulence and the other
models none of them. The compromise between these two
is Large Eddy Simulation (LES) which models only the
small scales of turbulence and resolves the large scales.
Here an LES approach was used. The first reason for that
is obvious : the pulsed jet in crosflow is an unsteady flow.
The second reason is related to the jet in crossflow struc-
ture which is dominated by large scales of turbulence : the
CVP.

To model only the smaller scales of turbulence a filter
has to be applied to the Navier-Stokes equations. In the
case of compressible flow a Favre filtering [17] is used :

ρ̄ f̃ (x, t) = ρ f (x, t) =
Z

∞

−∞

ρ f (x′, t)G(x′− x)dx′ (2)

where ρ is the density, G the filter function and f is a
flow parameter : velocity vector, mass fraction of species
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TABLE I
COMPUTATIONAL CASES

Case Number U∞ U j Pulse Type Pulse Amplitude Pulse Frequency Jet Material R J
1 1.2m/s 3.1m/s no pulse n.a. n.a. nitrogen 6.67 2.58
2 1.2m/s 3.79m/s no pulse n.a. n.a. nitrogen 9.975 3.15
3 6m/s 15.5m/s no pulse n.a. n.a. nitrogen 6.67 2.58
4 1.2m/s 9.3m/s no pulse n.a. n.a. nitrogen 60 7.75
5 1.2m/s 11.55m/s no pulse n.a n.a. hydrogen 6.67 9.625
6 1.2m/s 3.79m/s sine wave 2m/s 55Hz. nitrogen 9.975 3.15
7 1.2m/s 3.1m/s α = 0.15 4.6m/s 55Hz. nitrogen 9.975 3.15
8 1.2m/s 3.1m/s α = 0.60 2.25m/s 55Hz. nitrogen 13.75 3.7

or total energy. By applying this to the Navier-Stokes
equations one can find [18]:

∂ρ̄

∂t
+

∂ρ̄ũ j

∂x j
= 0 (3)

∂ρ̄ũi

∂t
+

∂ρ̄ũiũ j

∂x j
= − ∂

∂x j
[P̄δi j− τ̄i j− τ̄

t
i j] (4)

∂ρ̄Ẽ
∂t

+
∂ρ̄Ẽũ j

∂x j
= − ∂

∂x j
[ui(Pδi j− τi j)+ q̄ j + q̄ j

t (5)

and

τ̄i j = 2µ
(

Si j−
1
3

δi jSkk

)
(6)

≈ 2µ
(

S̃i j−
1
3

δi jS̃kk

)
(7)

q̄i = −λ
∂T
∂xi

(8)

≈ −λ̄
∂T̃
∂xi

(9)

where

S̃i j =
1
2

(
∂ũ j

∂xi
+

∂ũ j

∂x j

)
(10)

The ideal gas law P̄ = ρ̄r̃T is then added to this system
of partial differential equations.

To close the system one must add equations to model
τ̄t

i j and q̄ j
t which are the turbulent strain tensor and the

turbulent heat flux. To do so, Boussineq’s hypothesis is in-
troduced to mimic the subgrid-scale action on the resolved
part of the field ;

τ̄
t
i j =−ρ̄(ũiu j− ũiũ j) = 2ρ̄νt

(
S̃i j−

1
3

S̃kkδi j

)
+

1
3

τ̄
t
kkδi j

(11)

Then, a subgrid scale viscosity νt has to be modelled.
Here, the dynamic Smagorinsky model is used [18]

νt = (Cs∆)2
√

2S̃i jS̃i j (12)

where ∆ is the filter characteristic length, i.e. the cubic
root of the cell volume and Cs is the Smagorinsky constant
which is computed to automatically adapt to local flow the
conditions .

The turbulent heat flux is modelled using a turbulent
Prandtl number.

In the present work the fully compressible, the unstruc-
tured grid flow solver AVBP is used. The numerical im-
plementation is based on a finite element discretisation :
Taylor- Galerkin (TTGC) and the temporal discretization
is an explicit four stages Runge-Kutta. Computations have
been performed with a CFL of 0.7

A. Mesh and domain

The figures 3 and 4 show the computational domain.
The jet diameter is D = 7.5mm. The jet orifice center is
located at a distance A = 4D from the inlet of the compu-
tational domain, and at a distance B = 26.6D of the outlet.
The width, W = 10.6D was chosen to avoid a jet impact
on the side boundary.

U∞

Ujet

D

A B

x

y

Fig. 3. Computatinal domain side view

38



BA

D

Wx

z

Fig. 4. Computatinal domain up view

The computational grid contains 253495 nodes and
1436506 cells.Thanks to the low speed of both flows, such
a number of cells permits to compute a real LES, as it will
be explained further. The mesh is refined in the jet pipe and
near the mixing zone as shown on figures 5 and 6. This was
necessary to correctly capture the physics of the pulsations
and the interaction between the crossflow and the pulsa-
tion. Indeed, it is recognized that a good description of the
flow in that particular region is critical to obtain good re-
sults [3]. The order of magnitude of the mesh size, and so
the filter size, in that particular region is ∆x≈ 100.10−6.

Fig. 5. Mesh side view

One fact that matters in LES is how good is the simula-
tion. This can be expressed in terms of energy : the pre-
cision improves when kSGS, which is the sub-grid energy,
decrease. Further, when kSGS equals zero, it corresponds
to a direct numerical simulation (DNS). If K is defined as
the resolved part of the energy one can define the turbulent
resolution M(x, t) (eq 13)

M(x, t) =
kSGS(x, t)

K(x, t)+ kSGS(x, t)
(13)

M = 1 in the case of RANS simulation and M = 0 in the

Fig. 6. Mesh up view

case of DNS. Starting from this, Pope [19] introduced the
concept of adaptive LES : the turbulent resolution must be
less than 0.2, which corresponds to a resolution of 80%.
The parts of the domain in which this criterion is not re-
spected are judged insufficiently resolved. Knowing this,
it is possible to judge the quality of the LES simulation by
computing this criterion in every point. Evaluating exactly
the resolution is fairly impossible, so approximations are
made : eq 14 gives an approximation of the resolved part
of the kinetic energy and eq 15 gives an approximation
of the sub-grid energy. Note that equation 15 was chosen
because it overestimates kSGS [18], so that the criterion is
more restrictive. 〈〉T denotes the temporal average on a
time T and ũ is the resolved part of the speed.

K(x, t)≈ 0.5
(
〈ũ2〉T −〈ũ〉2T

)
(14)

kSGS(x, t)≈ 0.5〈τii〉T ≈
〈ν2

t 〉T
(Cm∆)2 (15)

In equation 15 ∆ is the filter size and Cm is an auto-
similar function of the turbulence and is defined in equa-
tion 16. Ko and A are equal respectively to 1.4 and 0.44.
νt is the turbulent viscosity, in the case of the flow solver
used here it is defined as the sum of the numerical viscosity
νnumand the sub-grid viscosity νsgs. The temporal average
was done on one pulsation cycle i.e T = 1/55. Only one
pulsation was used because the increase in νt is mainly due
to the pulsation, so that the information contained in a one
cycle average is complete enough.

Cm =

√
2
3

A

πK
3
2

o

(16)

Figure 7 shows the results of the computation of M for
case 7. Case 7 was used to compute the criterion because
it is the most critical. Indeed, the pulsation is quite abrupt
because the pulsation amplitude is the strongest. This will
cause a high velocity gradient and so (eq 12) higher sub-
grid viscosity.
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It is clear that most of the points are in the zone in which
M ≤ 0.2, but some are not. This can be explained by sev-
eral reasons. First, the computed kSGS was over estimated.
It is clear that in the present configurations, large gradi-
ents appear : in the zone where the flows meet each other
the velocity is changing abruptly, which gives high veloc-
ity gradient values. By looking at equation 12 one can see
that those gradients produce a high subgrid viscosity. This
effect, while being reduced by the dynamic constant, can-
not be fully compensated by Cs due to the limitations of
the dynamic Smagorinsky model [18]. The final effect is
an increase of kSGS.

Fig. 7. Number of cell for different values of M, compu-
tation case 7

In those zones were the two flows meet, velocity is gen-
erally quite low, so that K is also quite low. The final re-
sult is an increase of M in some points, especially in the
jet-crossflow meeting zone.
Another criteron must be found to be sure that the points
at which M ≥ 0.2 result from the causes explained above.
This is done by considering the ratio of the effective vis-
cocity and fluid viscosity [20]. In the case of the flow
solver used, AVBP, the effective viscosity νe f f is defined
in equation 17 as the sum of the fluid viscosity ν and the
turbulent viscosity νt . The criterion in this case is that the
ratio must be under 10 for a LES, and equal to one in a
DNS. As shown in figure 8 the criterion is cleary under 10.
Both of the criteria show that the LES is well resolved.

νe f f = ν+νt (17)

B. Boundary Conditions

For pulsed jet configurations, a particular wave shape
must be superimposed to the base U jet speed; the bound-
ary conditions for U jet must be time-dependent but still
consistent with the physics of the flow. To do so, one can

Fig. 8. Number of cells for different values of νe f f
ν

com-
putation case 7

impose the jet boundary conditions according to the theory
of characteristics. Compressible flows are characterized by
waves, so that the method of characteristics is the standard
approach for controlling the waves crossing the boundary.
In viscous flows, the concept of waves is not clearly dened,
this dificulty is overcome by imposing others viscous rela-
tions as proposed in the NSCBC (Navier-Stokes character-
istic boundary condition) method [21].
The NSCBC not only allows to impose a constant bound-
ary condition but also to impose a normal velocity fluctu-
ation at the boundary. This can be done on the only con-
dition that the velocity fluctuation function must be C1 i.e.
the first order derivative must be continuous. So, impos-
ing a pulse signal ( figure 9) is impossible because during
the rise and the fall of the pulse the derivative is not com-
putable. One way to avoid this is to use a Fourier series
(eq 18). Indeed Fourier series are infinitely differentiable
and in the case of a pulse wave, coefficients can easily be
computed (eq 19, 20, 21 ). A is the pulse amplitude and α

is the duty cycle.

v(t) = a0 +
∞

∑
n=1

ancos(2π f tn)+
∞

∑
n=1

bnsin(2π f tn) (18)

a0 =
1
T

Z T/2

−T/2
x(t)dt = A.α (19)

an =
2
T

Z T/2

−T/2
x(t)cos

(
2πtn

T

)
dt =

2A
nπ

sin(nπα) (20)

bn =
−2
T

Z T/2

−T/2
x(t)sin

(
2πtn

T

)
dt = 0 (21)

The number of coefficients taken into account in the
code is 10, so that n = 1,2 . . .10, for two reasons. First,
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such a number of coefficient allows to correctly reproduce
a pulsed jet flow field. Second, since it is impossible ex-
perimentally to impose a real pulse and since the goal of
the simulation is to reproduce experimental results, there
is no need to impose something closer to a pure pulsation.
Indeed, figure 10 shows the velocity at the jet exit of the
experiments of M’Closkey et al.. [15] and it clear that the
jet velocity pertubation (dashed line) is not a pure pulsed
wave. Part of the work of M’Closkey et al. [15] consisted
in designing a device that can impose a pulsation at the
jet nozzle exit, by compensating the filter effect of the jet
inlet, that’s what they called the compensation in figure 10.

Fig. 9. Pulse signal, α = 0.15 and A = 4.6m/s

Fig. 10. Actuator signal in Volts (dash-dotted) line, ve-
locity signal at the jet nozzle with compensation (i.e.
mean substracted) dashed line and velocity signal at
the jet nozzle without compesation at 73.5Hz and
α = 0.22%

Limiting the Fourier series development to the first
10 coefficients produces the signal showed in figure 11.
While it is not exactly identical to the signal showed in
figure 10, it will produce the same effects as it is demon-
strated later, i.e. the generation of turbulent puffs in the
flow.
Figure II-B shows the mean velocity at the jet exit in case

7, which proves that the implementation of the Fourier de-
composition of the signal is working. Nevertheless, by
comparing figure 11 and II-B it is obvious that the am-
plitude of the signals is a little bit different. It is well
known that the flow in a pipe doesn’t have not a flat ve-
locity profile, and the boundary layer also plays a role in
changing the velocity profile along with the fact that the
flow is unsteady. So the flat velocity profile imposed at the
inlet is not the real velocity profile. As a result the mean
velocity plotted in figure II-B doesn’t have the same am-
plitude as the profile showed in figure 11. The analysis
holds even though the fully-established velocity profile in
the pipe differs from a Poiseuille profile for a pulsed flow.
Moreover the relaxation coefficients used in the NSCBC
further modify the mean velocity at the inlet.
Finally, the boundary conditions are summarized in table
II. Note that, in the NSCBC method not only the velocity is
imposed at the inlet but also the temperature and the mass
fractions along with relaxation coefficients. Since the goal
is to simulate a pulsed signal at the inlet, the relaxation
coefficient of the velocity is high. In this way, the veloc-
ity in the pipe will be as close as possible to the velocity
imposed at the inlet. The other relaxation coefficients are
chosen low enough, so that they don’t perturb the velocity.
At the outlet only the pressure is imposed, with low relax-
ation coefficient to evacuate the acoustic wave as easily as
possible. The pipe walls and the plate wall use a non slip
wall boundary condition. A slip adiabatic wall boundary
condition is enforced on the top and side boundaries. Since
the computational domain is big enough, there is no need
to impose another type of boundary condition.

Fig. 11. Pulse signal, α = 0.15 and A = 4.6m/s with n =
10

III. SIMULATION RESULTS

A. Steady Jet Solution

To verify the behaviour of the computation in the steady
jet configuration, the solution has to be compared with pre-
vious studies. Case 1 will be used for that, the velocity ra-
tio in this case is 2.58. This computation will be a bench-
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TABLE II
BOUNDARY CONDITIONS RELAX COEFFICIENTS AND FIXED QUANTITIES

Boundary name Fixed quantities Relaxation coefficient
Inlet crossflow Unormal,Utransversal,T,Y σUnormal = 10000 σUtransversal ,T,Y = 1000

Inlet Jet Unormal,Utransversal,T,Y σUnormal = 1000 σUtransversal ,T,Y = 100
Outlet P σP = 100

Jet wall qwall = 0,nonslip N/A
Bottom wall qwall = 0,nonslip N/A
Side walls qwall = 0 N/A
Top wall qwall = 0 N/A

Fig. 12. Mean jet nozzle velocity from LES computation
case 7

mark against steady jet experimental results.
To compare with experimental data, the scaling law was
used [2]. The scaling law establishes a relation between
the position of the locus of the maximum of concentration
Ycl and the distance downstream of the jet nozzle. All the
coordinates are normalized by JD, the product of the ve-
locity ratio and the jet diameter.

To verify the scaling law, an average field must be used,
it is presented in figure 13. A sufficient number of it-
erations was necessary to get a smooth average field (
≈ 200000), the average is computed every 10 iterations.
From this average field, the Ycl were extracted and then the
equation 22 was applied, the result is showed in figure 14.
Both best fit and one third power law have a A = 1.191, n
for the best fit is 0.325 and the adjusted R-square is 99%.
The value of n is similar to the one of the analytical scal-
ing law, which is why the Best fit and one third power law
are superposed. The A coefficient differs a little from the
literature ([22] [23]. Most of the laws from the literature
are established for jet velocity ratio a little bit larger than
the ratio of case 1, this could cause difference in mixing.
Indeed, in the work of Johari et al. [13] a slight difference
is showed between the A coefficient of two jets in cross-
flow with different velocity ratios, which seems to indicate
that the A coefficient depends on the velocity ratio. This
could be due to differences in the boundary layer profile

or Reynolds number effects, which are known to have an
influence in the behaviour of jet in crossflow [3]. Since
the flow solver AVBP is known to correctly simulate jet in
crossflow [24] no further validations were undertaken.

Ycl

JD
= A

( x
JD

)n
(22)

Fig. 13. Average mass fraction of N3 in section z = 0,
computation case 1

Numerical simulation permits to access all the variables
of the flow with a relative good precision, which is why
it complements experimental work. The present work fo-
cuses on reproducing one of the experimental cases of
M’Closkey et al.. [15], specificaly the 55Hz case. Com-
pared to that work, no compensation was used on the input
signal because the goal of the compensation was to get
rid of the acoustic impedance of the jet flow feed system.
Since no flow feed system was modelled, no compensation
has to be used.
Figure 15 C must be compared with the work of
M’Closkey et al. [15]. Since no mixing, or velocity mea-
surement were made during the experiments, the compar-
ison will only be visual. Figure 16 shows the experimen-
tal flow for the equivalent of case 7 in the experiment of
M’Closkey et al.. Comparison with figure 15 C shows a
good agreement between the experimental and computa-
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Fig. 14. Normalized penetration of steady jet; solid and
dashed curves represent the one-third scaling and the
best-fit respectively

tional work.

Fig. 16. Experimental pulsed jet in crossflow at 55Hz,
duty cycle 0.15, rms 1.7 from the work of M’Closkey
et al.

B. Mixing

In what will follow the jet material will be referenced as
N3 and its concentration as YN3 . Characterizing the mixing
of a steady jet in crossflow is a well known process, but
characterizing the mixing of a pulsed flow is more com-
plex. First the jet is unsteady so some kind of mean must
be used. Second, if a cross stream-wise slice is observed
over time, at some time the concentration of N3 will be
high due to the passage of for example a puff in the slice.
At another time the concentration could be zero at the same

point because there is no more turbulent puff. Applying a
simple average on this kind of flow will result in a false
interpretation of the mixing : if at some point the concen-
tration of N3 of the flow stays 50% of the averaged time
at 1 and the rest at 0, the average concentration will be
0.5, which is false : physically, at no time the concentra-
tion was 0.5. To avoid this a conditional average has to be
used. The conditional average used in the present work is
established as follow : for each time sample the domain
considered, a surface, is split into smaller surfaces and the
integral of the mass flux of N3, ṁYN3

is computed over each
smaller surface. Then, intervals of N3 are created ∆Y i

N3
,

for each interval the mass flux over the surface is added to
the total mass flux of the interval if the mean mass fraction
of N3, ȲN3 belongs to the interval. The same process is re-
peated for each time sample and is summarized at figure
III-B.
Then, the total mass flux of each interval is averaged over
all the time samples. This yields different intervals with a
mass flux passing trough each interval. It is still difficult
to compare flow with different jet mass fluxes, so the mass
flux of each interval is divided by the mean jet mass flux
over all the time to normalize the data, the resulting data
is named R = f (∆Y i

N3
) . Those data are plotted for case 1

at figure 18 A, which gives the ratio of the jet mass flow at
each interval of N3. A continuous line is plotted because
the intervals are small enough to do so, ∆Y i

N3
≈ YN3 .

Finally, a new curve is deduced from the previous using
equation 23, this one gives the percentage of the mass flow
of which the concentration is smaller or equal to a certain
YN3 which is noted Y ∗. This curve is showed at figure 18 B

PY≤Y ∗ =
Z Y∗

0
Y.R.dY (23)

ȲN3 ∈ ∆Y i
N3

ṁ∆Y i
N3

= ṁ∆Y i
N3

+ ṁN3

y

z

ṁN3 =
∫

S
ρvnYN3dS

ȲN3 =
1
S

∫

S
YN3dS

Fig. 17. Scheme of the averaging process : the gray zone
represents the zone where the concentration of N3 is
non zero. ρ is the density, ṁ is the mass flux, vn is the
velocity normal to the plane and the bar denotes the
average
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(A)

(B)

Fig. 18. A : R = f (YN3) for case 1, B : P = f (YN3) for case
1 in a cross stream-wise slice at x = 3D

For all the computational cases, two slices have been
done : one at X = 3D and one at X = 6D. The conditional
averaging process was done over 1300 time samples, so
that the conditional means are converged. First a compar-
ison of the steady case is done; at figure 19 A and B case
1, 3 and 4 are plotted. Case 1 and 3 are very close, which
is consistent with the work of Smith and Mugal [8] and
points out that the steady jet in crossflow scales with the
jet velocity ratio. This observation, also shows that the
normalization by the jet mean velocity applied during the
averaging process seems consistent. The comparison of
case 1,3 and 4 also confirms that velocity ratio is a key
parameter for the mixing. Nevertheless, the difference in
the curves could be attributed to a Reynolds number ef-
fect. The comparison between x = 3D and 6D show that
the general form of the curve stay the same, the case 3 and
1 curves cut each other at more or less the same point, the
only difference is that the curve is moved closer to the y-
axis, in fact some kind of stretching is applied between the
curve at x = 3D and 6D.

On figure 20 the same curves are plotted for steady cases
1, 2 and 5. Case 5 has the same momentum ratio R as case
1, so that normally the two curves should be superposed,
but the hydrogen is very diffusive, so that the difference

(A)

(B)

Fig. 19. A : Comparison of P = f (YN3) at x = 3D, B :
Comparison of P = f (YN3) at x = 6D

in the mixing could be attributed to this diffusive effect.
At x = 6D the hydrogen jet is already nearly completely
mixed, moreover the difference in mixing is clear between
case 1,2 and case 5. Note that the same kind of stretching
can be observed between x = 3D and x = 6D.
To characterize this stretching the mass fraction of N3 cor-
responding to P = 99% and P = 50% were extracted for
all the cases at x = 3D and x = 6D (table III). The ratios
of the mass fraction of N3 at P = 50% and P = 90% were
computed in the same table, results are plotted in figure 21,
which points out the similarity in the ratio between x = 3D
and x = 6D. It seems that the shape of the curve is related
to the jet characteristics. The ratios at x = 3D were plotted
as a function of J or R for cases 1 to 8 and no correlation
was found, as it can be seen at figure 22. As a conclusion,
it seems that this kind of concentration curve depends of
the physics of the flow, but not as a classical power law of
J or R, which are common in jet in crossflow.

The comparison of the mixing curves of the pulsed jet
in crossflow (cases 6 and 7) and a nominal jet in crossflow
(case 2) is shown on figure 24. The flows were compared
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TABLE III
VALUES OF YN3 FOR P = 99% AND P = 50% AT X=3D AND X=6D FOR ALL THE COMPUTATIONAL CASES

Case YP=50%X=3D YP=99%X=3D YP=50%X=6D YP=99%X=6D
YP=50%
YP=90%

,X = 3D YP=50%
YP=90%

,X = 6D R J
1 28.63 63.13 15.34 33.63 2.205 2.192 6.67 2.58
2 24.12 45.13 11.64 22.38 1.871 1.922 9.975 3.15
3 29.88 54.63 15.37 27.63 1.828 1.797 6.67 2.58
4 16.38 30.63 11.24 20.38 1.869 1.813 60 7.75
5 6.37 19.13 2.62 7.87 3 2.998 6.67 9.625
6 18.12 31.63 10.87 19.38 1.745 1.782 9.975 3.15
7 17.13 44.48 10.13 27.13 2.596 2.678 9.975 3.15
8 21.88 41.63 13.63 24.87 1.902 1.824 13.75 3.7

(A)

(B)

Fig. 20. A : Comparison of P = f (YN3) at x = 3D, B :
Comparison of P = f (YN3) at x = 6D

to case 2 because the three flows configurations have the
same mean speed, and cases 6 and 7 have the same RMS
value of the pulsation.
For case 7 at x = 3D, a enhancement in mixing at low YN3

is noticed. This could be linked with the conclusion of
Johari [13] : the turbulent puff must mix more efficiently
that a steady jet in crossflow. A turbulent puff has a con-

Fig. 21. YP=50%
YP=90%

at X = 3D and X = 6D

centration decays power law ∝ x−3/4 while a classical jet
in crossflow decay is ∝ x−2/3. Note that, even with this
enhancement, the YN3 at which P = 1 is the same for case
2 and case 7. Further at x = 6D the mass fraction at which
P = 1 is smaller for case 2 than for case 7. The mixing is,
thus, less efficient for a pulsed jet in crossflow, this is due
to the perturbation of the jet in crossflow structure by the
pulsation. As it can be noticed at figure 23, which repre-
sents the instantaneous Q-criterion which corresponds to
the flow presented at 15, the flow for case 8 has a much
more complicated vortical structure with weaker structures
compared to cases 6 and 7, which indicates an influence
of the pulsation on the flow. Moreover, case 6 and case
7 present strong coherent vortical structures, due to the
strong pulsation, the turbulent puff vortices can be clearly
identifed for cases 6 and 7, while cases 1 and 8 present
more or less the same flow structure. This is consistent
with the analysis of Johari [16], in which it is pointed out
that pulsating the jet with a high α results in quasi steady
like jet in crossflow ( figure 2).
The instantaneous field showed at figure 15 (C) allows to
identify two parts in the pulsed jet : a steady like jet and
the turbulent puff part. The turbulent puff part produces
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(A)

(B)

Fig. 22. YP=50%
YP=90%

at X = 3D as a function of : (A) the velocity
ratio and (B) the momentum ratio

the low YN3 mixing enhancement, but the rest of the curve
is given by the steady like part. The disturbance of the
steady-like part by the pulsation should be the cause of the
reduced mixing efficiency at high P values.
The sine pulse (case 6) seems to enhance more generally
the mixing, this could be linked to the fact that some kind
of turbulent puffs are emitted ( 15 (C)) . Between those
puffs, crossflow material penetrates in the jet, which en-
hance the mixing. As for case 7 this enhancement vanishes
at x = 6D, as in the previous case, this could be linked
to the perturbation of the steady-like flow structure by the
pulsation. The perturbation could reduce the mixing in-
duced by the CVP and so reduce the quantity of crossflow
material which is pumped into the jet. This hypothesis still
needs to be confirmed by further studies but is consistent
with the work of Cortelezzi and Karagozian [3].
Finally, figure 25 compares the three pulsed cases, which
have the same rms value for the pulsation but not the same
mean jet mass flow. The sinus pulsation gives the best re-
sults in term of total mixing i.e value at which P = 1. Case
7 is worse on that point but permits to enhance the mix-
ing at low P value. Case 8 is somewhere between the two,

which is, in fact, consistent with the form of the signal : a
duty cycle of 0.6 is quite close to a sine wave, but the rise
and fall between the high speed part and the low speed part
of the signal are similar to case 7. Yet, no detached turbu-
lent puffs are observed, which is indicated on the mixing
curve by a lack of mixing in the low P value. But, the
pulsation still allows to introduce crossflow material in the
jet, which, as for the sine wave, gives an overall enhance-
ment in mixing. As a conclusion a sine signal seems to
enhance the mixing in the most effective way, nevertheless
if a enhancement in mixing at low P values must be ob-
tained a pulse signal with low duty cycle seems to be more
recommended.

(A)

(B)

Fig. 24. A : Comparison of P = f (YN3) at x = 3D, B :
Comparison of P = f (YN3) at x = 6D

IV. CONCLUSIONS

From the results of the present study it can be concluded
that pulsating a jet in crossflow does not significantly en-
hance mixing expressed in terms of the conditional aver-
age indicator. This conclusion is in contradiction with the
conclusions of previous studies [12], [13], [14], [15], [16].
Nevertheless, those experimental works were conducted
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(A)

(B)

Fig. 25. A : Comparison of P = f (YN3) at x = 3D, B :
Comparison of P = f (YN3) at x = 6D

in water tunnels and with pulse frequencies much smaller
than the one used here, which means a lower Womersley
number. This could explain the difference : by watching
the difference in mixing between case 6 and case 7 and 8,
one can tell that a velocity which increases slower, changes
the velocity profile at the jet exit and also the mixing be-
haviour. Further, those experiments focus on the far field
mixing, x ≥ 10D, here the focus was made on the near
field mixing. Finally, the mixing was not characterized us-
ing the averaging process used here, which makes direct
comparison difficult.
The lack of experimental data on pulsed jet in crossflow in
gaseous phase have not permitted to validate completely
the computation, but the two criteria used for checking the
quality of the computation give very good results.
As explained, the quantification of the mixing used here
permitted to analyse correctly the mixing of strongly un-
steady flow by using conditional averaging. This permitted
not only to find out that jet in crossflow seems to have the
same P curve shape, at different stream-wise positions but
also to show that pulsed jet in crossflow, using a pure pulse

signal does not seem to be the best solution for an overall
enhancement in mixing. The best enhancement in mixing
for low P value, is achieved with a pure pulsed signal and a
low duty cycle, but the best overall mixing is realized with
a sine wave.
Finally, the next logical step in the study of pulsed jet in
crossflow is to apply the conditional averaging process pre-
sented here on an experimental case in the near field and
the far field, along with numerical investigation of the mix-
ing in the far field. Computations of a pulsed jet in cross-
flow with the same pulse amplitude but with different duty
cycle values should also been done to study numerically
the influence of the duty cycle on the mixing, since only
the influence of pulse amplitude was studied here.
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(A : Case 1 ) (B : Case 6 )

(C : Case 7 ) (D : Case 8)
Fig. 15. Instantaneous mass fraction of jet inlet gaz (N3) for four computation case

(A : Case 1 ) (B : Case 6 )

(C : Case 7 ) (D : Case 8)
Fig. 23. Instantaneous iso Q-criterion surface (Q− criterion = 7e4 ) for four computation cases
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Abstract: Bottom friction modeling is an important step in 
river flows computation with 1D or 2D solvers. It is usually 
performed using empirical laws established for uniform flow 
conditions or a modern approach based on turbulence analysis. 

  Following the definition of the flow validity field of the main 
friction laws proposed in the literature, an original continuous 
formulation has been developed. It is suited to model river flows 
with a high variability of properties (water depth, discharge, 
roughness…).  

The efficiency of this new formulation, theoretically 
established and numerically adjusted, is demonstrated through 
various practical applications.  

Keywords: Shallow water, Bottom friction, Empirical laws, 
Modern laws 

I.INTRODUCTION 
Shallow Water equations are commonly used to model 

numerically river flows. Indeed, their only assumption states 
that the flow velocity component normal to the main flow 
plane is smaller than the flow velocity components in this 
plane. This is the case for the majority of river flows where 
vertical velocity component is negligible regarding the 
horizontal ones, except in the vicinity of singularities such as 
weirs for example. 

This paper focuses on bottom friction modeling in such 
mathematical models. This effect is indeed of very high 
importance for real flow computation despite it is generally 
evaluated from empirical formulations experimentally 
determined for ideal uniform flows. 

The bottom friction term should represent the whole of the 
energy losses induced by the friction of the fluid on the rough 
river bed. It is thus related to the bed characteristics (shape, 
roughness), to the fluid characteristics (viscosity) and to the 
flow features (water height, velocity).  

The concept of friction slope has been early used to 
characterize bottom friction. It is an non-dimensional number 
corresponding to the slope to give to a uniform channel to 
observe a uniform flow for a given discharge. This concept is 
at the basis of the first friction laws proposed in the second 
part of the 18th century by the researchers of the so called 
“empirical” school. Authors such as Chézy and Manning 
proposed laws based on experimental results consisting in 
measuring the friction slope for varied idealized flows in a 
laboratory flume. A second approach appeared later following 
works of Prandtl. It provided laws issued from a scientific 
reasoning on the physics of the shear layer phenomena. It is 
the “modern” school. 

Today, both approaches are used by free surface flow 
modelers, and these laws are sometimes applied to flow 

conditions far from those on the basis of which they have 
been developed. 

The aims of the developments presented in this paper were 
to define the validity fields of varied bottom friction 
formulations proposed in the literature, and to find a single 
law usable to describe the bottom friction phenomena for 
largely variable flow conditions. 

II.MAIN FRICTION LAWS 
The large range of bottom friction formulations proposed in 

the literature can be divided into two parts: the empirical and 
the modern approaches.  

The first ones have been defined from experimental results 
in idealized uniform channel and for uniform flows. It’s thus 
important to know the assumptions and the experimental 
conditions which are at the basis of the formula elaboration. 

The second ones are based on theoretical developments 
related to the physics of the friction phenomena. The structure 
of these modern formulations is thus more congruent with the 
laws of fluids mechanics. 

The main formulations of these two schools are summarized 
in this paragraph with the reasoning leading to their 
elaboration. 

A.Empirical laws      
The laws of the so called “empirical” school have all been 

developed on the basis of experimental tests. These tests 
consisted in measuring the slope to give to a uniform channel 
to observe a uniform flow [1]. In these flow conditions, the 
effects of bottom friction are exactly counterbalanced by the 
gravitational forces. Thus the friction slope is equal to the 
bottom slope of the channel and simple formulae can be set up 
to link the channel roughness, the flow variables and the 
bottom slope. Replacing the bottom slope by the friction 
slope, the friction effects can be computed for other flow 
conditions than the uniform ones. 

The general form of empirical friction formulations writes:  
χα hRJU 21=    (1) 

It relates the friction slope J to hydraulic and geometric 
parameters affecting the bottom friction such as U the mean 
flow velocity, α a friction coefficient and Rh the hydraulic 
radius. This last parameter reflects the effect of the cross 
section shape. 

The difference between the different friction formulations 
of the empirical school is in the χ exponent value and in the α 
coefficient form. 

Bottom friction formulations for free surface flow modeling 
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It is important to note that these formulations are not 
explicitly dependent on the turbulence regime of the flow, 
despite it is well known this flow state is of great influence on 
the friction losses. 

The first empirical friction law has been proposed by Chézy 
in 1775 [2], when this engineer had to determine the cross 
section of channels necessary to provide water to the city of 
Paris. It writes: 

2121
hRCJU =   (2) 

where C is the roughness coefficient, for which different 
authors such as Bazin [3], Ganguillet and Kutter [4] proposed 
formulations function of the shape and the nature of the 
channel bed. 

Another remarkable law is the one developed by Manning 
in 1919 [5]. It writes: 

32211
hRJ

n
U =   (3) 

where n is the Manning’s coefficient relating the effects of the 
bottom roughness. 

The success of the Manning’s formulation is mainly due to 
the Strickler’s relation [6] to define the roughness coefficient. 
Strickler studied the value of the bottom roughness coefficient 
K and defined a relation directly related to the size of the 
roughness elements d.  

61
261

dn
K ==   (4) 

Varied literature sources provide values for K coefficient 
depending on flow conditions as well as the shape and the 
nature of channels or rivers beds.  

Chézy and Manning-Strickler formulations are the most 
widely used empirical friction laws. Others exist, based on the 
same assumptions, such as the laws of Gauckler, 
Forchheimer, Christen, Hagen and Tillman [1]. They differ 
only by the exponent of the hydraulic radius in the general 
formulation (1) (Table I). 

TABLE I 
VALUE OF χ EXPONENT OF THE HYDRAULIC RADIUS FOR 

DIFFERENT EMPIRICAL FRICTION FORMULATIONS [1] 
Author χ 

Gauckler 0.4 
Forchheimer 0.7 

Christen 0.625 
Hagen 0.714 

Tillman 0.7 

B.Modern school 
At the opposite of the empirical laws, the formulations from 

the modern school are based on a theoretical reasoning on the 
physics of the friction phenomena [1]. 

The developments of the modern school appear one century 
later than the first empirical development. That is at the start 
of the 20th century that, under the leadership of Prandtl, many 
researchers from the University of Göttingen (Germany) 
developed formulations of a friction coefficient, λ, function of 

the turbulence of the flow through the Reynolds number Re, 
and the size of the roughness elements of a pipe, k.  

Modern formulations have been initially developed for 
pressurized flows to determine head losses along a pipe. 

The Darcy-Weisbach relation [7] allows to link the friction 
slope J to the friction coefficient λ: 

g
U

R
J

h 24

2λ
=    (5) 

where 4 Rh is the equivalent diameter of a channel regarding 
pressurized flows and g is de gravity acceleration. 

The friction coefficient λ evaluation depends on the flow 
turbulence regime, and thus the Reynolds. 

1) Laminar regime 
The friction coefficient variation in laminar flows (Re < 

5000) has been described by Poiseuille [8]: 

Re
64

=λ    (6) 

For this flow regime, the roughness of the pipe has no 
effects on the flow as it’s in laminar conditions. 

2) Smooth turbulent regime 
In turbulent regime, the effect of the size of the roughness 

elements on friction depends of the Re value.  
Prandtl expressed the variation of the friction coefficient λ 

for flows on smooth walls in the Prandtl-Von Karman 
formulation [9]: 

λλ Re
.log 51221

−=   (7) 

This formulation is a simple function of the state of the 
fluid such as (6). Indeed, on smooth walls, the size of the 
roughness elements is negligible compared to the size of the 
laminar boundary layer. 

In the same scope, Blasius [10] proposed an explicit 
formulation of the friction coefficient for flows on smooth 
walls:   

41

31640
Re
.

=λ    (8) 

It fits well to Prandtl results for Re lower than 105. 
3) Rough turbulent regime 

The rough turbulent regime is defined by a ratio between 
the Reynolds number, Re, and the relative roughness, k/Rh. 
Indeed, more turbulent is the flow, smaller is the laminar 
boundary layer and more important is the effect of the wall 
roughness on the flow. 

The rough turbulent regime appears when the effects of the 
roughness are predominant, i.e. for values of the Reynolds 
number higher than a limit value ReLim defined by: 

k
RRe h

Lim 2240=   (9) 

For this regime, Nikuradse [11] developed an explicit 
formulation of the friction coefficient λ function of the 
relative roughness k/Rh: 

hR
k
8.14

log21
−=

λ
  (10) 
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4) Transitional regime 
The transitional regime is the regime between the smooth 

and the rough turbulent ones. Colebrook [12] proposed a 
formulation of the friction coefficient by combining the 
Nikuradse (10) and the Prandtl (7) formulations: 

  ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+−=

λλ Re
.

R.
klog

h

512
814

21
 (11) 

The implicit character of this equation gives it an uneasily 
use. It is the reason why different authors tried to find an 
explicit equivalent formulation, such as Barr [13, 14] and Yen 
[15]. The second law of Barr provides the best results 
regarding the Colebrook formulation (11), with less than 1% 
error on the friction coefficient values: 
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5) Macro-roughness 
Macro-roughness is considered when the size of the 

roughness elements becomes comparable to the water depth h.  
hk Lim 25.0=    (13) 

Developments on macro-roughness are more recent and are 
directly related to the development of hydrological modeling. 
They are associated to the modern school because of the 
similar form of the mathematical formulations. 

The formulation of Bathurst [16], developed in 1985, is a 
reference to study flows on macro-roughness:  

h
k
15.5

log987.11
−=

λ
  (14) 

The formulation of Dubois [17] can also be cited. Based on 
the same form of Bathurst’s law, this formulation takes into 
account the density p of the roughness elements: 

613.013.3log62.58 −+= p
k
h

λ
  (15) 

In 2D flow modeling, the hydraulic radius Rh is equivalent 
to the water depth h. In the rest of this paper, both expressions 
will be used similarly. 

III.VALIDITY FIELDS OF THE EMPIRICAL LAWS 
On the other hand, the empirical laws have not been 

developed regarding the variation in turbulence regime of real 
water flows. All of them have been defined in the scope of 
specific applications and for fixed uniform flow conditions. 
On the other hand, modern laws take better into account the 
turbulence regime of the flow but none of them can be applied 
to the whole flow conditions of real river flows. In this 
paragraph, the validity field of the main empirical laws is 
defined regarding the friction losses values provided by the 

different modern laws depending on the flow turbulence 
regime. 

For laminar flows, the Poiseuille law (6) can be written, 
using the Darcy-Weisbach relation (5), such as: 

hJRRegU
8

=   (16) 

This equation is similar to the general form of empirical 
laws. For laminar flow condition: 

8
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.

=

=

α

χ
   (17) 

Thus, only Chézy’s formulation with an adapted value of α 
can model friction losses in laminar conditions. 

In the smooth turbulent regime, Prandtl’s law (7) has to be 
considered. Its implicit form makes the comparison more 
difficult, but, as the law is independent of the hydraulic 
radius, the empirical like formulation of equations (5) and (7) 
is similar to equation (16) and thus χ has to be equal to 0.5 
again. Thus, Chézy’s formulation is again the only law suited 
to model friction losses in the smooth turbulent regime. 

Blasius formulation can be used to set another empirical 
like formulation in smooth turbulent regime:  

hJRReg.U 41325=  (18) 

In rough turbulent regime, the Nikuradse formulation (10) 
is a complex function of the hydraulic radius, Rh. Inserted in 
the Darcy-Weisbach relation (5), the modern law cannot be 
compared directly with the empirical formulations. This 
problem can be solved by replacing the logarithm of the 
relative roughness by its power development. The empirical 
like formulation of equation (5) and (16) writes then: 
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The empirical laws are thus valid for rough turbulent 
regime if the double equality (20) is satisfied: 
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α
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  (20) 

The first equality can be satisfied for each value of the 
hydraulic radius exponent χ but for a particular value of the 
relative roughness k/Rh.  

For χ = 0.5, the coefficient M value must be infinity. This 
means that the relative roughness has be 0. So the Chézy’s 
formulation is a limit to the bottom friction evaluation in 
turbulent regime in case of smooth bed. The formulations 
with χ value lower than 0.5 are not valid in this specific flow 
regime. 

In the Manning’s formulation, with χ = 0.667, the value of 
M has to be 3. That means the bottom friction is correctly 
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evaluated for a relative roughness equal to 0.037. In this case, 
the Strickler coefficient is equal to:  

61

613.26
k

K =    (21) 

This value is very close to the Strickler formulation (4). 
For other empirical laws using an exponent χ higher than 

0.5, the same calculations can be performed. Each of these 
laws is thus suited to describe correctly the bottom friction 
phenomena for a specific value of the relative roughness and a 
particular form of the α coefficient (Table II). 

   TABLE II 
VALUE OF RELATIVE ROUGHNESS AND COEFFICIENT α FOR A 

SUITABLE DESCRIPTION OF THE BOTTOM FRICTION EFFECTS IN 
ROUGH TURBULENT REGIME 

Author χ k/Rh α 
Christen 0.625 0.005 31.71/k0.125 
Manning 0.667 0.037 26.61/k0.167 
Tillman 0.7 0.1 24.26/k0.2 

Forchheimer 0.7 0.1 24.26/k0.2 
Hagen 0.714 0.138 23.51/k0.214 

 
Considering the whole of the empirical laws, the bottom 

friction in rough turbulent flows can be correctly evaluated 
for relative roughness until 0.2. This last value is near the 
limit of macro-roughness. However, each law considered 
separately is only valid for a single relative roughness value, 
and none is thus available for general use. 

The same developments as for the Nikuradse’s formulation 
can be performed with the Colebrook’s one. However, the 
coefficients A and M become also a function of the Reynolds 
number and thus of the state of the flow:  
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The empirical laws are again valid to predict the bottom 
friction value if the double equality of equation (20) is 
verified. 

The Chézy’s formulation is still a limit for smooth bed and 
the laws with χ exponent value lower than 0.5 are not valid 
for transitional regime. 

The other empirical formulations are valid for a single value 
of the relative roughness. However, this value varies with the 
Reynolds number (Fig. 1). 
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Fig. 1. Value of relative roughness for a correct description of 
the bottom friction value in transitional regime – B (laminar – 

A, rough turbulent – C, macro-roughness – D). 

As for the rough turbulent regime, the bottom friction value 
for transitional flows can be correctly evaluated with 
empirical laws for specific flow condition but none of the 
laws is of universal application. 

Finally, for macro-roughness, the same reasoning can be 
applied than for the rough turbulent regime. Coefficients A 
and M are defined such as: 
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They are not a function of the flow regime. 
As no empirical law is valid for relative roughness higher 

than 0.2, none of them is applicable to macro-roughness.  

IV.USING FIELDS OF THE FRICTION LAWS 
As a result of the study here above, a choice of friction law 

for modeling could be done depending on the flow conditions 
(Table III) [18]. 

When an explicit formulation is available to describe 
correctly the friction phenomena for particular flow 
conditions, it has been preferred to the corresponding implicit 
modern law. 

TABLE III 
FRICTION LAWS USABLE FOR AN EFFICIENT MODELING OF THE 

FRICTION PHENOMENA 

 Fixed flow 
conditions 

Variable flow 
conditions 

Laminar Chézy or 
Poiseuille 

Chézy or 
Poiseuille 

Turbulent 

Smooth Chézy or 
Prandtl 

Chézy or 
Prandtl 

Transitional Empirical laws 
(ex : Manning) Colebrook 

Rough Empirical laws 
(ex : Manning) Nikuradse 

Macro-
roughness Bathurst Bathurst 

 

53



V.EXTENSION OF THE EMPIRICAL LAWS VALIDITY FIELDS 
To define more precisely the true validity field of the 

different empirical friction laws compared to the modern 
ones, it is necessary to define an acceptable error for friction 
losses evaluation between both approaches. The following 
developments consider that an error of 5% is acceptable on 
the water depth evaluation, defined as: 

modern

empiricalmodern

h
hh

h
h −
=

Δ
 (24) 

For example, considering the Colebrook’s formulation, the 
water depth is computed, using equation (5), as: 
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Regarding the study of the rough turbulent regime, the α 
coefficient (1) could be expressed as a function of the 
roughness: 

 21−= χα
k

B
   (26) 

where B is a constant parameter. 
By extension of this value for all turbulent flows, the water 

depth computed by the empirical laws can then be evaluated, 
using the equation (1), as:  
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Using the water depths computed by the Colebrook 
formulation (25) and by the empirical laws (27) in (24), it is 
formal that this error is only function of the relative 
roughness. Validity fields of the friction laws for the 
description of transitional regime can thus be defined in terms 
of relative roughness (Table IV) [18]. 

 TABLE IV 
VALIDITY FIELDS OF THE PRINCIPAL FRICTION LAWS IN TERMS 

OF RELATIVE ROUGHNESS 

Author Validity field 
(k/h) 

Chézy 0 
Christen [0 ; 0.032] 
Manning [0.007 ; 0.1] 
Tillman [0.023 ; 0.29] 
Hagen [0.034 ; 0.38] 

Gauckler No validity 
Poiseuille Only laminar 

Prandtl 0 
Colebrook [0 ; 0.1] 

Barr [0 ; 0.1] 
Nikuradse [0 ; 0.1] 
Bathurst [0.1 ; 5.15] 

 
The limit values of these validity fields are actually function 

of the Reynolds number. However, the variations are 
negligible for usual values of Reynolds for river flows (Re > 
5000). 

The higher terms of the validity fields of the Tillman and 
Hagen laws have been determined by comparison with the 
Bathurst formulation (14) because they concern macro-
roughness. 

The limitation of the macro-roughness has been extended to 
relative roughness of 0.1. It’s the results of a comparison, 
presented in paragraph VII, between modeling results and in 
situ measurements on river. 

Today, the empirical laws of Manning and Chézy are the 
most widely used formulations for friction modeling. This 
success comes from their using simplicity and the large 
existing literature on their parameters values. However, the 
modern laws are more representative of the physics of bottom 
friction. Furthermore, explicit forms of the modern laws exist 
such as the one of Barr (12). The modern laws have thus an 
important interest for flow modeling. 

In practice, other losses, such as these due to the turbulence, 
are included in the friction term used by most flow solvers. In 
this case, it is then important to keep in mind that the friction 
slope J represents not only the bottom friction phenomenon.  

VI.LOOKING FOR A CONTINUOUS FRICTION FORMULATION 
Regarding the validity fields of the empirical and modern 

laws (Table IV), it is remarkable that it doesn’t exist a single 
formulation suited to compute friction effects on the wide 
range of relative roughness encounter in real river flow, 
where h goes from 0 on the banks to several meters in the 
channel center with constant roughness height k. However, 
the k/h ranges of several laws are contiguous such as for 
example for Colebrook or Barr and Bathurst. 

To solve this problem, an original approach has been 
developed on the basis of the three following statements: 

− The Colebrook or Barr formulation is suited to 
model turbulent flows with relative roughness k/h 
lower than 0.1. 

− The Bathurst formulation is suited to compute 
friction effect on macro-roughness, i.e. for k/h 
higher than 0.1. 

− But these two formulations are not equal for a 
relative roughness k/h of 0.1. 

Developments have been performed to link continuously 
these two formulations close to relative roughness k/h equal to 
0.1. 

Due to its explicit expression, the Barr’s formulation has 
been preferred to the Colebrook one. 

To link the laws of Barr (12) and Bathurst (14), a third 
degree polynomial expression of the relative roughness has 
been set up:   
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The limits of application range of the different formulations 
have been choosen to ensure that the relative variation of the λ 
coefficient stays lower than 0.5 for a water depth variation of 
1 cm. This condition allows to ensure the stability of 
traditional solvers. So, the equation (28) has been developed 
for k/h values between 0.05 and 0.15. 

The parameters A, B, C and D values have been determined 
to get a continuous variation of λ (same value and tangent) 
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between the polynomial, the Barr and the Bathurst 
expressions at each limit of k/h range. Parameters A, B, C and 
D have thus to solve the following complex system, 
depending on Re:  
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However, for Reynolds numbers higher than 5000, which 
characterize most of usual river flows in the range of k/h ratio 
between 0.05 and 0.15, the variation of the parameters values 
with Re is negligible. The final form of the polynomial 
expression can then been established with constant parameters 
values: 
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and the following expressions can be used to compute 
continuously the bottom friction effects in rivers or channels 
whatever the variation of k/h: 
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VII.VALIDATION 
Two Belgian river reaches have been considered to validate 

the continuous approach: the Ourthe near the town of Hamoir 
and the Semois near Membre. These two reaches of 2.6 km 
and 1.6 km have been selected because of the presence of two 
water depth measurement stations on both of them. The 
downstream water depth measurement combined with the 

discharge measurement provides the necessary boundary 
conditions for river reach modeling in case of subcritical flow. 

The two river reaches have been modeled using the 2D-
horizontal flow solver WOLF2D, developed at the University 
of Liege [19], using different friction laws such as Manning, 
Barr, Bathurst and continuous formulations, with a 2 x 2 m 
mesh. 

The comparison between the upstream water depths 
computed using the laws of Barr (12), Manning (3), Bathurst 
(14) and the continuous formulation (31), and the water depth 
measurements at the upstream gauging station for different 
discharges has been used to show the interest of the 
continuous formulation (Fig. 2 and 3, and Table V). 

The computed models, using the different laws named here 
above, need a comparable calculation time.  

The Manning’s coefficient n has been set up to ensure 
correspondence with real measurements for the highest 
discharge. It is equal to 0.025 s/m1/3 in the Ourthe and to 
0.031 s/m1/3 in the Semois. The k value for Barr, Bathurst and 
continuous formulations has been set up to get close of the 
real measurements as well for the lowest discharge with the 
Bathurst formulation than for the highest one with the Barr 
equation. Its value is 0.09 m in the Ourthe and 0.3 m in the 
Semois. 
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Fig. 2. Computed and measured rating curves in Hamoir on 

the Ourthe river. 
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Fig. 3. Computed and measured rating curves in Membre on 

the Semois river. 
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TABLE V 
MEAN RELATIVE ERROR ON THE REAL WATER DEPTHS (%) 

Situation Modeling 
law 

k/h 
<0.05 

0.05< 
k/h 

<0.15 

k/h 
>0.15 

Hamoir – 
Ourthe 

Manning 0.9 14.3 30.6 
Barr 1.5 13.1 26.1 

Bathurst 11.1 4.0 9.8 
Continuous  
formulation 2.3 6.4 10.3 

Membre - 
Semois 

Manning - 5.9 33.9 
Bathurst - 5.3 15.9 

Continuous 
formulation - 1.7 15.9 

 
The water depth is not homogeneous on all the studied river 

reaches. The k/h ratio indicated in the table V is thus the ratio 
value at the upstream limit of the river reaches, at the center 
of the cross section. That is the reason why the results 
provided by the continuous formulation are not exactly 
equivalent to these provided by the Barr and the Bathurst 
formulations, respectively for k/h < 0.05 and k/h > 0.15.  

On Ourthe river, for k/h ratios lower than 0.05, the water 
depths computed using the Manning, Barr and continuous 
formulations are relatively close to the real measurements, 
when the Bathurst results are further. This expresses well the 
validity of Barr and continuous formulations for 2D free 
surface flow with low relative roughness modeling. This also 
expresses the efficiency of the Manning’s formulation for 
flow conditions near its setting ones. Finally, this shows the 
limitation of the Bathurst’s formulation on low relative 
roughness. 

For k/h ratios higher than 0.15, the water depths, provided 
using the Bathurst and the continuous formulations, are the 
closest to the real measurements. The important value of the 
relative error is partially due to the important effect of 
measurement uncertainty for low water depths. Indeed, the 
water depth measurements vary of until 5 cm for closed 
discharge measurements. However, the results show the 
interest of the Bathurst and the continuous formulation for 
flow modeling on high relative roughness. They also show the 
limitations of the Barr formulation for high relative roughness 
and of the Manning’s one when flow conditions move away 
from its setting conditions. 

For intermediary k/h ratios, the Bathurst formulation stays 
attractive when the water depths have a low variability on the 
river reach such as on the Ourthe river. However, when the 
water depths are more variable, such as on the Semois river, 
the continuous formulation becomes more attractive. 

 

VIII.CONCLUSIONS 
Friction is a complex phenomenon which has a non 

negligible influence on the flow characteristics. It is thus 
necessary to take it into account for a correct flow modeling. 

Many authors have thus developed friction formulations. But 
these laws are not always suited to describe the friction 
phenomenon in the whole range of real varied flow 
conditions. 

In this study, a determination of the different application 
ranges of the principal laws has been proposed. In parallel, 
the validity fields of these laws have been calculated in terms 
of relative roughness to describe correctly usual river flows. 

An original friction law has also been developed to fill the 
lack of a continuous law able to describe the friction 
phenomenon for the highly variable flow conditions often 
meet in river flows. This law has been validated by 
comparison of water depth values on two different rivers in 
Belgium.  
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Abstract: Sediment concentrations in open-channel flow reach 

high values in the viscous sublayer and transient layer above the 

bottom and modulate the bed roughness due to four-way 

interaction particle-turbulence interactions. In order to account 

for these subgrid scale phenomena in 3D numerical sediment 

transport models for engineering problems in estuaries and 

coastal areas, a new methodology is proposed consisting of the 

coupling of a single near-bed layer solved with a low-Reynolds 

mixing-length model with a low-Reynolds k-epsilon model for the 

water column above. 

Keywords:  sediment transport, suspension flow, low Reynolds 

modeling, mixing length, k-epsilon turbulence model 

 

I. INTRODUCTION 

Large-scale engineering problems related to sediment 

transport in estuaries and coastal areas (such as siltation of 

harbors and waterways or dredged material disposal 

dispersion) are presently studied more and more with 3D CFD 

software. These codes basically solve the RANS equations for 

the suspension, considered as a single fluid with variable 

density, together with a particle mass balance and a k-ε 

turbulence closure for the vertical mixing. Historically, these 

models have emerged from codes for clear water 

hydrodynamics where the effect of suspended particles on the 

flow were neglected. But they show a lot of deviation from 

reality when validated. 

There has been much progress in recent years in the 

understanding and modeling of particle-fluid interactions in 

suspensions, certainly for very dilute conditions. The much 

larger scales and concentration levels in nature (>1%) do not 

allow to apply advanced LES or DNS techniques with 

Lagrangean particle tracking for two-phase flow. Engineering 

models for sediment transport can only be improved by 

redefining the basic equations, by reconstructing the equations 

from two-phase flow theory to result in a one-fluid 

formulation which accounts for the particle-fluid interactions, 

even at high concentrations. At the other hand, the high 

concentrations and gradients in a thin layer near the bottom, 

which generate very important apparent bed roughness 

modulations, require a sub-grid scale modeling approach, 

because of the very coarse meshes (grid sizes of the order of 

1-10 in the vertical and 100-1000 m horizontally) used in 

these applications for the sake of computing time. 

II. METHODOLOGY & RESULTS 

In order to tackle the problem, two approaches are used in 

parallel.  

A. Low-Reynolds turbulence models 

 At one hand, a coarse grid low-Reynolds model is 

developed to deal with the near-bottom modulation effects and 

involves a semi-empirical approach. First, a new low-

Reynolds model for a clear fluid over a smooth bottom has 

been developed based on theoretical considerations and use of 

DNS data [5]. The new model requires only three empirical 

damping functions, allowing a complete analytical 

reconstruction of the various profiles in the wall layer. This 

study has furthermore validated a previously proposed 

realizable turbulent time scale formulation [2]: fT = (1+ν/νt)
1/2. 

It is also confirmed, as suggested in [2], that the damping 

function f2 of the dissipation rate term in the RHS of the ε 

equation should equal fT
-1

. 

When applied as a PML turbulence closure in a single cell 

wall layer, and using the analytical solutions at the outer 

boundary as the near-wall boundary conditions for the low-

Reynolds k-ε model, it has been demonstrated that excellent 

profiles can be computed numerically on one and the same 

grid for both low and high Reynolds conditions [5] (fig. 1).  

 

 
Fig. 1. Computed profiles of k and ε obtained for steady open-

channel flow, driven by a constant horizontal pressure 

gradient, in a 16 meter deep channel on the same grid (100 

layers, slightly refined towards the bottom) for three different 

shear velocities (u* = 10
-4

, 10
-3

 and 10
-2

 m/s, from low-

Reynolds to high-Reynolds range), compared with the 

analytical low-Reynolds PML solution. 

 

B. Extension to rough bottoms and suspension flow 

Currently, the low-Reynolds model is being extended for 

rough bottoms and suspension flow. Experimental and LES 

data (generated by the VUB) for flow over rough bottoms, as 

well as experimental data for flume experiments with sand 
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suspensions show that the non-dimensionalized velocity 

gradient tends to a constant value at the wall which becomes 

increasingly smaller than one with increasing roughness or 

sediment concentration. In order to account for this apparent 

stretching of the viscous sublayer, it is necessary to increase 

the viscosity of the fluid. In the case of roughness, this 

additional viscosity accounts for the subgrid-scale turbulence 

generated in the vortex shedding eddies between the roughness 

elements. In the case of suspended particles, it accounts for 

subgrid scale turbulence generated in the wake of the particles 

and the granular friction by particle-particle interactions. The 

empirical closure for the additional viscosity is obtained by 

inverse modeling of experimental data. 

C. One-fluid formulation 

At the other hand, a theoretical approach is used to 

reconstruct the exact conservation equations for the 

suspension starting from two-phase flow theory. In the one-

fluid formulation the suspension RANS equations are obtained 

by spatial (volumetric or Favre) averaging of the conservation 

equations of the two phases (fluid and solid) and subsequent 

(Reynolds) time-averaging. Compared to the traditional NS 

equations, the following differences can be noticed: variable 

density and viscosity and extra terms generated by the phase 

lag between fluid and particles. The closure for the velocity 

lag and the Reynolds averaging of the corresponding diffusion 

stress in particular is problematic and requires further study. 

An important first result from the study of the two-phase 

flow equations, is the derivation of a theoretical closure for the 

turbulent Schmidt number (Sct) for steady state dilute 

turbulent suspension flow [3, 4]:  
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where: ws = settling velocity, k = turbulent kinetic energy, vt = 

eddy viscosity, z = vertical coordinate, Sc0 = β0
-1

 = 0.7 = the 

neutral Schmidt number, cµ = 0.09 and α = empirical constant 

(= 0.16-1, based on limited data). 

By validation of the individual terms of the turbulent 

particle flux, it was found that the time scale for the drift flux 

had to be taken equal to the integral turbulent time scale 

instead of the particle time scale, which only applies to the 

gravitational settling flux [3]. 

D. Non-Newtonian behavior 

Thirdly, a new time-dependent non-Newtonian rheological 

model, based on an earlier version [1], has been implemented 

into the same code in order to study fluid mud flow behavior 

and interaction with waves [6]. Future work will integrate the 

turbulent layer model and the fluid mud layer model into one 

model to allow the simulation of ocean wave damping by fluid 

mud as observed in nature. 
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Abstract— In this paper we present the Low Mach-
number expansion of the two-phase flow model, developed
in [1]. This model provides a set of governing equations for
compressible flows of two phase granular mixtures, in the
absence of chemical reactions, and its derivation is based
on the theory of irreversible processes. A suitable non-
dimensionalization leads to a system of equations perturbed
in terms of the Mach numbers of the two phases, which al-
lows us to obtain the desired expansion. Our approach is
thus a generalization of the Low Mach-number expansion
of the compressible Navier-Stokes-Fourier equations for sin-
gle phase flows, [3]. In equilibrium, the model reduces to a
highly coupled system of quasi-linear elliptic equations, with
the pressure difference between the phases and the granular
volume fraction as unknown variables. We present a theo-
retical analysis of this system of coupled equations and prove
the strong dependence of the pressure difference on the vol-
ume fraction distribution. The article concludes with the
presentation of numerical experiments that are obtained via
finite-difference discretization of the equilibrium equations.

Keywords— Low-Mach number approximation, granular
mixtures, volume fraction, Ladyzhenskaya’s decomposition

I. INTRODUCTION

Let us assume that we are given a saturated mixture of
an isotropic granular material with approximately spheri-
cal grains and an isotropic fluid, in some Lebesgue mea-
surable, convex and bounded domain of Rn,n = 2,3, that
the local equilibrium hypothesis is valid [6]. We further
assume that the mixture is in absence of chemical reac-
tions and of phase changes. We adopt the model developed
in [1] which introduces the volume fractions of the con-
stituents and their spatial gradients as independent thermo-
dynamic variables and consists of the generalized Gibbs
equations,

Ti = dsi = dei−
pi

ρ2
i

dρi−
βi

ρiφi
dφi−

1
ρiφi

γi d∇φi, (1)

where i = s,g stands for the solid and gaseous phase re-
spectively and pi,ρi,Ti,φi stand for the pressure, density,
temperature and volume fraction of the i-th phase corre-
spondingly. ψi are the Helmholtz free energies, ei the inter-
nal energies, βi = ρiφi

∂ψi
∂φi

are the configuration pressures

representing the elastic, contact forces between the granu-
lar grains under compaction. Finally γi = 2ρiφi

∂ψi
∂(∇φi·∇φi)

denote coefficients related to dispersion effects. Since
elastic contact forces and dispersion effects are not likely
to occur in the gaseous phase [4] we let βg = γg = 0.

The saturation property is expressed by the equation

φs(x, t)+φg(x, t) = 1, a.e. inΩ

The (multi-dimensional) balance equations for mass,
momentum and energy read for the gaseous phase

dρgφg

dtg
+ρgφg∇ ·ug =0 (2)

ρgφg
dug

dtg
+∇(pgφg) =−∇(φgPv

g
)− pg∇φs

−δ(ug−us) (3)

ρgφg
d eg

dtg
+ pgφg∇ ·ug =−φgPv

g
�V v

g
(4)

−∇(κgφg∇Tg)−h(Tg−Ts)
+(−pg∇φs +δ(ug−us)) · (ug−us)

and for the solid phase

dρsφs

dts
+ρsφs∇ ·us =0 (5)

ρsφs
dus

dts
+∇(psφs) =−∇(pv

sφs)−∇(φsPv

s
)

+ pg∇φs +δ(ug−us) (6)

ρsφs
d (es +ψc

s)
dts

+ psφs∇ ·us =− pv
sφs∇ ·us

−φsPv

s
�V v

s
−∇κsφs∇Ts

+h(Tg−Ts) (7)

where the operator d
dti

= ∂

∂ t + ui ·∇ stands for the mate-
rial derivative of the i-th phase, pv

i , Pv

i
are the bulk viscous

pressure and the traceless deviatoric part of the viscous
pressure tensor. They arise from the natural decomposi-
tion of the viscous pressure tensors of each phase and we
observe that pv

g = 0. V v
i are the traceless deviatoric parts

of the deformation tensors Vi = 1
2(∇ui +(∇ui)

T ) and κi de-
note the transport coefficients of thermal conductivity. h,δ
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are the interfacial heat transfer and drag coefficient respec-
tively. ψc

s is the compaction-related part of the solid’s free
energy, which is equal to the compaction related part of the
solid’s internal energy. Finally,� stands for the Hadamard
or component-wise product of two tensors.

We will assume that the interfacial heat transfer coeffi-
cient follows the equation

h = 6φs
cp Nu
Pr d2

p
µg

where dp is the volume particle’s diameter Nu,Pr are the
Nusselt and Prandtl number and µg is the gaseous phase’s
shear viscosity coefficient. The above equations are sup-
plemented with the (parabolic along the streamlines) com-
paction equation

dφs

d ts
= µ−1

c (
ps

Ts
−

pg

Tg
− βs

Ts
+∇ · ( γs

Ts
∇φs)) (8)

were µc stands for the dynamic compaction coefficient.
In addition we assume,for the shake of simplicity, that
the granular material follows the stiffened-gas equation of
state, i.e.

ps =−P∞ +ρs Ts R (9)

where P∞ is the ”correction pressure and” R is the granular
material’s constant. Note that all variables used above are
in dimensional form.

In this paper we extend the concept of Low-Mach num-
ber approximation to such mixtures and we derive the cor-
responding Low (Zero) Mach number equations.

Moreover, we study the equilibrium problem, as it is
predicted by the model under study, both analytically and
numerically. The discussion is also supported with repre-
sentative numerical experiments.

II. LOW-MACH NUMBER APPROXIMATION

Let us take into account the exact expressions for
pv

s ,P
v

s
,Pv

g
namely:

pv
s =

γs

3φs
|∇φs|2

Pv

s
=

γs

φs
Φ

v

s
−2µsV v

s
(10)

Pv

g
=2µgV v

g
(11)

where ∇φs⊗∇φs = 1
3 |∇φs|2I +Φ

v

s
and µs, is the shear vis-

cosity coefficient of the solid phase.
We will non-dimensionalize equations 2-9 with the ref-

erence variables

pr, ur, Lr, Tr, ρr,µr, κr

and we will assume that

• tr = Lr
ur

• δr = urρr
Lr

• βr = u2
r ρr

• γr = u2
r ρr L2

r
• hr = pr Tr ur

Lr

• µcr = Tr
ur ρr Lr

Remark II-.1: We observe that the interfacial heat trans-
fer coefficient h1 is stiff if we assume that solid’s grain di-
ameter is order(s) of magnitude smaller compared to Lr i.e.
the reference length measure. We will adopt this assump-
tion throughout this paper.

After the calculations we arrive at the following system
of equations for the gaseous phase

dρgφg

dtg
+ρgφg∇ ·ug =0 (12)

ρgφg
dug

dtg
+

1
εg

∇(pgφg) =− 1
Re

∇(φgPv

g
) (13)

− 1
εg

pg∇φs−δ(ug−us)

ρgφg
d eg

dtg
+ pgφg∇ ·ug =− εg

1
Re

φgPv

g
�V v

g

− 1
Pr Re

γ−1
γ

∇(κgφg∇Tg)+ pg∇φs · ((ug−us))

+εgδ(ug−us)) · ((ug−us))−
1
εg

h(Tg−Ts) (14)

and the solid phase

dρsφs

dts
+ρsφs∇ ·us =0 (15)

ρsφs
dus

dts
+

1
εs

∇((ps− pg)φs) =−∇ · (γs∇φs⊗∇φs) (16)

ρsφs
d es

dts
+ psφs∇ ·us =− εs pv

s∇ ·us− εs
1

Re
φsPv

s
�V v

g

− 1
Pr Re

γ−1
γ

∇(κsφs∇Ts)

+
1
εs

h(Tg−Ts)− εsρsφs
dψc

s

dts
(17)

The compaction equation reads

dφs

d ts
= µ−1

c (
1
εs

(
ps

Ts
−

pg

Tg
)− βs

Ts
+∇ · ( γs

Ts
∇φs)) (18)

and the equation state has the form

ps =−P∞ +ρs T (1+P∞) (19)

where Re,Pr stand for the Reynold’s and Pradtl’s
number respectively, εi = γi M2

i , for i = s,g and Ms =
ur√

γs Tr Rs
,Mg = ur√

γg Tr Rg
stand for the reference Mach num-

bers of the solid and gaseous phase correspondingly.
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The non-dimensionalized equations are obviously per-
turbed in terms of εs,εg, thus, if we assume that

Ms,Mg << 1⇒ εs,εg << 1 (20)

one would be tempted to apply the standard perturbation
techniques. Note, however, the there is no coupling be-
tween the two perturbation parameters, hence, a direct ap-
proach will fail.

In order to overcome this, we will assume an a priori
functional dependence between εs,εg. Perturbation the-
ory, tells us that this relation should be of polynomial type
and moreover, since the analysis is asymptotic it suffices
to assume a monomial type dependence i.e. εs = Cεn

g, n ∈
N∪{0}, C = O(1).

A straightforward solution is provided by the mixture
itself as follows: Let Cs,Cg denote the speed of sound of
the granular and fluid respectively. We can obviously find
C ∈ R , n ∈ N∪{0} such as Cs = CCn

g . Having done this
we set εs = Cεn

g.
We note that the degree of the monomial, indicates the

incompressibility level that the gaseous phase starts to con-
tribute in the mixture equations, for example if εs = Cε2

g,
the gaseous phases will enter the perturbation modes in
the third order of the expansion (incompressibility level).
Finally, observe that mixtures that differ only in the coef-
ficient modulo, lead to the same perturbation modes, mod-
ulo a constant.

Given a granular material, the monomial functional de-
pendence defines in fact an algebraic equivalence relation
among the set of the various gas components. It is there-
fore, sufficient to work with representatives of each class
i.e. in our case we assume that C = 1. In this paper we will
work with the class of zero degree monomials, εs = εg,
where the two components contribute to all incompress-
ible modes.

A. The perturbation expansion

Let us now construct the, in general divergent1, pertur-
bation expansion for each of the unknown functions of the
mixture, in terms of ε = εs = εg.

• pi = p0
i + ε p1

i +O(ε2)
• ρi = ρ0

i + ερ1
i +O(ε2)

• Ti = T 0
i + εT 1

i +O(ε2)
• ui = u0

i + εu1
i +O(ε2)

• φi = φ0
i + εφ1

i +O(ε2)

• ei = e0
i + εe1

i +O(ε2)
• pv

s = p0v
s + ε p1v

s +O(ε2)
• Pv

s
= P0v

s
+ εP1v

s
+O(ε2)

• ψc
s = ψ0c

s + εψ1c
s +O(ε2)

where i = s,g and we have assumed that the perturba-
tion expansions are regular (observe however, that the sys-
tem of equations is singularly perturbed in terms of εs,εg).

1In the single phase case the perturbation expansion is weakly con-
vergent. The corresponding analysis for our case is under investigation
and it will be the topic of a future work

It is also important to consider the expansion of the non-
conservative variables pφs, where p = ps− pg and pgφg

namely:

pφs =(pφs)0 + ε(pφs)1 +O(ε2)

pgφs =pgφg)0 + ε(pgφg)1 +O(ε2)

On the other hand we have

pφs =(p0 + ε p1 +O(ε2))(φ0
s + εφ

1
s +O(ε2))

pgφg =(p0
g + ε p1

g +O(ε2))(φ0
g + εφ

1
g +O(ε2))

The two expansions must be equal, thus after expanding
the product and equating the orders of the same magnitude
we finally get

pφs = p0
φ

0
s + ε(p0

φ
1
s + p1

φ
0
s )+O(ε2)

pgφg = p0
gφ

0
g + ε(p0

gφ
1
g + p1

gφ
0
g)+O(ε2)

The main idea behind the Low Mach number approxima-
tion is to decompose the compressible solution to the de-
coupled incompressible modes. If we insert the perturba-
tion expansions into the equation and equate terms of the
same magnitude we arrive at the Low or (Zero) Mach num-
ber approximation equations

T 0
s =T 0

g , φ
0
s +φ

0
g = 1 (21)

p0
s =p0

g = C′, φ
0
s +φ

0
g = 1 (22)

h(T 1
g −T 1

s ) =ρ
0
s φ

0
s

d e0
s

dts
+ p0

s φ
0
s ∇ ·u0

s

+
1

Pr Re
γ

γ−1
∇ · (κsφ

0
s ∇T 0

s ) (23)

h(T 1
s −T 1

g ) =ρ
0
gφ

0
g

d e0
g

dtg
+ p0

gφ
0
g∇ ·u0

g− p0
g∇φ

0
s · ((u0

g−u0
s ))

+
1

Pr Re
γ

γ−1
∇ · (κgφ

0
g∇T 0

g ) (24)

p0
s +P∞ =ρ

0
s T 0

s (1+P∞) (25)

dρ0
s φ0

s

dts
=−ρ

0
s φ

0
s ∇ ·u0

s (26)

dρ0
gφ0

g

dtg
=−ρ

0
gφ

0
g∇ ·u0

g (27)
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(T 1
s −T 1

g ) =
(

dφ0
s

dts
− 1

µc T 0
s

(p1
s − p1

g)
)

µc (T 0
s )2

p0
s

+(
1
µc

(
β0

T 0
s
−∇ · (γ0

s ∇φ
0
s )))

µc (T 0
s )2

p0
s

(28)

ρ
0
gφ

0
g

du0
g

dtg
=−∇((pgφg)1)−δ(u0

g−u0
s )−

1
Re

∇(φ0
gP0v

g
)

(29)

ρ
0
s φ

0
s

du0
s

dts
=−∇ · (γs∇φ

0
s ⊗∇φ

0
s )−∇(((ps− pg)φs)1)

(30)

We observe that as in the single phase case, in the mo-
mentum equations we recover the gradient of the next
mode of the pressure. However, in our case we recover the
gradient of the product psφs, which agrees with the multi-
phase definition of the momentum equation. Moreover, it
may be worth add that we have not assumed anything for
the dimension of the problem and our analysis invariant
under the choice of the dimension. This is due to the use
of the multi-dimensional formulation of the multi-phase
balance equations.

This system of equations can solved numerically via a
suitable generalization of the algorithm proposed in [2],
which studies similar flows in the single phase case.

III. EQUILIBRIUM

In equilibrium all the thermodynamic fluxes and forces
vanish[1], and therefore, we arrive at the following system
of partial differential equations

∇(pφs) =−∇ · (γs∇φs⊗∇φs) (31)

p =βs−∇ · (γs∇φs) (32)

where we use the notation convention p = ps− pg and fur-
ther assume that pg = C. The unknowns are p,φs,ρs, how-
ever, since the equation of state is still valid and Ts = C we
have ρs = f (p), thus, we are left only with two unknowns
namely p and φs. Lat us know fix n = 2.

Remark III-.1: We first observe that the system of equa-
tions supports the constant solution φs = C1, ps = pg = C2
as an equilibrium solution, which implies that the model
captures the equilibrium behavior of homogenous mix-
tures.

The equilibrium system consists of n+1 quasi-linear el-
liptic equations in terms of φs. Ellipticity follows from the
fact that γs≥ 0 and φs≥ 0, while quasi-linearity is obvious.

Since the system is over-determined we cannot guaran-
tee uniqueness of the solutions, assuming existence has
been proved, but according to Spenser cohomology the-
ory, we expect the solution’s space to be finite dimen-
sional. The interpretation of the above is that our mix-

ture can have multiple-equilibrium distributions, therefore,
does not need to be ergodic.

This can be seen more clearly if we assume that we are
very close to equilibrium and that convective effects are
negligible such that u≈ 0. Then the equations (31-32) take
the following form2:

∇(pφs) =−∇ · (γs∇φs⊗∇φs) (33)
∂φs

∂ t
=p−βs +∇ · (γs∇φs) (34)

which enjoys the consistency property

φs→ φ
eq
s

p→ peq

ρs→ ρ
eq
s

as t→ teq

This is a dynamical system and can, therefore, support a
variety of equilibrium distributions, depending on its mix-
ing properties and on the choice of the phase space.

The consistency property allows us to numerically ap-
proximate the dynamical system instead of the original
equilibrium equations, under some suitable modifications
of the convergence criteria in order to capture the correct
solutions.

A. Coupling complexity and equations of state

The equilibrium equations are strongly coupled in their
unknowns. Indeed, if one tries to algebraically manipulate
the system so as to isolate one unknown, ends up in cir-
cular arguments, since both βs and γs depend on ρs, and
therefore, by the equation of state on ps. Since for the sim-
plest form of an equation of state the system is strongly
coupled, the complexity of the coupling can only increase
if we consider more complicated equations of state.

It is important however, to see that even if one assumes
that βs = k1φ2

s , γs = k2φs, k1, k2 ∈R, i.e. assume that ρs =
C, the equations still cannot be decoupled. The proof of
this argument is as follows.

∇(pφs) =−∇ · (γ∇φs⊗∇φs)
= (−∇ · (γ∇φs))∇φs− γs H(φs)∇φs (35)

where H(φs) stands for the Hessian matrix of φs. Solv-
ing the compaction equation (32) in terms of the elliptic
operator and inserting the result to (35) we obtain

∇(pφs) = (p−βs)∇φs− γs H(φs)∇φs

Therefore, we have

φs∇ p =− k1φ
2
s − k2φs H(φs)∇φs⇒

∇ p =− k1φs− k2 H(φs)∇φs (36)

2This is an alternative way to express the property that the system has
memory
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Therefore, we need in addition to assume that ps = pg

in all Ω so as to ensure the de-coupling of the equations.

B. Compatibility criteria and boundary conditions

We first observe that the momentum equation (31) is
compatible if and only if

−∇ · (γs∇φs⊗∇φs) ∈ Ker(curl(.)) (37)

i.e. if and only if curl(−∇ ·(γs∇φs⊗∇φs)) = 0 identically.
Let us assume that −∇ · (γs∇φs⊗∇φs) ∈ L2,2(Ω) where

L2,2(Ω) is the usual notation of the space of square inte-
grable 2-dimensional vectorfields. This assumption is con-
sistent with the introduction of the ∇φs as an independent
thermodynamic variable and moreover, let us assume that
we are given boundary conditions for φs of Dirichlet type,
for simplicity. It follows that

−∇ · (γs∇φs⊗∇φs) ∈ L2,2
curl(Ω) (38)

where
L2,2(Ω) = L2,2

div(Ω)⊕ L2,2
curl(Ω) (39)

stands for the orthogonal Helmholtz decomposition.
By Ladyzhenskaya’s decomposition theorem[7] p̃ =

pφs is determined uniquely, up to an additive constant, by
the following Neummann problem.

∇ · (∇p̃) =−∇ · (−∇ · (γs∇φs⊗∇φs)), ∈Ω (40)

∇p̃ ·n =−∇ · (γs∇φs⊗∇φs) ·n, ∈ ∂Ω (41)

Thus, given boundary conditions for φs, Ladyzhenskaya’s
theorem provides us with sufficient boundary compatibil-
ity conditions for p.

IV. NUMERICAL APPROXIMATION

As we have already mentioned we will solve numeri-
cally the dynamical system (33-34).

∇(pφs) =−∇ · (γs∇φs⊗∇φs)
∂φs

∂ t
=+ p−βs +∇ · (γs∇φs)

and fix Ω, to be in addition a Lipschitz domain of Rn,n =
2,3. We further assume that we are given compatible
boundary conditions φ|∂Ω, p|∂Ω and initial conditions p0,φ0

s
respectively.

We now fix the ingredients:
• Ω is discretized as an equidistant tensor-product stag-
gered grid, with step size Dx
• Spatial differential operators are discretized via central
finite difference operators, in order to get second order ac-
curacy.
• Temporal differential operators are discretized via for-
ward finite difference operators, with time step Dt ≤ Dx.

The numerical method that is used is a combination of
a predictor-corrector algorithm and a projection method,
which is reciprocal to the standard Cohen projection
method widely used for the incompressible Navier-Stokes
equations. For our approximation ρs is treated as an inde-
pendent unknown whose values update via the equation of
state.

Throughout this section the exponent ∗ stands for the
predicted value of a variable, while the exponent n,n +
1 stands for the corrected value. The numerical method
works as follows:
• Prediction step
1. The predicted value φ∗s of the volume fraction in the

step n is computed via the compaction equation as follows:

φ∗s −φn
s

Dt/2
= Res(pn,φn

s ,ρ
n
s ) = pn−β

n
s +∇ · (γn

s ∇φ
n
s ) (42)

2. The predicted value p∗ for the pressure is computed
by solving ”prediction version” of the Neumann problem
(40) i.e.

∇ · (∇p̃∗) =−∇ · (−∇ · (γ∗s ∇φ
∗
s ⊗∇φ

∗
s )), ∈Ω (43)

∇p̃∗ ·n =−∇ · (γ∗s ∇φ
∗
s ⊗∇φ

∗
s ) ·n, ∈ ∂Ω (44)

and then dividing by φ∗s . Observe that γ∗s = γs(φ∗,ρn
s ) so

technically this would be a semi-prediction value. How-
ever, the variation of ρs is small and since γs enters only the
conductivity tensor of the divergence of the tensor product,
the dependence on ρs is weak and this enables us to accept
this value as the predicted one.3

3. The predicted value ρ∗s for the density is computed via
the equation of state

ρ
∗
s =

p∗s +P∞

1+P∞

(45)

• Correction step
1. The corrected value φn+1

s of the volume fraction in the
step n+1 is computed via the compaction equation as fol-
lows:

φn+1
s −φn

s

Dt/2
= Res(p∗,φ∗s ,ρ

∗
s ) (46)

2. The corrected value pn+1 for the pressure is computed
by solving ”correction version” of the Neumann problem
(40) i.e.

∇ · (∇p̃n+1) =−∇ · (−∇ · (γn+1
s ∇φ

n+1
s ⊗∇φ

n+1
s )), ∈Ω

(47)

∇p̃n+1 ·n =−∇ · (γn+1
s ∇φ

n+1
s ⊗∇φ

n+1
s ) ·n, ∈ ∂Ω (48)

3In strict formality one should introduce a semi-prediction step for
p̃, then compute via the equation of state the ρ∗s and then compute the
prediction value by solving the updated Neuman problem.
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and then dividing by φn+1
s .

3. The corrected value ρn+1
s for the density is computed

via the equation of state

ρ
∗n+1s =

pn+1
s +P∞

1+P∞

(49)

• Convergence test
In the end of the correction step the algorithm calculates
the l2(N) norm of the difference φn+1

s −φn
s , where N is the

number of grid points, which is equal to

‖φn+1
s −φ

n
s‖l2(N) = ‖− Dt

2
Res(p∗,φ∗s ,ρ

∗
s )‖l2(N) (50)

If ε << 1 is the allowed error the algorithm will terminate
if

‖− Dt
2

Res(p∗,φ∗s ,ρ
∗
s )‖l2(N) ≤ ε (51)

The stability and consistency of the proposed algorithm
follow from the classical stability and consistency Lemmas
of the finite difference approximation for parabolic and el-
liptic problems. Thus by Lax’s equivalence principle we
also obtain convergence.

It is interesting to observe that the numerical method
would also work if we had considered the original equi-
librium equations (31-32). In this case the method be-
comes a successive over relaxation (SOR) method and the
time evolution parameters are interpreted as pseudo-time
steps. However, the approach adopted here gives a physi-
cal meaning to the presence of time as parameter and does
not only modify the equations for numerical purposes.

V. NUMERICAL EXPERIMENTS

From the various numerical experiments that we per-
formed of pure mathematical interest, we present here an
experiment that corresponds to real mixture parameters, a
mixture of sand and water. The components of the mixture
have been chosen by virtue of the availability of values for
βs,γs. In general there exists a lack of experimental data
for these values for other materials but sand. The values
that we use are adopted from [5].

Parameter values

• Mixture of sand-water in
the [0,0.1]2 square
• βs = 0.02m2/s2

• γs = 0.04m/s2

• ρs = 2200kg/m3

• φ0
s ≈ 0.74

• pg = 1Atm
• T = 1K
• P∞ ≈ 103Atm

A. Experiments

Experiment 1: Initial guess φ(x,y)= 0.74+sin(x)cos(0.1−
x+π/2)sin(y)cos(0.1− x+ pi/2)

Experiment 2:Initial guess φ(x,y) = 0.7 + 0.1e(0.1−
100x2)

Fig. 1. Volume fraction of experiment 1

Fig. 2. Pressure difference of experiment 1

VI. CONCLUSION

In this paper we presented the Low-Mach number ap-
proximation equations for a two-phase granular mixture,
generalizing the single phase theory to multi-phase flows.
Moreover, we examined the equilibrium behavior of such
a mixture, both theoretically and numerically, as it is pre-
dicted by the model in [1].

Many questions are left open for future discussions. The
formal convergence of the perturbation expansion in the
Low-Mach number approximation need to be studied in
analogy with the single phase case. Global existential the-
ory for the equilibrium equations is also important for the
further treatment. Finally, the ergodic study of the dynami-
cal system (33-34) can categorize the initial conditions ac-
cording to the equilibrium distributions a distinction that
can play a major role in the future study of the complete
flow in presence of convective and gravitational effects.
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Abstract: The flow of different suspensions has been studied in  
literature in order to maximize the transport capacity or to 
minimize the needed pressure. For concrete, several research 
projects have been performed, but the question remains if the 
results for one type of concrete are applicable to another type. 

This paper deals mainly with the flow of self-compacting 
concrete in pipes. It is shown that the flow of this type of concrete 
is not influenced by friction between the aggregates, but that the 
material does not remain homogeneous during the flow. By 
means of full scale experiments, it is shown that the measured 
pressure losses are lower than the theoretically calculated 
pressure losses, due to three effects lowering the viscosity near 
the wall. The results have been compared with the available 
literature dealing with traditional concrete, showing some major 
points of difference. Finally, it is assumed that the velocity profile 
of concrete in a pipe consists of a plug with uniform velocity in 
the centre, a lubrication layer with a large velocity gradient near 
the wall and possibly, a part of the homogeneous concrete also 
being sheared, depending on the rheological properties and the 
type of concrete. Unfortunately, no direct velocity profile 
measuring equipment is available. 

Keywords:  Concrete, velocity, rheology, pressure loss. 
 

I. INTRODUCTION 

The flow of suspensions, which are liquid materials loaded 
with solid particles, has been studied for several decades, 
especially in order to maximize the transport capacities of the 
carrier liquid, or in order to reduce the pressure needed to 
transport the suspension [1,2]. The flow of some types of 
concrete in pipes has been reported in literature, but due to the 
development of new types of concretes, and due forces of 
different natures acting on the concrete during flow, it is not 
certain if the obtained results for one type of concrete can be 
transferred to another type. This paper will study the flow 
behaviour in pipes of different concrete types, based on 
literature and experimental results. In order to distinguish 
between the different concrete types, suggestions for the 
velocity profiles will be given, as direct measurements are not 
yet possible. 

In case no particles are present in the suspension, 
consequently only studying the carrier liquid, the velocity 
profile can be easily, analytically calculated based on the 
rheological properties. The addition of particles complicates 
the situation seriously and analytical solutions are no longer 
evident to be found. Adding particles can result in two 
different situations. In the first situation, particles sink to the 
bottom of the pipe and move much slower than the liquid 
flowing above, which is better known as bed-flow [1,2]. In the 
second situation, the particles remain suspended during the 

flow [1,2]. Only this suspended flow will be described in 
detail in this paper. 

In the next part, concrete will be regarded as a homogeneous 
suspension and the velocity profile will be calculated based on 
the rheological properties. Afterwards, the flow behaviour of 
concrete in pipes will be discussed based on literature and the 
experimentally obtained results will be described. In the last 
section, some theoretical modifications to the concrete 
properties will be proposed in order to approach the 
experimentally measured pressure losses as well as possible. 

II.  CONCRETE – SELF-COMPACTING CONCRETE 

A. Composition 

The composition of concrete can be varied in many different 
ways, resulting in no real standard composition. Although, it 
can be roughly estimated that 1 m³ of traditional (vibrated) 
concrete contains 1300 kg coarse aggregates between 2 and 20 
mm (maybe 40 mm), 650 kg of sand, 300 kg of cement and 
165 kg of water [3,4]. 

Self-compacting concrete (SCC) is a rather fluid type of 
concrete, which does not need any external energy for the 
removal of air bubbles, and it is able to fill a formwork 
completely under the acting force of gravity alone. A more 
detailed description on the difference between traditional and 
self-compacting concrete will be given in the next section, but 
a rough composition can be set as follows: 650 kg of coarse 
aggregates, 850 kg of sand, 350 kg of cement, 250 kg of filler 
(other fine materials than cement), 165 kg of water and a small 
amount of superplasticizer, which makes the concrete much 
more fluid [3]. 

In any way, whether the concrete is self-compacting or not, 
it contains around 16.5 vol % of liquid, 1.5 vol % of non-
removable air and thus 82 vol % of solid materials, varying in 
size from 100 nm to 1 cm. As a result, not only the viscosity of 
the material is modified, but the properties are also influenced 
by inter-particle forces, inertia and friction. In this paper, the 
effects of inertia are of no importance for the described results 
(although it is in other cases) and friction will be discussed 
separately. 

B. Rheological properties 

The rheological properties of different concretes have been 
measured in concrete rheometers and based on the obtained 
experimental results and literature, a distinction between 
steady state and transient behaviour will be made. Steady state 
behaviour corresponds to the situation where all transient 

Pipe flow velocity profiles of complex suspensions, like concrete. 
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effects have been eliminated and can be regarded as a 
momentary snapshot of the rheological properties. 

1) Steady state properties 
The relationship between the shear stress (related to the 

applied force or pressure) and shear rate (related to the 
velocity and the geometry) is generally accepted to be of the 
Bingham type in case of traditional concrete [4]. As a result, a 
certain stress needs to be exceeded in order to initiate the 
flow, which is the yield stress, and once the flow has started, 
an additional stress is needed to accelerate the flow, of which 
its magnitude is controlled by the viscosity. The Bingham 
model is shown in equation 1. 

In case of self-compacting concrete, a non-linear behaviour 
has been observed in the experiments, indicating an increase 
in viscosity with increasing shear rate [5-7]. In this case, the 
modified Bingham model (eq. 2) [7,8] has been chosen as the 
most appropriate model to describe the rheological behaviour 
in steady state. 

Equation 1: Bingham model 

 
t∂

∂⋅+= γµττ 0  (1) 

Equation 2: Modified Bingham model 

 

2

0 








∂
∂⋅+

∂
∂⋅+=

t
c

t

γγµττ  (2) 

where: τ = shear stress (Pa) 
 τ0 = yield stress (Pa) 
 µ = viscosity (Pa s) 
 dγ/dt = shear rate (s-1) 
 c = second order parameter (Pa s²) (> 0) 
The main differences between traditional and self-

compacting concrete are, apart from the non-linear behaviour, 
the lower yield stress and higher viscosity in case of SCC [3]. 
Especially the low yield stress causes the SCC to spread out 
widely under the force of gravity, while its higher viscosity 
prevents (or at least slows down) the segregation/sinking of 
the larger particles [3]. 

2) Transient behaviour 
Due to physical and chemical phenomena which are acting 

between the cement particles in the concrete, the rheological 
properties vary in time continuously. Theoretically, the 
transient behaviour can be divided into three parts: thixotropy, 
structural breakdown and loss of workability [9]. 

Thixotropy has a physical nature and is defined as the 
reversible disruption and rebuilding of connections between 
the particles. Due to shearing, connections are broken and a 
larger degree of dispersion is obtained, while due to build-up, 
more particles get connected. The internal structural state is 
related to the amount of connections between the particles, 
resulting in a higher structural state during build-up and a 
lower structural state due to break down [9,10]. An increase in 
structural state causes an increase in yield stress and viscosity, 
and at each shear rate (except at very low shear rates), there 
exists an equilibrium structural state which is attained when 
the shear rate is applied during a sufficiently long time [9,10]. 

At the first contact between cement and water, some 
chemical reactions occur resulting in some connections 
between cement particles (other than the thixotropic 
connections). Due to the hydrodynamic forces induced by 

shearing, some of these connections can be broken, which is 
defined as structural breakdown, but during the first 2 – 3 
hours of age of the concrete, these chemical connections do 
not rebuild, at least not at the same rate as the thixotropic 
connections [9]. 

Loss of workability is the result of both physical and 
chemical (at higher ages) connections, which can no longer be 
broken by the amount of work applied. As a result, the 
concrete becomes stiffer and finally transforms from a liquid 
to a strong solid material [9,11]. 

As can be seen, many phenomena complicate the 
rheological behaviour of concrete seriously, making it one of 
the most difficult materials to determine its rheological 
properties. Currently, the research in this field is still going on, 
trying to find a practical distinction between the phenomena. 
In the remaining part of this paper, as it is not easy to 
distinguish between the thixotropic and the pure structural 
breakdown, these two effects will be combined in a new 
definition of structural breakdown [4]. 

III.  FLOW OF HOMOGENEOUS LIQUIDS IN CYLINDRICAL PIPES 

The velocity profile of homogeneous liquids in cylindrical 
pipes can be very easily calculated when the applied pressure 
or pressure loss, rheological properties of the material and the 
geometry of the pipe are known. The equilibrium of forces 
states that the shear stress at the wall must relate to the 
pressure loss according to equation 3 [12]. 

Equation 3: Equilibrium of forces 

 
22
R

p
R

L

ptot
w ⋅∆=⋅∆=τ  (3) 

where: τw = wall shear stress (Pa) 
 ∆ptot = total pressure loss over the length L (Pa) 
 L = length of the pipe (m) 
 R = radius of the pipe (m) 
 ∆p = pressure loss per unit of length (Pa/m) 
Across the pipe, the shear stress varies linearly from zero in 

the centre to its maximal value (τw) at the wall. This variation 
of the shear stress is a so-called universal law, meaning it is 
independent of the rheological properties. 

Substituting the shear stress values by the rheological 
models, like equations 1 and 2, delivers the shear rate 
distribution across the pipe. For yield stress liquids, the shear 
rate equals zero in a certain zone of the pipe. 

Integrating the shear rate distribution to the pipe radius, with 
as integration constant the velocity at the wall, which is set at 
zero due to the no slippage condition, delivers the velocity 
profile. Figure 1 shows the theoretically calculated velocity 
profiles for a Newtonian liquid (like water and oil), for a 
Bingham material (like toothpaste and paint), and a modified 
Bingham material. Note that for all yield stress materials, a 
zone of uniform velocity can be observed, which is called the 
plug. 

Further integration of the velocity over the cross section of 
the pipe delivers the discharge as a function of the pressure 
loss (or wall shear stress), the rheological properties and the 
geometry of the pipe. This is shown in equations 4, 5 and 6. 

Equation 4: Poiseuille formula 
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Equation 5: Buckingham-Reiner equation 
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Equation 6: Extended Poiseuille for modified Bingham 
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with: 0
2 44 ττµ ⋅⋅−⋅⋅+= ccW w  

As can be seen, for Newtonian liquids, the Poiseuille 
formula for laminar flow is obtained (eq. 4) [12,13], and the 
calculations result in the Buckingham-Reiner equation for 
Bingham materials [12,14]. 
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Figure 1: Velocity profile for a Newtonian, Bingham and 
modified Bingham material. All viscosity parameters equal 
10 Pa s, the yield stress equals 20 Pa and c = 0.5 Pa s². The 
pipe has a radius of 10 cm. Note that in the plug, the 
velocity is constant for the yield stress materials. 

IV.  THEORETICAL STUDY OF  THE FLOW OF CONCRETE IN PIPES 

Due to the high concentration of solids in concrete, very 
different flow situations can be obtained with different 
concrete compositions. In the first section, the theoretical 
framework will be described, while in the second section, the 
theory will be applied to different concrete types. 

A. Theoretical framework 

1) Liquid interactions 
The flow of concrete in pipes can be divided into two major 

classes, depending on the stress transfer inside the concrete 
[15]. If the stress transfer is of the liquid type, the concrete 
flows according to the hydrodynamic laws. In a first approach, 
the principles of section III can be applied in order to describe 
the flow behaviour of concrete. This case can also be extended 
to concrete with varying rheological properties across the pipe 
(see section VI), forming a so-called lubrication layer [15,16] 
and possibly, an additional velocity component due to 
slippage can be added [15]. 

As a result of these liquid type of interactions, the pressure 
loss per unit of length remains constant along the length of the 
pipe when disregarding the transient effects and the total 
pressure evolves linearly with the length of the pipe [17]. 

2) Solid interactions 
The applied pressure during pumping does not only cause 

the concrete to move in the pipes, but it can also cause the 
internal water to move inside the concrete [17,18]. In this 
case, some zones with a low water amount can be created and 
the stress is transferred by solid interactions between the 
aggregates. As a result, the hydrodynamic laws of section III 
can no longer be applied and Coulomb’s friction law is valid. 
The pressure loss at a certain position in the pipe is dependent 
on the local pressure and as a result, the total pressure 
decreases exponentially with the length of the pipe [15,17]. 

Several researchers have shown that these solid interactions 
cause a much larger pressure loss and that this case must be 
avoided as much as possible [17]. In case the pump cannot 
deliver the pressure needed to overcome the frictional stresses, 
the concrete flow stops and the pipe gets blocked.  

B. Application on different concrete types 

In literature, a main distinction is made between “pumpable” 
and “non-pumpable” concretes [15,17]. Although no exact 
scientific results are available, concrete can be made 
pumpable by reducing the amount of coarse aggregates and 
increasing the amount of fines. Also the yield stress must not 
be higher than a certain value. Pumpable concretes are 
assumed to move due to the liquid interactions in the cement 
paste, while non-pumpable concretes suffer more from friction 
between the aggregates. 

Self-compacting concrete is due to its composition already 
pumpable in any situation. As a result, no problems 
concerning friction are expected, which has been verified 
during the full scale tests on 18 different SCC compositions. 
Nevertheless, friction becomes important during the filling of 
the pipes with concrete, as the fine materials stick to the wall 
in order to lubricate the flow and as the coarse aggregates 
move ahead of the bulk concrete due to inertia caused by the 
specific pumping action. In this case, a front of aggregates is 
created in front of the concrete, which can lead to blocking in 
case the stress transfer is changed from the liquid to the 
frictional type. 
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V. FULL SCALE PUMPING TESTS WITH SCC 

A. Test setup 

In order to execute the full scale pumping tests with SCC, an 
industrial truck-mounted concrete piston pump has been 
applied. This type of pump contains two hydraulic cylinders, 
alternately pushing concrete inside the pipes and pulling 
concrete from the reservoir. A powerful valve inside the 
concrete reservoir switches the connection between the pipes 
and the cylinders, when the pushing cylinder is empty and 
consequently, the cylinders swap jobs. This specific pump can 
deliver a discharge which can be varied in 10 discrete steps, 
between 4 to 5 l/s (step 1) and 40 l/s (step 10). 

 

 

Figure 2: Truck mounted concrete piston pump. 

 

Figure 3: Loop circuit with a length of 25 m. 

Behind the pump, a loop circuit with a total length of around 
25 m has been built with steel pipes with an inner diameter of 
106 mm and a thickness of around 3 mm. The circuit consisted 
of a straight, horizontal section with a length of 12 m, a 180° 
bend and an inclined part. At the end of the circuit, the 
concrete flows inside a suspended reservoir, equipped with a 
valve. In normal conditions, the valve is open and the concrete 
falls back inside the reservoir of the pump. For sampling and 
discharge calibration, the valve is closed. 

The concrete pump and the loop circuit are depicted in 
figures 2 and 3 respectively. 

B. Measurement systems 

1) Pressure losses 
The pressure losses have been measured by means of two 

pressure sensors, located in the straight, horizontal section 
with a separation distance of 10 m. Close to each pressure 
sensor, three strain gauges have been attached to the outer 
pipe wall, following the deformation of the pipe, which is 
related to the local pressure [15]. These strain gauges acted as 
a back-up in case something happened with the pressure 
sensor. Both the pressure sensors and all strain gauges are 
connected with a data acquisition system, registering the 
output at a rate of 10 measurements per second. 

The pressure sensor and strain gauges are depicted in figure 
4. 

Pressuresensor

Strain gauges

Temperature sensor

 

Figure 4: Pressure sensor and strain gauges. 

2) Discharge 
No direct equipment was available for measuring the 

velocity or discharge. On the other hand, during the switch of 
the valve of the pump, a clear pressure drop can be seen in the 
obtained data files. By measuring the time between two 
switches of the valve of the pump, the discharge can be easily 
calculated, knowing that the total contents of 1 pumping 
cylinder is 83.1 l. 

This discharge has been calibrated by pumping the contents 
of 1 full cylinder inside the suspended reservoir with the valve 
closed. As this reservoir is attached to the rolling bridge by 
means of a load cell, the force variation is easily recorded and 
with known density, the discharge can be easily calculated. 
This calibration procedure has proven that the applied 
discharge measuring system delivers accurate results. 

As mentioned, no direct measurement equipment has been 
applied to determine the discharge, although an 
electromagnetic discharge meter has proven to be useful in 
case of concrete [15]. Also the above described volumetric 
discharge calibration could have been performed during all 
tests, but it was too elaborate to be performed continuously. 
Specific equipment to measure the velocity profile is on the 
other hand not yet available for concrete. The only tool able of 

69



non-invasive measuring of the velocity is MRI, but this is too 
expensive to be applied in concrete research [19]. 

3) Rheological properties 
The rheological properties have been measured with the 

Tattersall Mk-II rheometer [4,20], by stepwise decreasing the 
rotational velocity after a pre-shearing period. This procedure 
has been applied in order to eliminate thixotropy and 
structural breakdown in the concrete before the measurement 
[4,9-11]. The rotational velocity and resulting torque have 
been transformed into fundamental rheological units. 
Afterwards, if possible, both the Bingham and modified 
Bingham models have been applied on the results. More 
information and details on the Tattersall Mk-II rheometer and 
the measuring and data transformation procedure can be found 
in [20]. 

C.  Testing procedure 

The total amount of concrete needed for the execution of the 
tests is at least 1.25 m³. As a result, all concretes have been 
produced in a ready-mix plant and transported to the lab. In 
normal conditions, the concrete arrived in the lab 45 minutes 
after its production. The insertion of the concrete took 
normally 10 minutes and afterwards, the setup was ready for 
the first test. 

A test consisted of pumping the concrete at the five lowest 
discharges available (steps 1 to 5), for safety reasons, in 
descending order, while maintaining each discharge step 
during five full strokes (= 5 full cylinders being pumped). A 
plot of the upstream pressure during a test can be seen in 
figure 5, in which clearly the decreases and increases in 
pressure can be seen due to the change of the valve. In the 
beginning of the test, the pressure is high, which is due to the 
high discharge (high Q) and the pressure spikes are close to 
each other. At the end, the opposite can be seen. At each 
discharge, the average of the pressure in equilibrium during 
the five strokes has been calculated. 
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Figure 5: Upstream pressure during a pumping test. The 
inset shows a detailed evolution of the pressure during the 
switch of the valve of the pump. 

Before each test, a certain amount of concrete is pumped in 
the suspended reservoir with the valve closed, and a sample is 

loaded in the rheometer in order to determine the rheological 
properties simultaneously as the pumping test. 

Each 30 minutes, the test has been repeated until the 
concrete was removed according to the planning. 

D. Results 

1) Elimination of inaccurate results 
The amount of concrete needed for the rheometer test is 

12.5 l, which is only 1% of the total amount of concrete 
available in the circuit. In some cases, serious doubts arose 
whether the taken sample was fully representative for the total 
concrete amount. In these cases, the tests have not been taken 
into account for the further analysis, described in this paper. 

Furthermore, due to structural breakdown defined at the end 
of section 2, the flow resistance of the concrete decreases 
during the first three pumping tests on the concrete. As the 
pressure losses have not been determined in equilibrium 
conditions during the first two tests, these results have been 
omitted also. As a result, only results from the third test on 
have been applied in the analysis. Figure 6 shows the pressure 
loss – discharge curve for a self-compacting concrete (LM 7) 
and a traditional concrete (TC 1), clearly indicating shear 
thickening in the first case and perfectly linear behaviour in 
the second case. 
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Figure 6: The pressure loss – discharge curve for self-
compacting concrete SCC LM 7 (grey) shows non-linear 
behaviour, while the traditional concrete TC 1 (black) 
does not. 

2) Comparison with theoretical formulae 
Based on the obtained rheological properties, both with the 

Bingham and the modified Bingham model, if applicable, the 
pressure loss corresponding to each discharge applied has 
been determined with equations 5 and 6. In this first approach, 
the concrete was assumed to be homogeneous over the cross 
section of the pipe. When defining the prediction ratio as the 
ratio of the theoretical pressure loss to the experimental 
pressure loss, values between 2 and 5.5 in case of the Bingham 
model, and 4 and 10.5 in case of the modified Bingham model 
have been obtained. These values are too high to be attributed 
to measurement inaccuracies, and as a consequence, some 
effects must cause lower pressure losses, which will be 
discussed in the next section. 
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VI.  HETEROGENEOUS CONCRETE FLOW 

As no direct velocity profile measurements are currently 
possible, an estimation of three effects, being the geometrical 
wall effect, structural breakdown and dynamic segregation, 
which all cause a decrease in the pressure loss, will be given in 
this section. Only for the geometrical wall effect, some 
approximate calculations are given, as a lot of inaccuracies are 
encountered. For the other effects, their influence will only be 
described qualitatively. 

A. Geometrical wall effect 

1) Principle 
The principle of the geometrical wall effect is quite simple: 

the aggregates cannot penetrate a rigid boundary, in this case 
the pipe wall, creating a layer with a lower concentration of 
aggregates in this region. As it has been described in literature, 
a lower concentration of aggregates induced lower rheological 
properties [9]. 

2) Mathematical description 
In order to incorporate the geometrical wall effect into a 

mathematical model, the same principles of section III will be 
applied. The shear stress distribution remains linear, as it is a 
universal law, but due to the varying concentration of 
aggregates, the rheological properties vary across the pipe. At 
a distance larger than dmax/2 from the wall, with dmax 
corresponding to the maximal aggregate size (16 mm in our 
case), the rheological properties are assumed to remain 
constant. This “unaffected zone” will be reflected as the bulk 
concrete in this section. When approaching the wall, the yield 
stress and viscosity are assumed to decrease linearly from their 
value in the bulk concrete, to the values of the composing 
cement paste (= cement + water + filler + superplasticizer) at 
the wall. As the rheological properties of the cement paste 
have not been measured, a value equal to 1/100 of the values 
for the concrete have been chosen. The shear thickening 
parameter c of the modified Bingham model has a somewhat 
more complicated evolution, described in detail in [20]. Figure 
7 shows the assumed evolution of the Bingham parameters 
yield stress and viscosity, and of the modified Bingham 
parameters yield stress and c across the pipe. 

Note that the average of the rheological properties 
calculated over the cross section of the pipe corresponds to the 
measured values in the rheometer, as due to the presence of 
ribs in the latter case, the geometrical wall effect is prevented 
to influence the measurements. 

Based on these new rheological properties, the shear rate 
and velocity profiles can be calculated, which are shown in 
figure 8. As can be clearly seen in case of the Bingham model, 
a large velocity gradient is present near the wall, indicating the 
existence of a lubrication layer. For the modified Bingham 
model, this velocity gradient is not so clearly visible, due to 
the very large importance of the shear thickening near the 
wall. 

Unfortunately, due to the large mathematical complexity, no 
theoretical formulae for the velocity and discharge are 
available. 

BINGHAM

Distance from pipe centre (m)

MODIFIED BINGHAM

Distance from pipe centre (m)

Y
ie

ld
st

re
ss

 (
P

a)

Y
ie

ld
st

re
ss

 (
P

a)

V
is

co
si

ty
(P

a 
s)

S
he

ar
th

ic
ke

ni
ng

“c
”

(P
a 

s²
)

Viscosity is not shown

 

Figure 7: Evolution of Bingham yield stress and viscosity 
(left) and modified Bingham yield stress and shear 
thickening parameter “c” (right), for SCC LM 7, test 3. 
The values measured in the rheometer were: τ0 = 21.25 Pa, 
µ = 21.42 Pa s (Bingham) and τ0 = 31.22 Pa, µ = 16.73 Pa s, 
c = 0.367 Pa s² (modified Bingham). 
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Figure 8: Shear rate (top) and velocity (bottom) profile in 
case the Bingham (left) or the modified Bingham (right) 
model have been applied to the concrete. The results 
correspond to the rheological properties shown in figure 7 
and an applied pressure loss of 20.57 kPa/m. 

3) Prediction ratio 
When applying this new theoretical model, the prediction 

ratio decreases to 0.6 (but mostly larger than 1) to 2 for the 
Bingham model, and to 2 to 9 for the modified Bingham 
model. As a result, when neglecting shear thickening in the 
concrete, the pressure losses in straight sections can be almost 
perfectly predicted (within a factor 2). 

On the other hand, as shown in figure 9, a shear thickening 
effect must be present in the pumped SCC. When considering 
the Bingham model, it can be seen that the prediction ratio 
decreases with increasing discharge, indicating the presence of 
shear thickening. On the other hand, as the prediction ratio 
increases with increasing discharge for the modified Bingham 
model, it can be concluded that the shear thickening in the 
pipes is not as large as measured in the rheometer. As a result, 
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the calculated velocity gradient will be too small and a smaller 
prediction ratio can be obtained, if the correct shear thickening 
can be determined. 
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Figure 9: Prediction ratio as a function of discharge shows 
a decrease with increasing discharge in case of the 
Bingham model (black) and an increase with increasing 
discharge for the modified Bingham model (grey), 
indicating the existence of some shear thickening during 
pumping, but not as large as measured in the rheometer. 

4) Shortcomings 
Although this new model is delivering quite good results, it 

has a lot of shortcomings, making it currently impossible to 
estimate the other effects. 

- As it has been mentioned before, the sampling of the 
concrete induces a large error. Although the most 
doubtful results have been omitted, no real certainty 
exists about how representative each sample is. 

- The rheological properties have been measured in the 
Tattersall Mk-II rheometer and are compared to the 
pumping results. In se, this is a kind of comparison 
between two (concrete) rheometers, which induces 
differences. As it is not certain that the Tattersall 
rheometer delivers the correct values, this type of error 
will influence the results. 

- Extrapolating rheological curves is a very dangerous 
task, as the rheological behaviour can change 
depending on the shear rate interval. The maximal shear 
rate applied in the rheometer is around 15/s, while in 
the pipes, when not considering the geometrical wall 
effect, the maximal shear rate must be equal to 35/s to 
45/s. This is probably the reason why the shear 
thickening is not as large in the pipes as in the 
rheometer. On the other hand, 15/s is a very large shear 
rate in a concrete rheometer, endangering the accuracy 
of the measurement technique considerably. Increasing 
the maximal shear rate in a concrete rheometer is not 
easy. 

- The calculations have been performed with a linear 
evolution of all rheological properties, as any more 
complex variation complicates the analytical 
calculations significantly. On the other hand, the linear 
evolution of these properties is probably not correct, as 
they should evolve according to the Krieger-Dougherty 

(or equivalent) equation [21,22]. Also the variation of 
shear thickening should be studied in more detail. 

- Due to the lack of equipment, staff, time and an 
extracting procedure for the measurement of the 
rheological properties of cement paste, values have 
been assumed, which induces a new error. 

As can be seen, the new model still has a lot of issues to 
overcome, which are needed in order to quantify the other 
effects. 

B. Structural breakdown 

As mentioned in the second section when dealing with the 
transient rheological behaviour of concrete, the (equilibrium) 
internal structural state decreases with increasing shear rate. 
As the material in the vicinity of the wall is sheared at larger 
shear rates than in the centre, this part of the concrete has to 
become even more fluid. Although quantification of this effect 
is very difficult to perform, it has to occur according to the 
theory. 

C. Dynamic segregation 

Dynamic segregation is defined as the movement of coarse 
aggregates away from zones with higher shear rates [4,15]. In 
fact, this effect would amplify the results of the geometrical 
wall effect. Although it can be doubted whether it occurs in 
case of self-compacting concrete, it has been proven to occur 
in case of traditional concrete [15]. 

As traditional concrete has a higher yield stress than SCC, it 
would mean that for a certain pressure loss, the material would 
move very slowly, or not at all, due to a very large plug. In 
order to flow more easily, the concrete itself creates a kind of 
lubrication layer of mortar in the vicinity of the wall. In case 
of traditional concretes with a rather high yield stress, all 
shearing occurs in this lubrication layer and the bulk concrete 
moves forward as a plug at uniform velocity in the pipe. 

D. Combination of effects 

Whether one of these effects occurs separately, or in a 
combination with the others, all effects cause a decrease in 
viscosity in the vicinity of the wall, increasing the shear rate, 
the velocity gradient and consequently, increasing the 
discharge at equal pressure loss. 

In general, the velocity profile of concrete flowing through a 
pipe is composed of three parts: 

- A plug in the centre 
- A large velocity gradient in the vicinity of the wall 
- A smaller velocity gradient in between 
In case of high yield stress concretes, the plug can be that 

large that it causes the velocity gradient in the bulk concrete to 
disappear. Depending on the rheological properties and the 
type of concrete, the magnitude of the lubrication layer near 
the wall can vary significantly.  

VII.  CONCLUSIONS 

Based on the rheological properties of a liquid suspension, 
the theoretical relationships between pressure loss and 
discharge can be easily calculated if the material remains 
homogeneous. 
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The flow of concrete in pipes can occur in two different 
regimes: the flow can be dominated by liquid interactions, 
providing the possibility to apply the derived theoretical 
formulae, or it can be dominated by friction between the 
aggregates, increasing the pressure needed and possibly 
leading to blocking. 

Self-compacting concrete is a much more fluid concrete 
type, with a lower yield stress than traditional concrete and a 
lower amount of coarse aggregates. As a result, the flow of 
this concrete type is expected to be dominated by liquid 
interactions. 

Full scale pumping tests on self-compacting concrete have 
shown that the material does not remain completely 
homogeneous in the pipe. Several effects create a less viscous 
material layer near the wall increasing the velocity gradient 
and total discharge at equal pressure loss. 

An attempt has been made in order to incorporate the 
geometrical wall effect into the theoretical calculations, and 
although promising results have been obtained, a lot of 
shortcomings still need to be handled. 

Structural breakdown causes theoretically a decrease in 
rheological properties in the zones with high shear rates, 
which is near the wall. Unfortunately, a practical 
quantification of this effect is currently very difficult. 

Dynamic segregation has been described as the effect 
enabling the movement of high yield stress traditional 
concrete, but it is not expected to have such a large effect on 
the flow of self-compacting concrete. 

As a general conclusion, one can state that the velocity 
profile of concrete flowing through a pipe is composed of 
three parts: 

- a plug in the centre of the pipe due to the yield stress 
- a part of the bulk concrete in the centre which is 

sheared, if the yield stress is not too high 
- a lubrication layer with a large velocity gradient, of 

which the magnitude and properties depend on the 
rheological properties and the type of concrete. 

As can be seen in this paper, a lot of uncertainties still exist 
on this topic and further research is certainly needed in order 
to better understand the movement of concrete in pipes. Only 
in this way, measures can be taken in order to optimize the 
concrete transport an to increase energy savings during 
placing. 
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Investigation on the influence of various sediment-fluid coupling approaches to the flow
and sediment transport
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Abstract—The present paper investigates influence of the sediment con-
centration to the flow in the closed channel at Reτ = 180. The computa-
tional methodology is based on Large Eddy Simulation (LES). The fluid-
sediment coupling is obtained by affecting fluid density, fluid viscosity and
sediment settling velocity, hence the sediment transport is assumed to be
four-way coupled. Comparison has shown strong influence of sediment,
also at low concentrations. Additionally, nonlinearity in variation of sed-
iment transport parameters in function of increasing sediment concentra-
tion have been noticed.

Keywords—Large Eddy Simulation, Channel flow, Sedimentation, Four
way coupling

I. INTRODUCTION

AN understanding of the mechanics of sediment-fluid cou-
pling on small and large flow scales is important in a va-

riety of ecological, geophysical and industrial fluid mechanical
problems. In particular, the ability to predict sediment concen-
trations including two and four way coupling effects in a chan-
nel with rough bed is essential in erosion and sediment transport
problems. Based on the previous experience in sediment trans-
port modeling (Widera et al. 2008), it is known that for small
flow scales Large Eddy Simulation seems to be the best ap-
proach, that combines high accuracy (compared to RANS) and
relatively short computational time (compared to DNS). Apart
of this, the unsteady LES gives the opportunity to compare ad-
vanced flow and sediment transport parameters (i.e. resolved
and modeled fluctuations). The LES solution gives also some
insight into the relation between the sediment and fluid diffu-
sion ratio, which is not very well known yet, but it is one of the
most important parameters in sedimentation modeling.

II. THE NUMERICAL MODEL

The LES equations for incompressible flow are obtained by
filtering the incompressible Navier-Stokes equations and can be
formulated as

∂ρ̄

∂t
+
∂ρ̄ũi

∂xi
= 0 (1)

∂ρ̄mũi

∂t
+
∂ρ̄mũiũj

∂xj
= − ∂p

∂xi
+

∂

∂xj
[µ
(
∂ũi

∂xj
+
∂ũj

∂xi

)
−τij ]+F

(2)
where ūi, ūj where (i, j = 1, 2, 3) are the filtered velocity

components, p is the filtered pressure, ν the fluid kinematic vis-
cosity and F is the driving force. τij in equation (2) is the sub-
grid scale (sgs) stress defined as:

τij = ρ̄(ũiuj − ũiũj) (3)

This term is unknown and has to be modeled, see section III.
Note that, although the code is incompressible (meaning there

is no coupling between pressure and density), the density which

is mixture density can vary as it is proportional to the sediment
concentration. The varying density requires the use of a Favre
filtering operator. The Favre filtered value of any quantity φ is
denoted as φ̃ and defined as:

φ̃ =
ρφ

ρ̄
(4)

where the ’-’ symbol represents the filter operator.
Due to increasing sediment concentration, especially in re-

gions next to the bottom, the suspension density is also increas-
ing which can cause additional turbulence damping and can also
change fluid inertia effects. In this work, the suspension density
is calculated using the following equation

ρm = ρsC̃ + ρw(1− C̃) (5)

where ρw is the clear fluid density, ρs is the sediment density and
C represents the sediment concentration. Note that equation (5)
implies a coupling between the sediment and the fluid.

The filtered sediment phase equation is given by

∂ρ̄sC̃

∂t
+
∂ρ̄s[(ũj − vsδj3)C̃]

∂xj
=

∂

∂xj
(D

∂C̃

∂xj
− Cj) (6)

where C̃ is the Favre filtered sediment concentration, δj3 is
the Kronecker delta, D is the sediment diffusion and Cj is the
subgrid scale sediment flux given by

Cj = ρ̄(C̃uj − C̃ũj) (7)

III. MODELING OF THE LES SUBGRID SCALE TERMS

Many sgs models are available in the literature, see Sagaut
(1998) for an overview. In the present application the WALE
model is used Nikoud (1998). It is preferred over the Smagorin-
sky model (1963), which gave less good results for the present
testcase, see also Ghorbaniasl et al. (2009). The WALE model
is formulated as

τij −
1
3
δijτkk = −2µsgs(S̃ij −

1
3
S̃mmδij) (8)

µsgs = ρ̄mCw42|S̃w| (9)

where
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(S̃d

ijS̃
d
ij)

3
2
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5
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ijS̃
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(10)
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1
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ij + g̃2
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3
δij g̃

2
kk (11)
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and

S̃ij =
1
2

(
∂ũi

∂xj
+
∂ũj

∂xi

)
(12)

The tensor ḡ2
ij is given by

g̃2
ij =

∂ũi

∂xk

∂ũk

∂xj
(13)

where Cw is the WALE coefficient and4 the filter width.
Various approaches are proposed in the literature to model

the sgs sediment fluxes, e.g. Chumakov and Rutland (2004),
Chumakov and Rutland (2005), Cabot and Moin (1993). In the
present paper the classical gradient hypothesis is used because
of its simplicity and because of previous good experience with
this model, Lessani (2003).

Cj = −Dsgs
∂C̃

∂xj
(14)

with the sgs diffusion defined as

Dsgs = ρ̄sCq42|S̃w| (15)

where Cq is a model constant.
The constants Cw and Cq appearing in the models can either

be chosen as constant or calculated via the dynamic procedure of
Germano et al. (1991)). In the present application the dynamic
procedure was used both for Cw and Cq based on the formula-
tion of Lilly (1992), see also Lessani (2003). This makes the
approach free of any tuning constant.

IV. THE COUPLING METHODS

Coupling effects in the present model are based on the basic
physical properties of a suspension, i.e., a fluid medium with
varying viscosity, varying density and varying settling velocity.
The varying viscosity model uses the approximation of Toda and
Furuse (2006) defined as

µm = µf [
1 + 0.5κC̃ − C̃

(1− κC̃)2(1− C̃)
];κ = 1 + 0.6C̃ (16)

The settling velocity model is based on the Stokes law defined
as

vscf =
1
18

(s− 1)gD2
s

ν
(17)

where s = ρs/ρ. Additionally, to incorporate the effects of
the sediment concentration the Stokes settling velocity which is
valid only in clear fluid is corrected by the equation of Van Rijn
(1993)

vs = (1− 2.1C̃)(1− 0.75C̃0.33)vscf (18)

V. TEST CASE DESCRIPTION

As it was mentioned, sediment transport in turbulent flow in
closed channel is chosen as test case. The domain size is Lx =
4πδ, Ly = 2δ and Lz = 4/3πδ, where h = 2δ = 0.04 and
consist of 32 × 48 × 32 cells.The nondimensionalized cell size
in streamwise, vertical and spanwise direction are 4x+ = 67,
4y+ = 0.8 − 17 and 4z+ = 22, respectively. For spatial dis-
cretisation, the second order central finite volume scheme and
for the time discretization low storage four-stage second order

Runge-Kutta scheme was used.

The boundary conditions for fluid are assumed to be no-slip wall
at top and bottom of the domain and periodical in streamwise
and spanwise direction. The boundary conditions for sediment
phase at the bottom and the top surface are based on the zero
flux condition

vsC̃ρ̄m +Dt
∂C̃

∂y
= 0 (19)

where Dt = D + Dsgs is the sediment diffusivity. Note that
the laminar diffusivity D is assumed here to be identical as the
laminar viscosity i.e. D = µ, i.e. the laminar Schmidt number
is assumed to be one. In the streamwise and spanwise directions
periodic boundaries are imposed.

VI. RESULTS

A. Mixture phase

In this section results of simulations will be presented. The
research on the coupling effects is currently in progress. The
results shown are therefore to be considered as preliminary. As
first, mixture phase will be described and the sediment phase af-
terwards.

In figure 1, we compare results for the mean streamwise ve-
locity. As can be clearly seen, the sediment concentration has
strong influence to the flow field. The mean velocity of low
concentrated mixture is reduced about 1.5% comparing with the
clear fluid case. For the high concentrated case, the mean ve-
locity drop is already about 10%. This clearly indicate the non-
linearity of velocity drop in function of rising sediment concen-
tration. Figures 2, 3 and 4 presents the rms values of stream-

Fig. 1. The streamwise velocity profiles.

wise, vertical and spanwise velocity fluctuations, respectively.
The LES data are compared with DNS of Moser et al. (1999).
The rms values of streamwise velocity fluctuations overshoot-
ing the DNS data about 28%. However, this difference seems to
be usual for low-Re flow simulation performed on coarse mesh.
The effect of sediment influence can be noticed by the increased
fluctuation in the flow center, i.e. y/h = 0.5. It is interesting to
note that rms values of streamwise velocity are non-symmetrical
along the channel center axis. This is due to the sediment con-
centration, and its influence to the mixture density and viscosity.
The rms values of vertical and spanwise velocities presented in
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Fig. 2. Rms values of streamwise velocity fluctuations com-
pared with DNS data (* symbol).

figure 3 and figure 4 shows similar response for increasing con-
centration as the streamwise ones. It is clearly noticeable that
velocity fluctuations are increasing in center of the channel in
function of increasing sediment concentration. However, it is
interesting to note that rms values of the vertical velocity fluctu-
ations are not decreasing in the boundary layer region, as it is for
streamwise and spanwise fluctuations. The drop of rms values

Fig. 3. Rms values of vertical velocity fluctuations.

of spanwise velocity fluctuations in the bottom region can also
be noted in figure 4. Comparing coupled and not coupled fluids,
it is clear that rms values are lower in the boundary region for
mixtures and higher for not coupled fluid. However, it is inter-
esting that the rms value for mixture is increasing (in function
of concentration) in the center of the flow (as in figure 2). This
is probably due to the increased density and viscosity of mix-
ture. The varying properties of mixture (density and viscosity) is
causing increased shear forces in the flow and due to that better
mass transfer between the highly turbulent boundary layer and
less turbulent flow center. Variation of viscosity in function of
sediment concentration is presented in figure 5. As it is shown,
maximum increase of viscosity is located near the bottom and
it is about 6% higher than in the clear fluid (for low concen-
trated case) and 28% for high concentrated mixture. The aver-
aged values of mixture viscosity are, 3% for low concentrated
case and about 14% for high concentrated case. Sediment influ-
ence can also be noted in plot with subgrid-scale results (figure
6), which shows ratio of the modeled and laminar viscosity. As
it is expected (from the rms data of velocity fluctuations), the
subgridscale mixture fluctuations increasing in function of in-

Fig. 4. Rms values of spanwise velocity fluctuations.

Fig. 5. Ratio between mixture and clear fluid dynamic viscosity.

creasing sediment concentration in the channel center, and they
are decreasing in the boundary layer region. This is an effect of
increased resolved velocity fluctuations in the channel center.

Fig. 6. Ratio between sgs and clear fluid viscosity, for low and
high concentrated case.

B. Sediment phase

Distribution of sediment concentration for all cases is com-
pared to the theoretical Rouse profile. The Rouse profile (equa-
tion 20) is used to plot profile of the sediment concentration in
steady, uniform channel flows and is derived based on the as-
sumption of the parabolic eddy diffusivity. It has been validated
with laboratory observations in the limits of low sediment con-
centration and small particle size. The Rouse equation is defined
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as follows:

Cs = Ca

[
y(h− ya)
ya(h− y)

]−P

(20)

where ya = 0.5y/λw is the reference height where the sediment
reference concentration Ca is sampled, P is the Rouse param-
eter (P = vs/κu∗β) where κ denotes the Von Karman coeffi-
cient and β = 0.95 is the correction coefficient which represents
relationship between sediment diffusion and mixture viscosity.

Results of sediment concentration for low sedimented mix-
ture are presented in figure 7 and for high sedimentation in fig-
ure 8. As can be seen, already small sedimentation is modifying
the vertical sediment concentration profile. The main respon-
sible for modification of the sediment concentration profile are
mixture viscosity and density. Due to increase of the viscosity
and density sediment buoyancy force is increasing, which leads
to decrease of settling velocity and increase of sediment volume
in developed flow, see figure 7.

Fig. 7. Sediment concentration profile, low concentration case.

Very similar sediment concentration modification can be
noted in figure 8, where difference between not coupled and
coupled sediment solution is better visible. It is also interest-
ing to note, that increased sediment amount in developed flow
implies that the sediment concentration at the bottom is get-
ting smaller (assuming constant sediment volume in domain
- zero sediment flux at boundaries). This means, the bottom
shear forces which are generated by suspended sediment can get
smaller in flow with higher turbulence level.

Fig. 8. Sediment concentration profile, high concentration case.

Profiles of rms values of sediment fluxes in streamwise, verti-
cal and spanwise direction are presented in figure 9. , figure 10.

and figure 11., respectively.

Fig. 9. Rms values of streamwise sediment fluctuations.

Rms results are scaled with the clear fluid case friction ve-
locity and average sediment concentration. As can be seen, the
highest rms value of the sediment fluxes is located in bottom
boundary layer. It is interesting to note, that drop of the rms
value is not linear in function of sediment concentration. Rms
value for low concentrated mixture is about 30% smaller than
in not coupled case, while in high concentrated case it is about
60% smaller. This means, drop of the rms value is only twice as
high as for the low concentrated case, while the sediment con-
centration is about 5 times higher.

Fig. 10. Rms values of vertical sediment fluctuations.

Similar results might be noted in figure 10. Drop of the rms
value of vertical sediment fluxes is two times higher for the high
concentrated mixture than for the low concentrated one. This
confirms previous results, see figure 9. It is also interesting to
note, that increased sediment concentration in mixture implies
that the vertical sediment fluxes across the channel are more
uniform, i.e. difference between rms value at y/h = 0.2 and
y/h = 0.8 is smaller for high concentrated mixture.

Comparing vertical rms values with the streamwise ones, it is
possible to note that the total drop of sediment fluxes is smaller
in vertical direction, in function of increasing sedimentation.

As it is expected, results of spanwise rms values are not
changing in function of increasing sediment volume, see figure
11.

VII. CONCLUSIONS

To estimate influence of coupled model to the sediment and
the flow solution, obtained results are compared with theoretical
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Fig. 11. Rms values of spanwise sediment fluctuations.

Fig. 12. Ratio between subgrid-scale flux and clear fluid vis-
cosity.

concentration profile based on the Rouse assumption. Results
confirmed sediment influence to the flow, its characteristics and
sediment transport itself. As it has been presented, the sedi-
ment concentration can have a major influence to the flow field.
Obtained results explicitly showed that also low sediment con-
centration is able to have meaningful influence on the flow field
and sediment transport. Sediment is responsible for damping
of velocity fluctuations, increase of density and viscosity of the
mixture. It has been noted that increase of sediment concen-
tration led to increase of rms value of velocity fluctuations in
the center of the flow. This is probably due to varying viscosity
and density, which are increased in case of suspended sediment.
This results in enlarged shear stress and increased momentum
transfer towards channel center. Additionally, it has been shown
that increasing sediment concentration in domain is influencing
symmetry of rms values across the channel (wall normal direc-
tion). It has also been noted, that, when the sediment volume
in mixture was increasing, the more unsymmetrical rms values
of velocity fluctuations were obtained. Performed investigation
proved also usefulness of the eulerian methodology for low sed-
iment concentrated suspensions. Ongoing work is extending the
model with the inclusion of the additional effects due to the
velocity-lag between fluid and solid movement, which should
allow simulations at even higher concentrations, as encountered
in nature. Based on this, it will be possible to improve exist-
ing large scale sediment transport models (e.g. models based on
the RANS approach), perform more accurate large scale simu-
lations and with higher sediment concentration.
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Abstract: This paper reports the first steps in a research 

project that aims to design and develop a high payload flapping-

wing MAV. As the wings provide both lift and thrust for a 

flapping-wing aircraft, a thorough study and understanding of 

flapping-wing aerodynamics is essential. Therefore, in the first 

part of this paper a mathematical model using an unsteady 

potential method is developed. The second part lists the main 

results that follow from the simulations. A number of guidelines 

for the further MAV wing design are deduced. 

Keywords: micro air vehicle, ornithopter, flapping wings, 

unsteady panel code, wind tunnel tests 

 

I. INTRODUCTION 

The possible applications of small unmanned air vehicles, 

commonly called Micro Air Vehicles (MAVs), vary from 

search-and-rescue to surveillance missions. Present-day 

MAVs, however, generally lack the capability of carrying a 

significant payload, which restricts their field of applications. 

Amongst the different types of MAVs, flapping-wing MAVs 

deserve special attention. Flapping wings enhance 

manoeuvrability and allow flight in a wide range of forward 

velocities, including hover. 

II. AERODYNAMIC MODELLING OF FLAPPING WINGS 

A. Choice of model type 

Flapping-wing MAVs can fly in a wide range of flight 

conditions, from fast forward flight to hover. Ideally, the 

aerodynamic model should be able to simulate either case.  

Yet, there are certain issues which may complicate the 

modelling process. Firstly, a choice needs to be made between 

2D and 3D-models. 

Due to the three-dimensional nature of a wing’s flapping 

motion, a 3D-model seems indispensable. However, the goal 

is not to simulate the flow around flapping wings as 

accurately as possible, but to develop an engineering tool to 

perform quick calculations to aid the MAV wing design. 

Therefore, the long computer time which is usually 

associated with these 3D-calcuations, would certainly 

discourage such use. Hence, the choice was made for a two-

dimensional unsteady potential code, which solves relatively 

quickly.  

B. Model discrepancies 

Obviously, this aerodynamic model can only crudely 

approximate the conditions of a real flapping wing.  

Firstly, the two-dimensional nature of the model implies 

that it can only simulate a 2D-airfoil kinematic. Hence, in the 

model a two-dimensional airfoil heaving motion will stand in 

for the wing’s three-dimensional flapping motion. 

Consequently, no tip effects are incorporated in the 

calculations.  

Secondly, the model only deals with rigid airfoils whereas 

real wing prototypes may display a pronounced elastic 

deformation during one flapping cycle. To deal with this 

effect, the airfoil heaving motion is combined with a pitching 

motion around the leading edge. It is important to notice that 

for a real wing this pitching motion results in a passive way 

due to inertial effects and flow forces. In the model, however, 

this pitching motion is a kinematic which needs to be 

imposed explicitly. 

These discrepancies immediately point out the strengths 

and restrictions of the model. This model will probably serve 

well as a qualitative design tool to provide guidelines and to 

predict tendencies in order to enhance lift and thrust of a 

flapping wing. After all, the physics of three-dimensional and 

two-dimensional flows are not inherently different, so 

tendencies derived for 2D-airfoils will highly probably still 

apply for 3D-wings. Yet, it will be hard to relate individual 

numerical values of lift and thrust coefficients given by the 

model to lift and thrust forces of a real wing. Consequently, 

the model is not suitable for use as a quantitative design tool. 

C. Development and testing of a linear vortex element model  

Most unsteady panel codes use a discrete vortex 

distribution on the airfoil. In order to simulate the more 

difficult hover case, however, a higher order potential method 

is preferred.  In a first attempt, a potential method was 

developed based on the work of Lebental [1]. He presented a 

two-dimensional inviscid, unsteady panel code that uses a 

time-marching approach along with a freely convected 

trailing-edge wake to model flow around flapping airfoils. 

An airfoil is discretised into N panels with a linear vorticity 

distribution γ1 to γN+1. At each time step k a constant vorticity 

wake element γTE(k) is shed at the trailing edge. This results 

in N+2 unknowns. Tangential flow is prescribed at the centre 

of each panel, giving N equations. An unsteady Kutta 

condition that imposes zero pressure difference across the 

chord is applied at the trailing-edge, resulting in one 

additional equation. The conservation of circulation 

completes the set of equations. Due to the non-linear nature 

of the unsteady Kutta condition, the resulting set needs to be 

solved in an iterative way. A Newton method is used. 
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The described model assumes fully attached flow at the 

leading-edge. Yet, leading-edge vortex shedding appears to 

be important in flapping-wing lift creation, especially when 

the forward flight speed is reduced. Therefore, the model was 

expanded to include leading-edge separation by imposing an 

unsteady Kutta condition at the leading-edge. Consequently, 

at each time step k a constant vorticity wake element γLE(k) is 

also shed at the leading edge. Figure 1 shows schematically 

the discretisation of the airfoil along with its wakes. 

 

 

Fig. 1. Airfoil at time step k with linear vorticity distribution 

(blue arrows). The leading-edge wake (green) and trailing-

edge wake (red) consist of constant vorticity elements. 

 

Lebental performed a number of convergence tests for the 

case of fully attached flow, giving a good agreement between 

model output and test results. However, it is equally 

important to test the model for a case for which separation at 

the leading-edge is abundant. Therefore, an additional 

convergence test was carried out to check the model 

behaviour in such a case. A blunt object in a normal flow 

generates a Kármán vortex street, which is similar to the 

vortices shed by a flapping wing. Additionally, the normal 

flow past a flat plate is very well documented. Hence, this can 

serve as a test case for the model. If the model performs well 

for this test case, there is a strong indication that the model 

captures correctly the most important effects associated with 

leading-edge separation. 

For the simulation 50 airfoil panels and 100 time steps per 

period were used, over a total of 10 periods. Figure 2 shows 

the model’s visualisation of the wakes. The drag coefficient, 

expressed as a negative thrust coefficient, is shown in Figure 

3. As can be seen from this figure, there are two contributions 

to the drag coefficient. The blue dashed line is a contribution 

associated with the airfoil circulation and will be referred to 

as the static contribution. The green dashed line is a 

contribution due to fluid acceleration and will be referred to 

as the dynamic contribution. For the case of a flat plate in a 

normal flow, the mean value of the dynamic contribution is 

approximately zero. Hence, the main contribution to the 

mean drag coefficient is static. Averaging over cycles 5 to 10, 

a mean value of 1.77 is found for the drag coefficient. 

Experimentally, a drag coefficient equal to 1.98 is observed 

[4].  

The frequency of vortex shedding can be expressed in a 

dimensionless quantity as the Strouhal number. For a flat 

plate at 90 degrees angle of attack a Strouhal number of 

around 0.18 is experimentally found [4], whereas simulations 

give a Strouhal number of approximately 0.167, again 

averaged over cycles 5 to 10. Consequently, the model 

relative error of the mean drag coefficient and the Strouhal 

number is -10.6% respectively -7.2% for this test case. It 

should, however, be mentioned that these results may slightly 

vary depending on the number of airfoil panels and the 

chosen time step. 

 

 

Fig. 2. Model’s visualisation of a Kármán vortex street 

behind a flat plate in a normal flow. The units on both axes 

are equally spaced spatial coordinates. 

 

 

Fig. 3. Drag coefficient in function of time, expressed as a 

negative thrust coefficient, of a flat plate at 90 degrees angle 

of attack for a model with linearly varying bound vorticity. 

The results of cycles 5 to 7 are shown. The blue dashed line is 

the static contribution, the green dashed line is the dynamic 

contribution. The red line shows the sum of both. 

 

Nonetheless, this model has an important drawback. The 

non-linear nature of the Kutta conditions negatively 

influences the model’s robustness. For oscillatory airfoil 

motions, the flow in the vicinity of the leading edge changes 

violently during the transitions from upward to downward 

motion and vice versa. During these flow reversal phases, the 

iterative Newton method may not converge at times. 

Especially when the forward flight speed is strongly reduced, 

i.e. near-hover conditions, convergence issues arise. 
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It can be concluded that converence problems prevent 

solutions in near-hover conditions, which ironically are the 

conditions were this model should outperform lower order 

methods. In the next subsection such a lower order method is 

developed which benefits from linear equations and, 

consequently, higher robustness.  

D. Development and testing of a discrete vortex element 

model  

A discrete vortex model was developed, based on the work 

by Katz and Platzer [2]. Zdunich et al. [3] already developed 

a similar model as part of the Mentor project. The bound 

vorticity on the airfoil is now modelled using discrete point 

vortices. 

Clearly, a discrete vorticity distribution is less accurate 

than a linearly varying vorticity distribution, which makes 

this model not appropriate to simulate (near-)hover 

conditions. However, for the discrete vorticity distribution the 

Kutta conditions are already satisfied and need not to be 

stated explicitly. Therefore, this model yields a linear set of 

equations which can be solved by a matrix inversion. This 

adds significant robustness to the model. The airfoil 

discretisation for this model can be seen in figure 4. The 

same convergence test was also performed for this discrete 

vortex model. The drag coefficient of the flat plate is shown 

in figure 5. Again, for the simulation 50 airfoil panels and 

100 time steps per period were used, over a total of 10 

periods. 

When comparing figures 3 and 5, it is clear that the 

discrete vortex model yields less smooth instantaneous force 

coefficients than the linearly varying vortex model. The mean 

drag coefficient for this model, averaged over cycles 5 to 10, 

is 2.21 and the Strouhal number is 0.156. So, the model 

relative errors are respectively +10.5% and -13.3%. Again, 

these results may vary slightly depending on the number of 

airfoil panels and the number of time steps per period. 

 

 

Fig. 4. Airfoil at time step k with discrete vorticity 

distribution (blue arrows). The leading-edge wake (green) 

and trailing-edge wake (red) consist of discrete point vortices. 

 

Fig. 5. Drag coefficient in function of time, expressed as a 

negative thrust coefficient, of a flat plate at 90 degrees angle 

of attack for a model with discrete bound vortices. The results 

of cycles 5 to 7 are shown. The blue dashed line is the static 

contribution, the green dashed line is the dynamic 

contribution. The red line shows the sum of both. 

E.Comparison of both models 

Aside from the smoothness of the model output, the results 

of this simple convergence test are inconclusive to determine 

which model is best. Both models give results that are in 

reasonable agreement with empirical data of a flat plate in a 

normal flow.  

In theory, the linear vortex element model should 

outperform the discrete vortex element model for oscillatory 

airfoil motions, especially in (near-)hover conditions. 

Convergence issues, however, counteract this advantage. 

Thus, the discrete vortex element model will be used for 

further simulations as its good robustness is a clear asset for 

an engineering tool. 

 

III. MODEL RESULTS 

A.Flapping frequency 

The flapping frequency, or the non-dimensional Strouhal 

number, strongly influences the energy efficiency of the 

flapping cycle. Taylor et al. [5] showed that the Strouhal 

number for natural flyers seems to be constrained to the 

narrow range of 0.2-0.4 as this corresponds to the highest 

power efficiency. Yet, most MAVs flap at much higher 

frequencies, corresponding to Strouhal numbers of around 1. 

This results from the fact that present-day MAV wings do not 

generate sufficient lift and thrust to support the MAV weight 

at this optimal working point. Therefore, in all further 

simulations, a Strouhal number of 1 will be used.  

B. Thrust force and heaving-pitching phase lag 

Both heaving and pitching motion are modelled as a 

sinusoidal function with frequency equal to the flapping 

frequency. However, there may be a phase lag between 

heaving and pitching motion. To determine the optimal 
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phase difference Δ between heaving and pitching motion, a 

series of simulations with different values for Δ was 

performed. Figure 6 shows schematically the possible values 

for Δ. For these simulations 50 airfoil panels and 100 time 

steps per period were used, over a total of 10 periods. The 

heaving amplitude was chosen equal to the airfoil chord 

length, and the pitching amplitude is 20°. Figure 7 shows for 

all simulations the thrust coefficient, averaged over cycles 5 

to 10. As the mean angle of attack over one period is zero, 

there is no significant lift created by these airfoil motions. 

 

 

Fig. 6. Four different values of the phase lag Δ between 

heaving motion (blue) and pitching motion (red). The green 

lines represent the airfoil at each step of the cycle. 

 

 

Fig. 7. Mean thrust coefficient of a combined heaving and 

pitching motion with heaving amplitude equal to the airfoil 

chord, and pitching amplitude equal to 20° and for different 

values of the phase difference between heaving and pitching 

motion. 

 

The results in figure 7 clearly show that a phase lag 

between heaving and pitching motion of 90° yields maximum 

thrust force. This can be achieved in a passive way by 

constructing a wing out of a flexible membrane and a stiff 

leading edge. The wing stiffness can be further manipulated 

by adding one or more stiff elements to the wing surface in 

order to optimise the elastic deformation. 

In a next step, a series of simulations was performed for 

pitching amplitudes going from 0 to 45°. The simulation 

conditions remain the same as in the previous case. 

Additionally, a phase lag Δ of 90° is now used (and in all 

further simulations). Figure 8 shows an approximately linear 

relationship between pitching amplitude and thrust 

coefficient, favouring high pitching amplitudes. This result 

again stresses that the wings should be highly flexible around 

the leading-edge, allowing passive pitching.  

 

Fig. 8. Mean thrust coefficient of a combined heaving and 

pitching motion for various values of the pitching amplitude. 

The heaving amplitude equals the chord length. 

C. Lift force 

The airfoil kinematics from the previous subsection do not 

generate a mean lift force. In order to add lift, the airfoil can 

be placed under a mean angle of attack. According to Sheldal 

and Klimas [6], a flat plate positioned under a constant angle 

of attack yields a non-zero mean lift coefficient (and also a 

non-zero drag coefficient). A series of simulations of an 

airfoil placed under a constant angle of attack is carried out, 

and the results are compared to the results of Sheldal and 

Klimas. This is shown in figure 9. 

 

Fig. 9. Lift (red) and drag (blue) coefficient of a flat plate 

positioned under various angles of attack. The solid lines 

show the results of Sheldahl and Klimas. The red and blue 

markers are simulation results. 
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Subsequently, a similar series of simulations was performed 

but this time a heaving and pitching motion was 

superimposed on the constant angle of attack. The heaving 

amplitude is again taken equal to the airfoil chord length, the 

pitching amplitude is 20°. As in the previous simulations, 50 

airfoil panels and 100 time steps per period were used. The 

results are presented in figure 10. It is clear that now the drag 

coefficient becomes negative, i.e. a thrust coefficient, due to 

the combined pitching and heaving motion. The lift 

coefficient, however, does not increase significantly 

compared to the case of a constant angle of attack. A low 

angle of attack (close to zero) yields the highest thrust 

coefficient but almost no lift force. When the angle of attack 

approaches 45°, the lift coefficient becomes maximum 

whereas the total thrust coefficient drops due to the increased 

airfoil drag. Hence, it seems optimal to fly at a moderate 

angle of attack of around 20°-30°. At this point the lift is 

already sufficiently high and the airfoil drag is still 

acceptable. 

 

Fig. 10. Lift (red) and drag (blue) coefficient of a flat plate 

positioned under various angles of attack with a 

superimposed pitching and heaving motion. The red and blue 

markers are simulation results of mean lift and drag 

coefficients respectively. The solid lines represent the results 

of Sheldahl and Klimas (no heaving and pitching motion). 

IV.CONCLUSION 

The first part of this paper presented two 2D mathematical 

models using an unsteady potential code to model the flow 

around a flapping airfoil with leading-edge separation. One 

model used constant vorticity elements for the wakes and 

linearly varying vortex elements for the bound vorticity. This 

model should be more accurate, especially in (near-)hover 

conditions but convergence problems counteract this 

advantage. The second model uses discrete point vortices to 

model both bound and free vortices. This model has an 

excellent convergence due to its linear set of equations. Both 

models were able to predict within 15% of accuracy both the 

drag coefficient and the Strouhal number of the flow around a 

flat plate in a normal flow.  

The simulation results provide a number of guidelines for 

the further MAV wing design. Firstly, there should be a lag 

between heaving and pitching motion of a quarter period. 

This can be achieved passively by constructing a wing out of 

a flexible membrane and a stiff leading edge. Secondly, the 

thrust coefficient increases in an approximately linear way 

with the pitching amplitude. This again indicates that the 

wing should be highly flexible around the leading edge. 

Finally, the wings should be positioned under a mean angle 

of attack of around 25° to generate sufficient lift, without 

sacrificing much of the thrust.  
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Abstract— The current environmental and economical is-
sues lead most of the technological sectors to review their be-
havior towards energy consumption. Within the framework
of the aeronautical industry, the aim is not only to reduce
the specific fuel consumption of aircraft, but also the oil con-
sumption. Currently, a lot of research is performed towards
this reduction, and a part of the solution is a renewal of the
propulsion system. To help the aircraft engine companies
to go through this evolution, the auxiliary equipments also
have to be adapted to those new propulsion systems. This
involves the development of new cooling and lubrication so-
lutions. This paper will focus on the separation of air and
oil in the lubrication system and on the reduction of the oil
consumption. It will also present the current technologies,
the solutions chosen to reach the goals and the numerical
challenge of two-phase flow simulations.

Keywords— Aeronautics, Aircraft Lubrication, Two-
phase flows

I. INTRODUCTION

NOWADAYS , multiphase flows are more and more
studied, whether it is in the area of computational

fluid dynamics or experimental studies. This interest
occurs because many applications use multiphase flows.
Therefore, with the current ecological and economical
pressures, the topic of multiphase separation is showing an
increasing potential. Separators able to extract one phase
from another are used in multidisciplinary areas, like the
extraction of oil with cylindrical cyclone separators [1], in
oil refining with horizontal gravity separators [2] , in pipes
going to pumps used in the nuclear area [3], in air sepa-
ration for two-stage to orbit launchers [4] or in lubrication
areas like aircraft lubrication systems [5].

It is in this last area that our work will find its place. Lu-
brication systems of classic aircraft engines are composed
of oil feeding system and scavenge systems. The presence
of air in the bearing chambers causes the presence of an
air-oil mixture in the scavenge system. In order to ensure
good performance for the oil pumps, the air has to be sep-
arated from the oil. A good separation process also rejects
lesser oil into the atmosphere. Moreover, the next gen-
eration of turbofans have to reduce their specific fuel con-
sumption, and this reduction goes through an improvement
of the lubrication systems. That is why the ATM depart-
ment is studying a lot of different concepts to separate the

air-oil mixture.
A rotating separator, that also acts as a pumping system,

is currently studied and is already at his third prototype
testing. Solutions are also considered to replace the current
separation systems, by a Vortex separator or by some more
simple separators like plate separators, . . . There are two
ways to study those concepts: Computational Fluid Dy-
namics (CFD) or experimental studies. Both ways are cur-
rently evaluated. In this paper, we present the test benches
developed for the rotating separator and the vortex separa-
tor. Those benches are now running with water and air, as
the water at ambient temperature has almost the same vis-
cosity as the oil used in turbofans. The measurement tech-
niques are also discussed. A multiphase flow CFD method
is also presented.

II. ROTATING SEPARATOR TEST-BENCH AND

VISUALIZATIONS

THE ATM department is developing an innovative sys-
tem to pump and separate a two-phase flow that could

be used for many applications where there is a need of ex-
tracting a phase of a multiphase flow, before the flow goes
through a pump. This includes oil extraction, flow in nu-
clear pumps, and flows in aircraft gas turbine engine lu-
brication systems. The separation is performed in the first
part of the machine, which is axial. The separated flow
goes then into a centrifugal part that ensures the pumping
function. The separation uses the same forces as the ones
acting in the vortex separator, which is discussed later on.
To support this development a test bench was built at the
ATM laboratory.

A. Test bench

The application needs to have a two-phase flow at the
entrance of the separator. The bench is, therefore, pro-
viding a water/air mixture, in different proportions. The
mixing chamber receives on one side air from a compres-
sor and on the other side water from a tank. The flow rates
are fixed by hand valves. The mixing chamber’s output
is then connected to the prototype. The exits of the sep-
arator are then forwarded to measurement apparatus. The
water outlet, for example, is redirected to a visualization
cell. Figure 1 shows a sketch of the separator test bench.
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Fig. 1 The rotating separator test bench.

B. Visualizations

A visualization test cell is still in development at the
ATM department. The flow coming from the exit of the
separator goes through a plexiglas tube that is designed
with a cross section tacking into account the flow velocity
and the cell thickness and width. The background is made
of white sheets of paper illuminated by lights. In future
works, a negatoscope is going to be used for the visual-
ization. The first tests were performed using a webcam
but the results were not satisfactory, as the bubbles are too
fast to be captured with the frame rate of a webcam. With
a digital camera the results are more concluding. A pro-
gram is then used to compute the surface and volume of
the air bubbles. Those datas are used to compute the vol-
ume fraction of air in the water and so, the separation effi-
ciency. Figure 2 shows the test cell and Figure 3 a picture
obtained from this cell.

Fig. 2 The visualization cell.

III. VORTEX TEST BENCH

AT this stage of the study, the performance of the ro-
tating separator are very good, but in non-stationary

phases, one of the exit can have a large increase in the air
or oil flow. Also, it can appear in future developments that

Fig. 3 The visualization cell results.

one of the outlets of the rotating separator is not efficient
enough. Therefore it is interesting to see the performance
of a separator that would be located after the rotating sep-
arator. At this stage of the study, the separator is a, well
known, vortex separator. A vortex separator works in a
very simple way: the centrifugal forces acting because of
the tangential inlet separate the water and the air [6]. The
air goes in a counter-vortex flow through the vent located
at the top of the separator, while the water leaves through
the lower exit and falls into the oil tank. This separator
is cylindrical with a tangential inlet of 50mm and made
of plexiglass. The exit is composed of gaps located all
around the bottom of the separator. An interesting point of
this prototype is that we can change the length of the vent
tube and the length of the cylindrical separation room, as
it is well known that those two parameters are of big im-
portance in the performance of the separator [6] [7].

A. Adaptation of the test bench

With the available theoretical models, it is difficult to
estimate in a quick way performance of a vortex separa-
tor if it does not fit into the scope of the empirical corre-
lations developed for other vortex separators. The Bart,
Muschelknautz, Meissner and Loffler , . . . models, which
are compared in [8], are not easily connected to the real-
ity of gas-liquid flows for which you do not exactly know
the kind and size of the air bubbles (stratified flow, bubbly
flow, . . . [9]).

CFD simulations, already performed on two-phase flow
vortex separators ([10] [11]) are also not easy. This is
why we decided to, at first, perform experimental tests
that would be the fastest way to get results, as we had
an already built vortex separator and the test bench of the
rotating separator. This vortex separator is designed for
much higher water and air flows than the rotating separa-
tor. Therefore, a pump going up to 180 m3

h and installed
next to the rotating separator test bench is used. The same
air compressor is used, but as it is limited to 10 bars, we
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can only provide the desired air flow during short periods
of time. This makes the test campaign challenging, as ev-
erything has to be done quickly. This is made easier by the
Labview program that gets all the entrance data’s like the
pressure, the flow, the temperature, . . . automatically. The
outlet of the water tank is then redirected to a plexiglas
tube where we can see if there are still some air droplets
left. A view of the vortex separator, its tank and a part of
the test bench is showed on Figure 4.

Fig. 4 The vortex separator test bench.

B. First results

Previous results showed that the separator, for an air-
water ratio of 3,9 and with an inlet of 50mm, has 99,9%
of the air leaving the separator through the vent tube. The

air
water ratio at the tank outlet is about 0,061. So it is a very
good way to separate a flow at that ratio.

Measurements in multiphase flow are not an easy mat-
ter. One could use settling techniques as an easy way to
measure how much air there is at the water outlet of the
separator. But, this is not easily implemented in our sepa-
rator, as there are not enough air droplets in the flow to see
a decrease of the water level in the settling vessel. The test
results mentioned earlier were possible by filling the set-
tling vessel during 50 minutes. In our installation we can
only provide the desired air flow during 1 minute, so this
technique is not really appliable. This is one of the reasons
why the visualization technique is currently studied at the
ATM department.

The visualization cell has to be adapted to be used in
this case, as the flow is quite different in speed and quan-
tity. For those reason, we used a visual check of the tank
outlet and, for the first tests, the flow goes through a plex-

iglas tube where we can see the air droplets. The air-water
flow is coming from the rotating separator previously dis-
cussed. This means that it is plugged on one of the rotating
separator outlets and that it will receive a lot of air, or a lot
of water. The goal of those tests is thus to see how the
vortex separator reacts with low and high ratios.

While the separator’s tank is being filled, the test bench
goes through a non-stationary state were a lot of air is ex-
pulsed through the outlet, as can be seen on Figure 5. Once

Fig. 5 Plexiglass visualization during the start of the tests.

a stationary state is achieved, visual checks at the plexi-
glass tube show a good separation during a couple of sec-
onds. There are only a few, and very small, air bubbles
leaving through the exit. After this short period of time,
a vortex is created in the water remaining in the tank, as
can be seen on Figure 6. This vortex is responsible of an
important increase of the air flow at the water outlet. The
air comes straight from the free surface of the water in the
tank, to the exit, through the center of the vortex tube. An
improvement for the next test sessions would consist in the
installation of a plate above the outlet, to prevent the ap-
parition of this vortex.

Fig. 6 The vortex created in the separator tank.
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IV. OTHER TECHNOLOGIES

THE cyclone, or vortex separator, presents a good sep-
aration efficiency and is used in a lot of applications.

Nevertheless, its geometry complicates the integration in a
closed volume, like an engine oil tank. In terms of fabri-
cation and machining facility, it can be interesting to ex-
plore which other technology can realize the same separa-
tion function between liquid and gas. Especially, we are
interested in a non-moving structure that realizes the sepa-
ration quickly and in a minimum space requirement.

If we look through the literature, information can be
found in different sectors as petroleum, nuclear, automo-
bile, etc. [12]. The natural gas buoyancy can be exploited
by increasing residence time allowing gas to escape the
mixture [13]. This is the principle of settling tank used in
petroleum industry [14]. Besides, at high temperature, de-
crease of liquid viscosity, convection forces and gas bub-
bles expansion enhance gas buoyancy. Separation is then
promoted. However, introduction of residence time used
in this way would lead to a growth of the volume require-
ments for the oil tank. Another solution to promote gas
buoyancy is the use of baffles [15]. Different kinds of baf-
fles are found in the literature: horizontal, vertical, curved.
The horizontal baffles create a funnelled path for the in-
coming flow; this one is then slowed down and gas bub-
bles can rise up by buoyancy. In general, the end of the
baffle is immersed into the tank to avoid re-mixture [15].
In the same idea, the vertical baffles decelerate and spread
the incoming gas-liquid mixture to let the gas escape via
buoyancy [15]. Curved plates, as shown in Figure 7, are
called momentum breaker devices [16]. The multiphase
fluid entering in the tank is then rudely slowed down and
separation occurs : gas with liquid drops goes in the upper
part and liquid is diverted in the lower part of the tank [13].

Fig. 7 Horizontal Vessel Separator [17].

In the petroleum industry, other configurations can be
employed, as shown in Figure 8 taken from [18]. It can be
seen that a vertical baffle is used as an inlet diverter. This
one is placed just in front of the inlet section: it deflects
the incoming flow and diffuses its momentum to favour

gas/liquid separation. After that, a horizontal degassing
baffle provides separation between gas stream and liquid
volume. This baffle avoids re-mixture by protecting the
liquid surface from disturbance in the inlet section and
gives a supplementary residence time for the separation of
gas bubbles by buoyancy [18].

Fig. 8 Vertical Crossflow Separator [18].

The employed technology depends of the ratio between
the gas and liquid volumes. The previous technologies
concern liquid flow containing gas bubbles, but in a lot
of applications there are also gas flows with a low quan-
tity of liquid [19]. This kind of flow can be the separated
gas entraining removal liquid droplets. Typically, for those
flows, a demister is used [20]. It consists on a coalescer
media, for example a suite of undulating plates (see Figure
9), which deflect the air flow path and hold back the liquid
droplets, due to their higher density. By coalescence ef-
fect, this mesh type structure transforms the mist into big-
ger droplets that go down with gravity [21]. For bubbles
smaller than 15 µm, metal foam or fibreglass can also be
used as coalescer media [21]. The crossing velocity of the
flow characterizes the separation efficiency and is limited
by the re-circulation of bubbles after coalescence [21].

Fig. 9 Coalescing Media [18].
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V. NUMERICAL SIMULATIONS

TWO-PHASE flow simulations are a topic in develop-
ment, with the aim of representing in a more realistic

way the complex forces interacting between liquid and gas
molecules. As briefly shown before, multiphase flows are
present in many engineering devices. The design of these
devices is enhanced by the prediction of some flow char-
acteristics using numerical simulations [22]. In the sepa-
ration context, simulations would help to gain a better un-
derstanding of the hydrodynamic interactions between the
bubbles and the separation devices presented previously.
The CFD computation will be performed with the CFD
software Fluent/Ansys.

We present the main equations describing the fluid
movement and bubbles definition, as used in CFD software
tools. We consider an incompressible fluid flow, which is
completely filled with a substance of one phase (liquid)
and the other phase (gas) is only available as bubbles. They
are called progressive interface flows and the methods ex-
plained here to model the interface deformation are called
interface capturing [23]. These methods can also be used
to represent stratified, slug and plug flows, and other in-
teraction phenomenon as fragmentation and coalescence
[24]. They are limited to the prediction of interface which
scale is larger than the mesh resolution. An example of
computations by Level Set method can be seen on Figure
10.

Fig. 10 Example of computation by Level Set method -
bubbles collision [24].

We will focus on problems with fixed mesh and more
particularly on purely eulerian methods of front capturing
that constitute the Volume of Fluid method and the Level
Set method. We do not consider neither heat transfer nor
phase change.

In both cases, the velocity field computation of two-
phase flows is performed by numerical solution of only
one Navier Stokes equation (1) associated to a continuity
equation (2) to describe the fluid movement [24]:

ρ(
δui

δt
+u j

δui

δx j
) =− δp

δxi
+

δ

δx j
(µ(

δui

δx j
+

δu j
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δu j

δx j
= 0 (2)

where u is the velocity field, p the static pressure, and
fγ,i is an equivalent force representing the surface tension
forces.

To perform the interface capturing with the volume of
fluid method, a scalar variable function ψ(x, t) represents
the volume fraction of one phase in the mesh. It is de-
fined by the resolution of its advection equation (3) in the
velocity field calculated by equations (1) and (2) [24].

δψ

δt
+u j

δψ

δx j
= 0 (3)

The physical characteristics of the fluid ρ and µ are lo-
calized and instantaneous variables that can be expressed
by an average of each phase characteristic, weighted by
the volume fraction of the two fluids [24]. The volume
fraction computed could be seen as an average presence
rate in each cell: cells with volume fraction equal to 1 or
0 are only full of one phase, and the other cells are cut
by the numeric interface [24]. An interface reconstruction
method is then used, based on this volume fraction and on
the normal to the interface linked to the volume fraction
field. The VOF method presents a good mass conservation
[24].

The Level Set method also involves a scalar variable
ψ(x, t) which is called level set function, which is contin-
uous and continuously derivable [24]. This function has
no real physical representation; its transport is governed
by the advection equation 3 and the function is chosen in a
way that the surface ψ(x, t) = 0 is the interface. It could for
example be a signed distance to the interface [23]. Thus,
this method does not need an interface reconstruction. An-
other advantage is the easy determination of the derivatives
but the mass conservation is not always performed when
the bubble boundaries are strongly twisted [24].

VI. CONCLUSIONS AND FUTURE WORKS

THIS paper has treated the topic of multiphase flows
and, in particular, the gas-liquid separation technolo-

gies. Nowadays, the most encoutered separation device is
the cyclone separator. Its separation is quite efficient but in
some cases, like in aircraft oil tanks, they present some dif-
ficulties of integration in a small and closed volume, that
leads to an increase of cost production. The main concern
of this paper was to indentify and present alternatives to
this classical separator.
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A first explored device is a rotating separator that groups
the pumping and separating functions. This prototype is
already well elaborated and the first tests showed a good
efficiency in liquid quality but improvements have still to
be done for the air outlet. In this context, the cyclone sep-
arator has thus been tested with flow rates and gas/liquid
ratios conditions similar to those at the outlet of the rotat-
ing separator. In this unusual gas/liquid ratio, we shall see
if the separation function is as efficient as in normal con-
ditions. The first test results showed that the cyclone sep-
arator seems to be a viable solution, but the test sequence
has still to be improved. The point was also made on mea-
surement techniques, as our air flow rate doesn’t allow to
use the simple settling techniques, and the first results of a
visualization measurement method were presented.

This paper also focused on more simple separation tech-
nologies as plates and baffles and some solutions were pre-
sented. The first steps of numerical simulation were also
presented in the paper. Indeed, they will help to get a bet-
ter understanding of the interaction between bubbles and
the separator structure.

In future works, the challenge will be to find out if such
devices can deliver performance that are as good as the
ones of the cyclone separator. This design research will be
done with the help of test benches but also with numerical
simulations. An another part of the work will look for im-
provement or a more fundamental re-degisn of the vortex
separator to look out if it can replace the separation func-
tion of the rotating separator.
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Abstract: Torsional Stall Flutter (TSF) is a one degree of 

freedom, self-excited phenomenon induced by the periodic 

separation/re-attachment of the flow around a body. The 

present paper proposes an experimental investigation of TSF 

on a bridge deck. A section model free to oscillate in torsion 

is tested in a low-speed wind tunnel. Static and dynamic tests 

are performed to enable a complete interpretation of the 

phenomena involved. For low airspeeds, the Karman vortex 

shedding excites the structure, resulting in small oscillations 

at the vortex shedding frequency. For high airspeeds, the 

deck undergoes Limit Cycle Oscillations (LCO) due to the 

TSF phenomenon. Nevertheless the Karman vortex 

shedding excitation is still present and appears in the 

measured forces signals. Peaks and troughs in the lift 

coefficient are detected for each pitching period. They are 

interpreted as the separation/re-attachment of the flow 

around the deck. The large amplitudes motion of the deck 

undergoing TSF reduces the amplitude of the aerodynamic 

lift coefficient. 

Keywords:  Nonlinear Aeroelasticty, Stall flutter, Bridge  

 

I.INTRODUCTION 

 

Civil engineering structures, especially bridge decks have 

received particular attention concerning their aerodynamic 

and aeroelastic behavior since technological progress led to 

slender and flexible structures [1], [2].  

Even though modern bridge decks are becoming more and 

more streamlined, the flow field remains separated around 

most of the deck surface, even at zero angle of attack of the 

wind on the structure. Therefore, bridge decks are considered 

as bluff bodies from the aerodynamic point of view. Add-ons, 

such as security railings and wind shields, placed on the upper 

side of the deck prevent any type of attached flow over it [3].  

The complex behavior of the separated airflow around a 

body creates fluid-structure interactions that can lead to 

nonlinear aeroelastic phenomena. 

Generally the aeroelastic effects taken into account in 

bridge engineering are classified in three main categories [1]: 

• Vortex-shedding; 

• Galloping: Including Across wind galloping and 

Wake galloping; 

• Flutter; 

The Flutter class can be further subdivided into: classical 

two degree of freedom flutter, torsional flutter (with attached 

flow), panel flutter (typically applied to bridge elements) and 

single degree of freedom flutter. The latter type treats 

detached flows for vertical flexion and torsion degrees of 

freedom. 

The present work proposes an experimental analysis of the 

one-degree of freedom stall flutter applied to a generic bridge 

deck. The torsional degree of freedom is analyzed and the 

aeronautical term Torsional Stall Flutter (TSF) is used to 

describe the phenomenon. 

Two types of tests have been carried out: static and 

dynamic. The combination of the static and dynamic tests 

results allowed the study of the TSF phenomenon in isolation 

from the other aeroelastic effects. The main characteristics of 

TSF are highlighted through the analysis of the motion of the 

deck (torsional frequencies and amplitudes) and through the 

aerodynamic forces induced by the oscillating stalled flow 

field around the body. 

 

II.STALL FLUTTER PHENOMENON 

 

Stall flutter is a motion-dependant phenomenon, 

characterized by flow separation and reattachment over the 

surface of the body at least once during an oscillation period. 

This complex flow field is responsible for large variations of 

the aerodynamic loading acting on the structure. The 

interaction between this aerodynamic loading and the 

restoring forces of the structure leads to self-excited motions 

such as Limit Cycle Oscillations (LCO). 

The resulting LCO is a non-linear motion characterized by 

its oscillation frequency and amplitude. Different types of 

LCOs may exist because of the non-symmetric shape of the 

bridge's deck and its sharp angles. The source of non-linearity 

in the TSF phenomenon is aerodynamic only.  

Investigations of stall flutter started in the early 1950's for 

propeller blades [4], [5]. Further analyses were carried out on 

compressor blades of gas turbines and on helicopter blades 

[6]. Stall flutter has also been investigated for space reentry 

vehicles, [7] and wind turbines, [8]. 

Torsional stall flutter has long been associated with 

dynamic stall. Dynamic stall is defined as the abrupt loss of 

lift and pitching moment acting on a body undergoing 

imposed high amplitude oscillations, following the shedding 

of a powerful vortex at the leading edge. Torsional stall flutter 

is a self-excited oscillation caused by the interaction of the 

dynamic stall phenomenon with a flexible structure that has at 

least a torsional degree of freedom. 

Recently, experimental studies of airfoils by Li and 

Dimitriadis [9] identified two types of motion induced by 

Torsional Stall Flutter on a symmetric wing section: 

symmetric LCOs and asymmetric LCOs. Symmetric LCOs 

Wind tunnel investigation of the stall flutter oscillations of a bridge deck 
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were caused by a classical TSF mechanism whereas 

asymmetric LCOs were the result of the interaction of static 

torsional divergence with dynamic stall. Experimental 

investigations by Poirel [10] studied the effect of the Reynolds 

number on a pitching airfoil. Interesting observations are 

made about the type of flow separation that can cause the 

wing oscillations. 

An analytical study of the stall flutter phenomenon was 

undertaken by Sarkar and Bijl [11] among others. In their 

work they use a semi-empirical model of the aerodynamic 

forces during stall, developed experimentally by Onera [12]. 

Furthermore, vortex particle methods have been used to 

simulate detached flows around moving bodies by a number 

of researchers (e.g. Spalart [13]). These 2D models, linked to 

a structural model render possible the investigation of simple 

2D bodies undergoing TSF. This method was recently 

implemented for the study of bridge decks by Taylor and 

Vezza [14]. 

 

III.EXPERIMENTAL SET-UP 

 

The present experiments were carried out in the wind tunnel 

of University of Liège. This atmospheric wind tunnel can 

reach airspeeds up to 65m/s in closed loop configuration. The 

rectangular test section measures 1.8m in width by 1.5m in 

height. The level of turbulence of the incoming air is below 

0.5%. All tests were carried out without adding turbulence in 

the oncoming flow field. 

A. Bridge model and supporting system  

A generic bridge is studied in the present work (Fig. 1). It is 

composed of a trapezoidal beam supporting the traffic deck. 

Wind screens are added to both sides of the bridge. The 

equivalent porosity of these screens is 42%. 

 The model is a section type model. It is 0.317m wide by 

1.2m long, fitted with end-plates to approximate two-

dimensional flow around the structure (Fig. 2). 

The section model is supported by a structure allowing 

static and dynamic tests. The structure was designed following 

the principle developed by Sarkar [15]. An aluminum axis 

passes through the plane of symmetry of the bridge deck, 

supported by two bearings. The center of this axis lies 2.7cm 

below the upper surface. 

Static tests were performed using force and torque sensors. 

The model was statically restrained and lift, drag and pitching 

moment were measured. 

The dynamic tests were performed by allowing a pitch 

degree of freedom, restrained by springs. The supporting 

system allows heave, in-plane and pitch motion. In the present 

work, only the motion of the pitch degree of freedom was 

free. 

The pitch restoring force was provided by two extension 

springs and a lever arm clamped to the pitch axis of the deck. 

Two lever arms of different lengths were used (0.39m and 

0.50m). The corresponding identified modal parameters were: 

• Low Stiffness (LS) case:  2.12 Hz / 1.6% 

• Higher Stiffness (HS) case: 2.70 Hz / 1.8% 

The polar moment of inertia of the bridge deck around the 

pitch axis is 0.15kgm
2
/m. 

B. Measurements 

Forces and torques measurements of the airflow on the 

structure were performed using traction/compression sensors 

and a torque sensor. Force and moment response signals were 

recorded for periods of 10 seconds. Motion measurements 

were carried out using PCB accelerometers with an operating 

frequency range from 0 to 300Hz and an acceleration range 

from 0 to 20g. Airflow measurements were performed using a 

one-component hotwire probe. For all measurements, the 

acquisition rate was set to 1kHz. 

 

IV.RESULTS 

A. Static results 

The aerodynamic coefficients of lift, drag and pitching 

moment were measured for angles of attack varying between -

14° and +30°. The airflow velocity was set to 20m/s for each 

angle of attack. The pitching moment was defined positive 

nose up. 

Fig. 3 presents the variation of CL, CD and CM with the 

angle of attack. The slope of the curve of CL is positive up to 

and angle of attack of 5°. From 5° to 16°, it is negative and the 

value of CL abruptly falls from 0.5 to 0 for higher angles of 

attack. From 20° to 30°, the lift coefficient increases slightly 

to positive values.  

The drag coefficient CD has a maximum value of 0.58 for an 

angle of attack of 14°. The CD is relatively flat; to a first 

approximation it could be said that CD remains unaffected by 

the angle of attack. 

The pitch coefficient CM increases from -14° to 0° but 

remains approximately constant from 0° to 30°. 

B. Strouhal identification 

The Strouhal number was measured at several angles of 

attack of the deck. The deck was fixed in the flow field and a 

hotwire probe was placed one chord downstream of the 

trailing edge. The probe measured the variation of the 

streamwise component of the velocity. The measured signal 

was further analyzed in the frequency domain to identify 

periodic phenomena in the wake of the static deck. The wind 

tunnel airflow velocity was set to 23m/s for each angle of 

attack. 

Fig. 4 presents the variation of the Strouhal number for 

angles of attack varying between -10° and +10°. The 

difference between the Strouhal numbers at -10° and 10° 

reaches 24%. It can be explained by the modification of 

geometry, impacting the behavior of the flow around the deck, 

which in turn affects the vortex shedding process. 

The definition of the Strouhal number (St = f D / U) gives 

an estimation of the shedding frequencies for different 

airspeeds. This estimation considers that the effect of the 

Reynolds number on the Strouhal number is weak. This 

assumption is realistic for bluff-bodies with sharp edges, 

especially in the narrow Reynolds number range considered in 

this study (1.2e10
5
 to 4e10

5
). 

The estimation of these frequencies will be used further to 

explain observations made in the pitch response signals 

measured during the dynamic tests. 

91



C. Dynamic results 

The dynamic experiments comprised two main aspects. 

First the effect of the stiffness was studied by measuring the 

pitch motion of the deck only at various airspeeds. Then, for 

the lower stiffness set-up, the motion and the aerodynamic 

forces acting on the deck were measured simultaneously and 

analyzed. 

The rotation of the deck around its pitch axis was measured 

by accelerometers. As a consequence the centre of the 

oscillations, i.e. the pitch angle around which the oscillations 

were centered could not be measured: accelerometers cannot 

measure static deflections. Nevertheless, it was possible to 

estimate the oscillation centers by equating the restoring 

forces of the springs and the static aerodynamic torques, using 

the static results of section A. The results presented in the 

following section take into account this estimated static 

deflection. The initial angle of attack of the bridge deck 

relative to the incoming horizontal airflow was set to zero for 

all the tests. 

Fig. 5 presents the maxima and minima of the pitch 

oscillations of the deck with the lowest stiffness for several 

airflow velocities. The airspeed was initially 0m/s, increased 

to 19.1m/s, reduced to 6m/s and finally again increased to 

19.1m/s. 

From 0m/s to 13.4m/s (A to C in Fig. 5), very small 

oscillations around the static angle of deflection were 

observed. This static angle was 4.5° at 13.4m/s. When the 

airspeed reached 14.7m/s (point D), the deck suddenly started 

a large oscillating pitch motion between -5° and +15° around 

an equilibrium position of +5°. The airspeed was subsequently 

increased up to 19.1m/s (point E) while the oscillation 

amplitudes remained approximately constant around the 

corresponding static deflection angles. The airspeed was then 

reduced from 19.1m/s to 6.8m/s (point E to G) and the 

amplitude of oscillation did not change significantly. When 

the airspeed was set to 6.3m/s the deck suddenly stopped its 

large amplitude motion (point B). The airspeed was again 

increased and only small amplitudes were observed up to 

point H. When airspeed reached 12.8m/s (point I), the deck 

suddenly started to oscillate as described above at point D. 

While the amplitudes of oscillation recorded during the two 

occurrences of the phenomenon were very similar, the pitch 

oscillation onset airspeed was different, i.e. 14.7m/s the first 

time and 12.8m/s the second. It can be concluded that the 

onset mechanism for these oscillations is quite complex. 

Branch ABC is a decaying motion branch. The static 

deflection is due to the static aerodynamic pitching moment. 

Having said that, the motion on this branch features a small 

amplitude motion whose origins are presented in the 

following section. 

Branches GFE and G’F’E’ are stable LCOs. This self-

excited motion is due to the dynamic stall phenomenon 

occurring when the pitching angle reaches large values. For 

the maximal airspeed imposed in the wind tunnel, the deck 

oscillates between E and E’ in a motion centered around a 

positive pitch value. For lower airspeeds the oscillation are 

centered around a smaller pitch angle and the LCO is nearly 

symmetric around the zero pitch axis. 

Fig. 6 shows clearly that at airspeeds between 6 and 14m/s 

two types of motion are possible: decaying response or LCO. 

The motion that the structure will follow depends on the 

initial conditions. As the pitch angle is increased from 0
o
, the 

response levels are very low and the bridge remains on the 

decaying response motion (plot (a) in Fig. 6). When a 

particular value of the airspeed is reached (a bifurcation 

airspeed, around 13-14m/s), the motion suddenly switches to 

LCO (plot (b) in Fig. 6). Then, as the airspeed is decreased, 

the structure is already on the LCO branch and therefore 

remains on it (plot (c) in Fig. 6) until a secondary bifurcation 

airspeed of 6m/s is reached, at which point the response 

reverts to decaying (plot (d) in Fig. 6). 

Nonlinear dynamics theory requires that the stable LCO 

branch and the stable decaying motion branch must be 

separated by a branch of unstable LCOs. This unstable branch 

links point C and H to G and G’ and causes the dependence on 

initial conditions and the hysteretic behavior of the pitch 

oscillation amplitude. This branch was not identified 

experimentally during the wind tunnel tests described here; 

this identification will be undertaken in the course of future 

experiments. 

  

1) Effect of the pitch stiffness 

 

The pitch oscillation behavior of the high stiffness set-up is 

qualitatively equivalent to the low stiffness set-up. Both 

amplitude results are presented in Fig. 7. At point A, the 

airspeed was 6m/s and the deck oscillated very weakly around 

the static angle for each stiffness set-up. When the airspeed 

exceeded point B, the low stiffness set-up started suddenly a 

large oscillation motion, as described above.  For this 

airspeed, the high stiffness set-up was still at rest and no 

motion was observed. When the airspeed was further 

increased (exceeding point B’) the high stiffness deck started 

to oscillate between -15° and 20°. This behavior was 

reasonable, since the restoring torque applied by the springs 

was higher and more energy was needed to destabilize the 

system. 

Nevertheless the amplitude of oscillation of the high 

stiffness set-up is higher than that of the low stiffness set-up. 

This observation has not been explained yet.  

Fig. 8 shows the evolution of the frequency of the LCO 

motion of the deck with airspeed. Both stiffness set-ups are 

presented. It can be observed that the frequencies match the 

natural frequencies of the pitch degree of freedom for each 

stiffness set-up and are rather constant with airspeed. 

 

2) Aerodynamic forces and motion of the deck 

 

The variations of the lift and drag forces were measured 

simultaneously with the pitch response of the bridge deck for 

the low stiffness set-up. The main drawback of equipment 

used for these simultaneous measurements was the need to use 

pneumatic bushes to allow stiction-free force measurement. 

These bushes induce a certain amount of flexibility in the 

structure, resulting in a small degree of freedom in heave. 

This low amplitude motion was not measured. It should be 

mentioned that the aerodynamic pitching moment around the 

pitch axis  could not be measured since the pitch degree of 

freedom was set free. 

  Fig. 9 presents the maximal and minimal oscillating pitch 

values measured for this set-up. Three points corresponding to 
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three airspeeds and behaviors of the deck are selected and 

analyzed below. 

Point A represents a decaying motion condition. The 

pitching oscillations around the static equilibrium pitch angle 

(1.5°) are small as shown by the black curve in Fig. 10. 

Nevertheless high variations of lift and drag coefficients are 

observed for this airspeed. The upper plot in Fig. 10 

represents 3 seconds of measurement of the pitching angle, lift 

and drag coefficients. The aerodynamic coefficients are 

multiplied by 10 to fit on the same plot with the pitching 

angle. One can observe a beating phenomenon without 

periodicity. The lower plot of Fig. 10 is a zoom on a section 

of the upper one, showing the obvious in-phase variations of 

lift and drag coefficients. The main frequency component in 

the lift and drag signals is 14.0Hz. This frequency is far from 

the natural frequency in pitch of the system (2.12Hz). The 

excitation responsible for these forces variations is 

aerodynamic but different from the stall flutter phenomenon 

observed in the previous sections. The structure is excited by 

the periodic ejection of vortices in the wake and around the 

deck section. The Strouhal number was measured to be 0.16 

for zero angle of attack of the deck (see Fig. 4). According to 

the definition of the Strouhal number, one can estimate the 

frequency of vortex shedding. Using a characteristic cross-

dimension (D) of 0.1m and the airspeed at point A, 9.7m/s, 

one finds an estimated frequency of 15.5Hz. It can be 

conclude that oscillations of the aerodynamic forces are due to 

the shedding of small vortices behind the bridge deck; these 

oscillatory aerodynamic forces result in very low amplitude 

oscillations of the bridge in bridge. It can be theorized that 

this low amplitude bridge motion is due to the damping of the 

structure and to the low energy level of the small vortices shed 

in the flow field. 

Point B sits on the stable LCO characterized by pitch angles 

varying between -7° and 15° at an airspeed of 12.5m/s. The 

upper plot of Fig. 11 presents 3 seconds of measurement of 

the pitch angle, lift and drag coefficients (multiplied by 10). 

The pitching frequency is 2.1Hz, equal to the natural 

frequency of the pitch degree of freedom of the deck. The lift 

and drag signals contain two frequency components, one at 

the pitch oscillation frequency and one at the vortex shedding 

frequency. It is interesting to note that the lift and drag signals 

are not totally repeatable, each cycle is slightly different, 

although the main frequency components are the same. In 

order to observe the average the aerodynamic forces in a more 

deterministic manner, the lift and drag signals were period-

averaged, based on the period of the pitch oscillations. These 

period-averaged signals are presented in the lower plot of Fig. 

11. 

The first important observation is the presence of global 

peaks in the signals of CL and CD during the upstroke motion 

of the deck, before the maximal pitching angle. Both CL and 

CD decrease abruptly to their minimum values when the 

pitching angle reaches its maximum. During the down stroke 

motion the aerodynamic coefficients increase to stabilized 

values and the phenomenon repeats itself at the next pitching 

cycle. This high amplitude motion at the pitch oscillation 

frequency is characteristic of TSF. The time-delay between 

the displacement and the forces acting on the structure is due 

to the complexity of the stall and re-attachment processes. 

This complexity can also explain the low repeatability of the 

measured force signals. 

Second observation concerns the frequency content of the 

aerodynamic signals. The upper plot of Fig. 11 shows the 

periodic sequence of peaks and troughs repeated for each 

pitching oscillation. It also shows a higher frequency 

component in the signals. The corresponding frequency is 

14.1Hz and it can be attributed to the vortex shedding 

phenomenon, as explained for point A. Using the definition of 

the Strouhal number to estimate the frequency of vortex 

shedding leads to 20Hz when considering St = 0.16 

corresponding to the zero angle of attack. But the deck is 

pitching between -10° and 15° and the Strouhal definition 

may provide a rough estimation of the range of frequencies of 

vortex shedding. From the available data, the Strouhal 

numbers for -10° and 15° are 0.16 and 0.11 respectively. The 

frequencies range spreads then from 13.7Hz to 20Hz, which 

includes the 14.1Hz frequency component observed in the 

aerodynamic force signals. 

Point C sits on the stable LCO where the deck oscillates 

between -12° and 14°. The corresponding airspeed is 7m/s. 

The pitching frequency is 2.1Hz, identical to the pitching 

frequency at point B. The shape of the aerodynamic 

coefficients signals is similar to the shape obtained at B, but 

peaks and troughs do not occur at the same time. Peaks of CL 

and CD occur just before the maximal pitching angle while 

troughs occur just after the maximal pitching angle. 

The amplitudes of oscillation of CL and CD around their 

central values are the same for points B and C. The 

aerodynamic coefficients varying with time can be linked to 

the measured instantaneous pitching angles. The classical 

representation of the lift coefficient versus angle of attack of 

the structure is presented in Fig. 13. It shows the static lift 

coefficient identified in the first part of the study and the 

dynamic lift coefficients from the bridge deck free to pitch.  

Concerning the dynamic lift coefficients, the decaying and 

very small amplitudes oscillations (decaying motion branches) 

are plotted with red circles. Each circle corresponds to one 

airspeed value between 6m/s and 10m/s. In this range of 

airspeeds the effect of the Reynolds number is weak as it can 

be observed on the figure. Recall that for sharp-edged bluff 

bodies, the effect of the Reynolds number on the aerodynamic 

coefficients is not predominant since the behavior of the 

boundary layer is dictated by the sharp geometry of the body. 

The corresponding mean angle of attack is 1.7° and the mean 

lift coefficient is 0.76. These values fit well with the CL curve 

indentified during static experiments.  

The lift coefficients measured during large amplitude LCO 

motions are plotted in black in Fig. 13, for one selected 

airspeed corresponding to point B from Fig. 9 (v = 12.5m/s). 

The period-averaged oscillating lift coefficient measured at 

this condition is plotted against pitch angle. It can be seen that 

the dynamic lift oscillation occurs around the static lift 

coefficient curve. The maximal and minimal values of the 

dynamic CL are 2.1 and -1.2 respectively. This represents a 

ratio of 2.7 between the dynamic and static maximum lift 

coefficient. This order of magnitude between the dynamic and 

the static maximum CL has often been reported for airfoil 

experiencing stall flutter [16]. 

The maximum amplitudes of the lift coefficients of points 

A, B and C of Fig. 9 are comparable. These coefficients vary 
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between -2.5 and 3 for the three points. Nevertheless the lift 

coefficient signals of points B and C have an additional 

frequency component corresponding to the pitching 

oscillation of the deck. This results in an attenuation of the lift 

coefficients, transforming the periodic signal of point A (Fig. 

10) to signals like those recorded at points B and C (Fig. 11 

and Fig. 12) where the maximum and minimum amplitudes 

are only reached near peaks and troughs of the pitch 

oscillation. These maxima and minima are separated by a 

lower amplitude, higher frequency oscillation component. 

This component is characterized by a frequency around 15Hz 

and, for example, lift coefficient oscillation amplitudes around 

2. The co-existence of these two frequency components 

demonstrates the difference between the TSF oscillations of 

streamlined and bluff bodies. For streamlined bodies, such as 

wings and wing sections, the airflow is completely attached 

over part of the TSF cycle. Dynamic stall occurs as a result of 

the shedding of a large vortex at the leading edge, once or 

twice per cycle (depending on whether the oscillations are 

symmetric or asymmetric), [17].  

On this bridge structure, the boundary layer is never fully 

attached. Even when the bridge is kept static, there are large 

areas of separation and the flow around the bridge oscillates, 

shedding vortices into the wake. Once the TSF oscillations 

begin, the shedding of vortices continues at roughly the same 

non-dimensional frequency (Strouhal number). The difference 

is that now some of the vortices shed during a cycle are much 

stronger than others. The strongest vortex is shed just before 

the maximum pitch angle is reached. This vortex is the bluff 

body equivalent of the leading edge vortex that causes 

dynamic stall in airfoil sections. It is suspected that part of the 

energy of all the other vortices shed over a cycle is absorbed 

by this dominant vortex. Flow visualization experiments are 

required in order to confirm this assertion. 

 

V.CONCLUSIONS 

This paper investigates experimentally the behavior of a 

bridge deck free to oscillate in pitch. The objective is to study 

the TSF phenomenon that occurs due to the complex 

interaction between the stalled flow field and the pitch motion 

of the deck. 

The analysis of the motion of the deck revealed the 

existence of both decaying and LCO motions. Decaying 

motion is observed for low airspeeds when the deck starts 

initially from rest. It can be accompanied by a very low 

amplitude oscillation around the static deflection angle, at the 

vortex shedding frequency. The LCO motion is a large 

amplitude motion, centered on the static deflection angle. This 

LCO is observed at higher airspeeds and presents a hysteresis 

loop: when the airspeed is reduced below the LCO onset 

airspeed, the large amplitude motion persists. It stops when 

the airspeed is reduced quite a bit further. The unstable LCO 

branch that must link the stable LCO and decaying motion 

branches has not been measured experimentally and will be 

the subject of further investigations. 

The effect of the torsional stiffness of the deck on the TSF 

has been studied and it was observed that: 

• the onset of the phenomenon is delayed when 

increasing the stiffness; 

• the oscillation amplitudes are higher for higher 

torsional stiffness. This phenomenon has not been 

explained yet. 

• the TSF oscillation occurs at the natural frequency of 

the pitch degree of freedom (i.e. depends on the pitch 

stiffness).  

The simultaneous measurements of the aerodynamic forces 

and acceleration response of the structure allowed the 

observation of several interesting phenomena. As the 

aerodynamic pitching moment was not measured, the 

discussion presented in this work is based on the lift and drag 

forces only. 

When starting from rest, the structure oscillates with very 

small amplitudes and a frequency imposed by the vortex 

shedding process. 

For higher airspeeds, the deck jumps to the stable large 

amplitude LCO and the lift coefficient possesses two main 

frequency components:  

• a frequency component corresponding to the vortex 

shedding process, as for the small amplitudes motion. 

• a lower frequency component equal to the bridge 

deck’s pitching oscillation frequency. The ejection of 

major vortices when high amplitudes are reached can 

be interpreted as peaks and troughs in the lift and drag 

coefficient signals.  

The amplitudes of the lift coefficient of the deck undergoing 

small oscillations motion due to Karman vortex shedding or 

large oscillations motion due to TSF are comparable. The 

proposed explanation is that the large amplitude motion 

breaks the harmonic ejection of vortices and reduces the 

aerodynamic forces applied to the deck. 

In conclusion, this paper presents preliminary results and 

conclusion about TSF oscillations on a model of a bridge deck 

based on a set of experimental data. Further experimentation 

is required in order to fully describe the phenomenon. Several 

interesting aspects for further work have already been 

identified, including the estimation of the position of the 

unstable LCO branch and, thus the complete visualization of 

the bifurcation that gives rise to TSF oscillations. 

Furthermore, flow visualization of the flow around the bridge 

deck performing LCOs will shed light on the exact 

mechanism of vortex shedding and the formation of the 

dominant vortex once per cycle. 

 

VI.FIGURES 

 

 

Fig. 1. Generic bridge deck model. 
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Fig. 2. Experimental set-up in wind tunnel. 

 

 

Fig. 3. Aerodynamic coefficients of the bridge deck. 

 

 

Fig. 4. Strouhal number for different angles of attack. 

 

 

Fig. 5. LCO amplitudes for the low stiffness set-up. 

 

 

Fig. 6. Time signals (low stiffness set-up). 

 

 

Fig. 7. LCO amplitudes for both set-ups. 
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Fig. 8. LCO frequencies for both set-ups. 

 

 

Fig. 9. LCO amplitudes. 

 

 

Fig. 10. Point A from Fig. 9. 

 

Fig. 11. Point B from Fig. 9. 
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Fig. 12. Point C from Fig. 9. 

 

 

 

Fig. 13. CL versus AOA 
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Abstract— A sensitivity analysis of a super-
sonic mixed-compression intake of a variable-cycle
turbine-based combined cycle (TBCC) engine is
presented. The TBCC engine is designed to power
a long-range Mach 4.5 transport capable of antipo-
dal missions studied in the framework of an EU
FP6 project, LAPCAT. The nominal intake ge-
ometry was designed using DLR abpi cycle anal-
ysis program by taking into account various op-
erating requirements of a typical mission profile.
The intake consists of two movable external com-
pression ramps followed by an isolator section with
a bleed channel. The compressed air is then dif-
fused through a rectangular-to-circular subsonic
diffuser. A multi-block Reynolds-averaged Navier-
Stokes (RANS) solver with Srinivasan-Tannehill
equilibrium air model was used to compute the
total pressure recovery and mass capture frac-
tion. While RANS simulation of the nominal in-
take configuration provides more realistic perfor-
mance characteristics of the intake than the cycle
analysis program, the intake design must also take
into account in-flight uncertainties for robust in-
take performance. In this study, we focus on the
effect of geometric uncertainties on the pressure
recovery and mass capture fraction, and propose
a practical approach to simulation-based sensitiv-
ity analysis. The method begins by constructing
a light-weight analytical model, a radial-basis func-
tion (RBF) network, trained via efficiently sampled
RANS simulation results. Using the RBF network
as the response surface approximation, stochastic
sensitivity analysis is performed using the analysis
of variance (ANOVA) technique by Sobol. This
approach makes it possible to perform a gener-
alized multi-input-multi-output sensitivity analysis
based on high-fidelity RANS simulation. The re-
sulting Sobol’s influence indices allow the design
engineer to identify dominant parameters as well
as the degree of interaction among multiple param-
eters, which can then be fed back into the design
cycle.

Keywords— Sensitivity analysis, surrogate model-
ing, ANOVA, mixed-compression intake, RANS

I. Introduction

IN the framework of LAPCAT, an EU FP6 Project,
several propulsion system concepts to power long-

range (anti-podal) civil transport missions are stud-

ied. One of them is a variable-cycle turbine-based
combined cycle (TBCC) engine. The mixed compres-
sion intake system was designed for the TBCC engine
in the previous studies. [1] [2] The nominal intake
geometry was designed using DLR abpi cycle analy-
sis program by taking into account various operating
requirements of a typical mission profile. It is made
up of three external compression ramps, two of them
movable, followed by an isolator section with bleed
channel. The compressed air is then diffused through
a rectangular-to-circular subsonic diffuser. The pri-
mary performance measures of supersonic intakes are
total pressure ratio and mass capture ratio. In this
study, a multi-block Reynolds-averaged Navier-Stokes
(RANS) solver with Srinivasan-Tannehill equilibrium
air model is used to compute total pressure recovery
and mass capture fraction.

While numerical simulations of the intake flowfield
yield performance with greater accuracy, one of the
concerns from a systems analysis point of view is the
verification of mass estimate of the intake system, in
particular against uncertainties when one takes into
account in-flight perturbations of the intake walls.
Thus, a more important question is rather the fea-
sibility of the proposed intake layout both from aero-
dynamics and structural points of view. On the aero-
dynamics front, there is the issue of startability and
stability. On the structural front, a proper mass esti-
mate is needed to ensure that the compression layout
is realizable within the mass budget allowed for the in-
take system. In this study we focus on the sensitivity
of the intake performance under geometric uncertain-
ties/perturbations, which can be later used to justify
the mass estimation allotted for the intake structure.

The approach taken in this study for the sensitivity
analysis is based on high-fidelity direct numerical sim-
ulations of the perturbed configurations, rather than a
simplified model as is often the case. The method be-
gins by constructing a light-weight analytical model,
a radial-basis function (RBF) network, trained via
adaptively sampled RANS simulation results. Using
the RBF network as the response surface approxima-
tion, stochastic sensitivity analysis is performed using
analysis of variance (ANOVA) technique by Sobol.
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Fig. 1. Air-Intake pressure recovery of LAPCAT-
M4 3ramp-mixed compression intake according to
abpi-calculation and intake-efficiency.

This approach makes it possible to perform a gen-
eralized multi-input-multi-output sensitivity analysis
based on high-fidelity RANS simulation. The result-
ing Sobol influence indices allow the engineer to iden-
tify dominant parameters as well as the degree of in-
teraction among multiple parameters, which can then
be fed back into the design cycle.

II. Preliminary Air Intake Design

The nominal configuration of the intake system was
designed previously by using DLR abpi cycle analysis
program as reported in [1]. The detailed mass esti-
mate was also performed and presented in [2]. The
variable-cycle engines, four in total with two engines
on each wing, are all fed by the two dimensional mixed
compression ramp intake system. The compression
system consists of three external ramps, two of them
(i.e. except the first ramp) movable, followed by two
cowl ramps, finally connected to an isolator section
whose purpose is to stabilize the terminal shock be-
fore the flow is diffused by a rectangular-to-circular
diffuser. DLR abpi analysis found the cruise point
pressure recovery of around 70% at Mach 4.5 as can
be seen from Fig. 1 (taken from [1]).

III. Sensitivity Analysis

This section describes the methodology for analyz-
ing sensitivity of the problem whose characteristics is
obtained by a series of computer simulations.

In sensitivity analysis, one tries to identify, quanti-
tavely as well as qualitatively effects of perturbations
in the input parameters on the outputs. The steps for
stochastic sensitivity analysis are as follows
1. Generate samples of geometric perturbation by de-
sign of experiments (DoE).

2. Run flow simulation at each sample location, and
evaluate the intake performance.
3. Train RBFN using the database of the input (per-
turbation) and the output (performance) samples.
4. Analyze the first-order sensitivity indices (Sobol in-
dices).

A. Design of Experiments

Design of experiments (DoE) is a procedure in
which the experimenter tries to capture as best as
possible the behavior of the problem at hand using
as few as possible number of experiment runs. In the
current context, the experiment is deterministic com-
puter simulations, therefore the objective is to use a
DoE technique to efficiently capture the output of the
simulations. A set of numerical simulation samples
are then used to construct a surrogate model. The
sampling algorithm used in this study is based on the
Latin Hypercube Sampling (LHS) method. It is a
stochastic sampling strategy and one of its advantage
is that it does not depend on the problem dimensions.
The fact that any sampling density can be chosen has
an important practical benefit, where the problem di-
mension, i.e. the number of design parameters, far
exceeds that which can be reasonably treated by more
conventional sampling techniques.

LHS is a technique based on the property of Latin
square, in which no collision of values happens in
any dimension. When generalized to arbitrary dimen-
sions, it is called Latin Hypercube. LHS can be rel-
atively easily implemented by generating a series of
permutated sample locations for each dimension in
a unit hypercube of N dimensions, and then scaling
the sample locations to the corresponding parameter
scales. A table of 5 samples for a two dimensional
problem sampled by LHS is depicted in Fig. 2. Here,
the sampled points have all unique locations in any
given direction, i.e. there is no collision of parameter
values in X1 nor X2 axes.

B. Surrogate Model

The objective of running numerical simulations at
all the sample points generated by DoE is to construct
a closed form expression of the intake performance.
This function is then used as the performance pre-
dictor in the subsequent sensitivity analysis. This is
accomplished by approximating the performance fig-
ures (output) for arbitrary perturbations (input). For
this approximation, a form of neural network called
Radial Basis Function Network (RBFN) is employed.

The RBF network is a linear neural network model
with one layer of hidden units, schematically depicted
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Fig. 2. Latin-hypercube sampling in two dimensions
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Fig. 3. Radial Basis Function Network

in Fig. 3, and is written as

y =
N∑

i=1

wiρi (‖x− ci‖) (1)

where x is the input vector, ρi the Radial Basis Func-
tion, wi the weight vector, and y the output. Among
various forms of RBF kernel, popular ones include the
Gaussian

ρ (‖x− c‖) = exp

(
−(x− c)2

r2

)

and multiquadrics

ρ (‖x− c‖) =

√
r2 + (x− c)2

r

where c is the center of the RBF, r the radius. The
multiquadrics is used in this study.

A set of numerical samples obtained in the DoE
act as the training sample set, providing input-output
pairs for which the function response is to be esti-
mated.

C. Assessment of Surrogate Model Quality

As the sensitivity analysis, the detail of which is
described in the following section, is carried out on
the surrogate model, it is imperative that the model
predicts the intake performance as accurately as pos-
sible. The easiest way of validating the quality of the
surrogate model is to create another set of accurate
simulation samples (validation samples) and measure
the discrepancy between the validation samples and
the surrogate model prediction. Obviously this is pro-
hibitive in terms of computational requirements as it
means that we would have to run many more simula-
tions just for validation which will not be used in the
training of the surrogate model. This is a dilemma
as we have extra samples which we can use to further
improve the surrogate model, yet will be thrown away.

The Leave-One-Out procedure [3] is a way to esti-
mate the accuracy of a surrogate model without the
need for creating extra data for validation. If we cre-
ate a data set with n sampled points, n − 1 samples
are used in training a surrogate model and k-th sample
point is left out in the training process. The output
value at the k-th sample point is then estimated with
the metamodel and compared with that of the dataset.
We do this with all the n sample points (k = 1, ..., n),
and we obtain a set of estimated output (with Leave-
One-Out) and the true output. The two output set
can be statistically analyzed for error estimation and
so on.

For a sample set of input-output pairs, where xi

and yi denote input and output respectively and N is
the number of samples. Given a set of all the samples
X

X = {xi : i = 0, ..., N}

we define another set with k-th sample left out

Xk = {xi : i = 0, ..., N ; i 6= k}

A surrogate model, fk, is then trained using the set
Xk.

y = fk(x)

We evaluate this surrogate model at the k-th sample
point which was left out in the training, then we have

ŷk = fk(xk)

Repeating this process N times for k = 1, ..., N , we
obtain a set of k pairs of true values and predicted
values.

{(yk, ŷ
k) : k = 1, ..., N}

If we plot this set, a perfect surrogate model would
yield a straight line since yk = ŷk. Otherwise, there
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will be errors between the true value yk and the pre-
dicted value ŷk. Here, one can employ a simple linear
correlation between yk and ŷk, denoted customarily
by R which for a perfect surrogate model R = 1. The
closer the value of R is to 1, the better the surrogate
model is.

D. Analysis of Variance (ANOVA)

Consider a deterministic model y = f (X) where
X = (x1, x2, . . . , xn) is a vector of n input variables
and y is the model output. f(X) can be decomposed
into a form referred to as high dimensional model rep-
resentation.

f (X) = f0 +
∑

i

fi (xi) +
∑
i<j

fij (xi, xj)

+
∑

i<j<k

fijk (xi, xj , xk) + . . . (2)

This decomposition of the function is not unique as
the lower order can be selected arbitrarily and the
highest order term can be written as the difference
between f(X) and the lower order terms. However, if
the average of each of the term in the summands of
the right hand side of equation (2) is set to zero and
f0 is set to be a constant, the expression is proven to
be unique. The terms are given as the following.

fi (xi) = E (y|xi)− E (y) (3)
fij (xi, xj) = E (y|xi, xj) (4)

−fi (xi)− fj (xj)
fijk (xi, xj , xk) = E (y|xi, xj , xk) (5)

−fij (xi, xj)− fik (xi, xk)
−fjk (xj , xk) .

The first order sensitivity index for variable xi is
given by

Si =
V [E (y|xi)]

V (y)
, (6)

and if we calculated the indices to the highest order,
we have

n∑
i=1

Si +
n∑

i=1

n∑
j=i+1

Sij + . . .+ Sij...n = 1. (7)

The numerator in equation (6) means “variance of ex-
pected value of y given xi”, the denominator is the
“total (unconditional) variance”.

For a statistician or a scientist who is trying to re-
duce the amount of error incurred in the output y due
to the error in the input variable (or measurement)
xi, this measure would give the relative importance of

the variable in driving the output uncertainty. He/she
would fix xi and let other variables vary in the range
of their estimated errors. This would give E (y|xi) and
repeat this process with different values of xi within
its error bounds to get V [E (y|xi)]. The same process
can be applied to the analysis of the sensitivity of sur-
rogate models constructed from deterministic simula-
tion models. Instead of input errors, the variables are
swept through the domain of interest with xi fixed.
We can compute its average and change xi to a next
value until enough xi values are tried out in the do-
main of interest. Then, the variance of the obtained
averages would give the numerator of equation (6).
The denominator can be obtained by a random sam-
pling in the domain of X and computing the variance
of their corresponding y s.

The virtue of this method is that it takes all the
nonlinearities and interactions into account as com-
pared to “one variable at a time” way of sensitivity
analysis. More over, even if we conduct the sensitivity
analysis only to the first order, we will always have
an idea of what remains unexplained by calculating
1−

∑n
i=1 Si.

Following the discussion above, we now formulate
the way to compute the first order sensitivity in-
dices. As before,we express a surrogate model with
n-dimensional input space as

y = f (x1, x2, . . . , xn) . (8)

The total variance is therefore

D = V
X∈Rn

(f (X)) (9)

=
∫

X∈Rn

f2 (x1, x2, . . . , xn) dx1dx2 . . . dxn − f2
0 .

The multidimensional integral of Eq. 10 can be com-
puted using the Monte Carlo Integration. Similarly
the following equation gives the E (y|xi).

fi (xi) =
∫
1

∫
2

. . .

∫
n−1

f (x1, x2, . . . , xn) (10)

dx1dx2 . . . dxi−1dxi+1 . . . dxn − f0

Again, the integration is performed using the Monte
Carlo method, but this time xi is held constant. By
doing this multiple of times, we can conduct the next
integration to obtain V [E (y|xi)].

Di = V
xi

(fi (xi)) =
∫
xi

f2
i (xi) dxi (11)

Then, the first order sensitivity indices are given as

Si =
Di

D
. (12)
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TABLE I
Comparison of intake performance

Pressure recovery Mass capture ratio
DLR abpi 71% 85%
Cenaero 66% 77%

Two parameters need to be set in the course of the
computation of indices. The first one is the number
of samples to compute the Monte Carlo integration in
equations (10) and (11), and the second one is how
many xi s to calculate in equation (11). We refer the
first number as nsamp and the second number as npts

respectively. The right numbers are problem depen-
dent. Experience tells us that

nsamp = 1000 ∼ 10000 (13)
npts = 50 ∼ 300 (14)

are usually adequate.

IV. 3-D Flowfield Analysis of the
Redesigned Intake.

3-D flow field over the redesigned intake has been
computed on a mesh consisting of 2 million nodes ap-
proximately. The multiblock structured RANS flow
solver uses the curve fits for the thermodynamic and
transport properties of equilibrium air with vibra-
tional excitation. [7] [8] The one-equation turbulence
model of Spalart-Allmaras was used for fully turbu-
lent flows over the intake. Table I compares the per-
formance parameters between DLR abpi simulation
and the 3-D RANS analysis of the redesigned intake
(marked as Cenaero). The total pressure recovery is
based on the mass averaged total pressure behind the
terminal shock.

Figure 4 shows Mach number distribution on the
planes cut normal to the flow direction as well as
on the side wall which reveals that there are signif-
icant 3-D effect caused by the side wall. The flow
pattern inside the isolator exhibits complex interac-
tion as the vortical structure caused by the side wall
external edge passes through the corner between the
cowl and the side wall.

V. Intake Performance Sensitivity Analysis

The stochastic perturbation to the intake geometry
is now applied to investigate the effects on the intake
performance, namely total pressure recovery and mass
capture ratio. The perturbation is applied to the two
external movable ramps, cowl wall, and the isolator

Fig. 4. Side-wall and transverse cuts showing Mach
number distribution.

ceiling, as shown in Fig. 5. The extent of perturbation
is set to 2cm for external ramp walls and 1cm for
isolator walls. The walls are perturbed by applying
sinusoidal curves to the nominal geometry as shown
in Fig. 5.

RAMP2_D

RAMP3_D

ISOLATOR_D

COWL1_D COWL2_D

Fig. 5. Perturbed walls.

Firstly a set of sample points are generated by the
LHS technique. The 3-D projection of the samples is
shown in Fig. 6. Note that the perturbation is applied
simultaneously in all five dimensions and that Fig. 6
shows merely a visualizable representation of sample
distribution.

In the sample set, each sample point represents an
intake geometry. The intake performance is then com-
puted for each geometry by running a full RANS sim-
ulation as done in the previous section. The result
of this RANS campaign is the distribution of intake
performance fluctuations due to the geometry pertur-
bations. The 2-D plot of fluctuations in total pressure
and mass flow rate just behind the terminal shock is
shown in Fig. 7, which shows approximately 4% and
2% fluctuations in mass flow rate and total pressure.

Although Fig. 7 gives an idea of the magnitude of
performance fluctuation, it would be even more in-
sightful to investigate, among all the perturbed walls,
which perturbed wall affects the performance most.
Doing a naive sampling-based sensitivity analysis di-
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Fig. 7. Total pressure and mass flow fluctuation due
to geometry perturbation.

rectly on a computationally heavy simulation such as
the RANS code is not practical. Therefore we first
build a surrogate model, a function which is far lighter
than the simulation code, which would map the per-
turbation input to the performance output. Thus,
using the sample set as the training data set, we build
an RBFN model as described in Section III-B.

As the accuracy of sensitivity analysis depends on
the quality of the surrogate model, we test its quality
by the LOO procedure as described in III-C. Fig-
ures 8, 9, and 10 show the correlation plot for the
outputs, total pressure, mass flow rate, and mass-
averaged Mach number respectively. The correlation
coefficients, R, are all above 0.99, which indicate that
the RBFN model trained by the LHS sample set is of
very high quality. Therefore we accept this surrogate
model to be an approximation sufficiently accurate for
capturing the behavior of the intake performance.

Now that the confidence on the quality of the sur-

Fig. 8. Leave-one-out correlation analysis of the sur-
rogate model for total pressure.

Fig. 9. Leave-one-out correlation analysis of the sur-
rogate model for mass flow rate.

rogate model is confirmed quantitatively, stochastic
sensitivity analysis can be applied on the surrogate
model to extract the measure of influence of each pa-
rameters on the intake performance response. Follow-
ing the procedure described in Section III-D, Sobol’s
indices are computed.

Figures 11 and 12 show the pie charts indicating the
degrees of parameter influence on the performance in
terms of total pressure recovery and mass flow rate.
The influence index marked as 2nd order shows that
there is little interaction among the parameters, as it
represents only a few percent of the total sensitivity.
This means that the perturbation applied on a given
wall influences the performance more or less indepen-
dently of the perturbations applied on other walls. On
the other hand, the perturbations on the upper and
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Fig. 10. Leave-one-out correlation analysis of the
surrogate model for mass-averaged Mach number
at the probe plane.

lower walls of the isolator (those marked as COWL2 D
and ISOLATOR D) represent the dominant parame-
ters affecting the intake performance, followed by the
third external ramp (RAMP3 D) and the cowl inte-
rior wall (COWL1 D), each contributing about 10%.
Therefore, the designer of the intake can identify and
prioritize these components to be emphasized in the
overall design of the intake, for instance in its mass
estimation.

Fig. 11. ANOVA on total pressure.

VI. Conclusion

A sensitivity analysis based on high-fidelity numer-
ical simulations, aided by an efficient sampling and
surrogate modeling techniques, was applied to the per-
formance sensitivity analysis of a supersonic mixed-

Fig. 12. ANOVA on mass flow rate.

compression intake system under arbitrary geometric
perturbations. The detailed sensitivity structure of
the intake performance was revealed thanks to the ap-
plication of a stochastic ANOVA analysis using Sobol
indices. The essence of the presented technique lies in
the attention paid specifically to capture the nonlin-
earity of the problem. This is reflected in the choice of
methodologies at every step of the sensitivity analysis.
The first component is the RANS simulations which
served as the basis of performance prediction which
captures more nonlinear flow physics than a simplified
model often used in this type of analysis. The second
is the black box approach used in the surrogate mod-
eling. The last is the use of stochastic ANOVA. These
choices, when combined together, lead to the practi-
cal engineering tool which achieves a better balance
of both nonlinear physics and rapid turn-around time
of the analysis.
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Abstract—This work focuses on the applicability of mean-
field approaches to predict the effective behavior of com-
posites made of an elasto-plastic matrix reinforced by hard
inclusions. General loading conditions (non-monotonic,
non-proportional) are considered, which requires a history-
dependent scheme. Moreover, a particular attention is paid
to the prediction of the stress developed within the inclu-
sions. Recent models including short range particle/matrix
interactions and second moments of the stress and strain
fields are presented and assessed against direct finite element
computation of representative cells containing a random ar-
rangement of inclusions.

Keywords— Mean-field homogenization, Multiscale, Self-
consistent, Multiphase metals

I. INTRODUCTION

T
HE problem of predicting the effective properties of
composite materials can be efficiently addressed by

mean-field (MF) approaches. Their relatively low compu-
tational cost (as compared to full-field finite element (FE)
simulations) allows the micro/macro transition to be per-
formed at each Gauss point in a large scale simulation.
Except for the simplest ones, the upper and lower bounds
due to Voigt and Reuss, these methods rely on the ”equiv-
alent inclusion” concept, whose solution for linear elastic
behavior is provided by Eshelby’s seminal work. Extend-
ing these schemes to elasto-plastic materials is an active
research field. In particular, several important issues have
to be addressed by nonlinear MF approaches, namely: lin-
earization of the constitutive response, definition of com-
parison materials, use of first and/or second moments of
the fields, computation of Eshelby’s or Hill’s tensors.

We focus onincremental MF models, which are suited
for path-dependent behavior. Such models rely on com-
parison materials having a fictitious, uniform, instanta-
neous stiffness, to which linear schemes (written in rate
form) may be applied. For instance, the incremental
Mori-Tanaka scheme [1] sucessfully predicts the macro-
scopic stress-strain response of elasto-plastic composites
[2]. However, the modeling tends to underestimate the
average inclusions response when these are significantly
stiffer than the matrix [2]. This can be attributed to short
range interactions taking place at particle/matrix inter-

faces, which are overlooked by the MF model. Intra-phase
fluctuations of the fields are also neglected in a first-order
homogenization procedure. Nevertheless, it is emphasised
that the equivalent inclusion hypothesis remains accept-
able for the modeling of elasto-plastic composites with rel-
atively low reinforcement volume fraction [3].

In this work, we aim to improve the phase predictions
by proposing an alternative treatment of intraphase strain
heterogeneity. The benchmark is a two-phase steel made
of an elasto-plastic matrix reinforced by linear elastic in-
clusions. Strain heterogeneities are introduced in the ma-
trix modeling through the use of a multisite model that
captures short range interactions at particle matrix inter-
faces. Direct FE computation of representative cells are
performed in order to verify the predictions of the pro-
posed model.

II. M ODEL DESCRIPTION

Most MF schemes rely on the equivalent inclusion con-
cept: each reinforcing phase is modeled by a single, ellip-
soidal inclusion embedded in an infinite medium, charac-
terized by a reference, uniform tangent operator. Phase
interactions are taken into account in a simplified way,
through the choice of the material properties that are given
to the surrounding medium. These models focus on long-
range interactions. Alternatively, multisite approachesfo-
cus on short-range interactions, assuming that every inclu-
sion interacts with its direct neighbourhood. These models
were initially developed for the prediction of texture evo-
lution in deformed polycrystalline aggregates [4], [5], [6].

The proposed model [7] aims to enrich the MF scheme
with short-range effects through a multisite modeling of
particle-matrix interactions. In particular, the ALAMEL
model [6] is used. This model considers stacks of two
subregions lying on either sides of a planar interface sep-
arating two phases labelled I and II. Macroscopically pre-
scribed deformation is achieved on average over the two
subregions, while some strain relaxation mostly through
shear is allowed, so that displacement continuity and stress
equilibrium are satisfied.
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Fig. 1. (a) Model microstructure of the two-phase com-
posite and (b) schematic representation of the coupled
mean-field/multisite approach. A self-consistent as-
sumption is used to determine the strain partitioning
among the pseudo-grains.

The model microstructure of the composite consists of
zones made of the matrix material which are ”far enough”
from the interfaces and others which are close to interface
and where short-range interactions are predominant (Fig-
ure 1(a)). The latter are modeled by a large number of two-
phase ”pseudo-grains”, whose interface normals are cho-
sen to be statistically representative of the phases topology.
In every stack, one subregion takes the material properties
of the inclusions, and the other the properties of the ma-
trix. In addition, it is assumed that the region of the ma-
trix that is far from interfaces may be treated as a supple-
mentary pseudo-grain with uniform properties. Finally, a
self-consistent assumption is used to determine the strain
partitioning between all pseudo-grains. In order to deal
with non-monotonic loading paths, a Hill-type incremen-
tal formulation is adopted. The self-consistent assumption
combined with the multisite approach is depicted in Figure
1(b).

III. R ESULTS AND CONCLUSIONS

The model is applied to a two-phase steel made of elas-
tic martensite inclusions embedded in a ferritic elasto-
plastic matrix. The predictions of the proposed model are
compared to reference results provided by FE computa-
tions on a representative unit cell consisting of a prismatic
box containing a random dispersion of about 30 inclusions,
see Figure 2. Predictions of other incremental MF ap-
proaches (without short range effects) are also presented
for comparison. Figure 3 shows the average stress of the

inclusion during an uniaxial traction test for a composite
with 15% of inclusions. As expected, the multisite features
allow to raise the stress level in the inclusions as com-
pared to classical MF methods, namely the Mori-Tanaka
and self-consistent incremental models. In particular, the
multisite model provides the best fit during the first half of
the loading. Then, it overestimates the inclusion stress.

Several modifications could improve the present model.
One could change the ratios of subregions within a stack,
or the pseudo-grain shape. In order to better capture the
slope of the reference curve, one could also use a Mori-
Tanaka scheme to determine the strain partitioning among
pseudo-grains.

1

2

3

Fig. 2. FE computation is performed on periodic unit cells
containing thirty randomly dispersed inclusions. Ele-
ments belonging to the inclusions are not shown.
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Fig. 3. Average stress in the inclusions as a function of
the macroscopic strain for a DP steel with 15% of in-
clusions. ALAM+SC refers to the combination of the
multisite approach with a self-consistent scheme, in
ALAM, a Voigt scheme is used, SC refers to a clas-
sical, two-phase self-consistent scheme and MT to the
Mori-Tanaka scheme.
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Abstract: The application of glass fibre textile reinforced 
cementitious composites (GTRC) in doubly-curved shells has 
numerous advantages over other widely-used materials for free 
form shapes. In this paper, the suitability of different material 
models - available in the finite element programs Ansys and 
Abaqus - for the modelling of glass textile reinforced 
cementitious composites is evaluated. The use of the concrete 
smeared crack model in Abaqus for the description of the 
material response of glass fibre textile reinforced Inorganic 
Phosphate Cement is validated by means of comparison of a 
finite element model of a uniaxial and biaxial tension-tension test 
with experimental results. 

Keywords: textile reinforced cementitious composite, material 
modelling, finite element model, shell, smeared cracking 

 

I.INTRODUCTION 
Modern architecture tends towards impressive shapes with 

three-dimensional curvature. With this evolution, the demand 
for suitable materials for durable, structurally efficient and 
(fire)safe free form building applications arises. The most 
common materials used for three-dimensional forms are 
membranes, steel-reinforced concrete and the recently more 
frequently used fibre reinforced plastics. However, all three of 
these materials have their disadvantages for application in free 
form shells.  

Membranes allow for very light and freeform shapes, but 
exhibit problems of acoustics, fire-safety and insulation. The 
necessary membrane prestress requires moreover strong 
anchorage and increases the total weight and the amount of 
material used. 

Fibre reinforced plastics also allow for free forms, applying 
them as faces in sandwich panels. This composite system 
leads to lightweight and stiff but relatively thick structures. 
For their application in buildings, a fire retardant resin has to 
be used, which increases the cost significantly and does not 
lead to fire safe behaviour. An underlying steel framework is 
usually needed to carry the loads to the foundations. 

When properly designed, structurally efficient and slender 
steel-reinforced concrete shells can be made to cover large 
spans. The form freedom of steel-reinforced concrete shells is 
however limited due to the practical difficulties in positioning 
and shaping the steel reinforcement bars. The high cost 
associated with placing the reinforcement makes freeform 
steel reinforced concrete shells an uneconomical solution. 
Another disadvantage of using steel reinforcement is the 
necessity of a concrete cover, which causes an increased dead 
weight and shell thickness (the minimal concrete cover on 

both sides amounts to minimally three centimetres, depending 
on the exposure coefficient [1]).  

Textile reinforced cementitious composites (TRC) can 
eliminate some of the disadvantages inherent to steel-
reinforced concrete, without losing the advantages. The 
reinforcement diameter is three orders of magnitude smaller, 
which eases the manufacturing of doubly-curved shells.  
When using dense fibre mats instead of short fibre bundles, a 
high reinforcement ratio and thus high tensile capacity can be 
achieved, while steel reinforcement can be eliminated. When 
using only a noncorrosive reinforcement such as glass fibres, 
the concrete corrosion cover can be omitted and the self 
weight of the shell decreased. Consequently, thin and fire-
resistant small span shells with strongly varying curvature can 
be built [2].  

In order to design and analyse complex-shaped doubly-
curved glass fibre textile reinforced cementitious composite 
(TRC) shells, finite element analyses are necessary: 
Analytical formulas for the force distribution and critical 
buckling load are only available for certain shell shapes and 
are often a simplification of the real stress pattern, assuming 
only normal forces while neglecting the bending moments 
occurring in shells. Moreover, when designing with TRC, the 
nonlinear material behaviour should be taken into account. 
Finite element modelling software facilitates the calculation 
of the actual stress pattern in shells, considering the TRC 
nonlinear mechanical response. When using new materials 
like TRC, a large amount of effort is invested in implementing 
the appropriate material modelling. Safe, stable and material 
efficient TRC shell design must take into account the specific 
material behaviour of TRC [3]: The constitutive behaviour of 
TRC is different in tension and compression. In compression, 
the material can be assumed to behave linearly elastic. In 
tension, TRC behaves highly nonlinear as a result of cracking 
of the cementitious matrix and frictional fibre-matrix 
interaction. In this paper, the possibilities of modelling this 
behaviour in a commercially available finite element 
modelling package such as Abaqus and Ansys are reviewed, 
in general as well as specifically for application in shell 
design. Consequently, the smeared crack model in Abaqus is 
validated experimentally. The findings in this paper can also 
be used as a guideline to model other cementitious composites 
exhibiting a similar behaviour.  
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II.GLASS FIBRE TEXTILE REINFORCED CEMENTITOUS 
COMPOSITE: MATERIAL BEHAVIOUR 

A.TRC composite: material choices 
This paper focuses on modelling a cementitious composite 

consisting of an Inorganic Phosphate Cement (IPC, [4]) 
matrix, and dense randomly oriented E-glass fibre mats 
impregnated by the hand lay-up technique to allow for high 
fibre volume fractions. Glass fibres are economical relative to 
other types of fibres considering their mechanical properties, 
and can be added in large amounts. E-glass fibres are cheaper 
than alkali-resistant glass fibres, but are chemically damaged 
by the alkalinity of most cementitious matrices. Therefore 
Inorganic Phosphate Cement (IPC) was chosen as matrix. 
IPC,  developed at the Vrije Universiteit Brussel, has a neutral 
pH after hardening and facilitates a durable cementitious 
composite with E-glass fibres. Previous research has indeed 
shown that the strength loss with time of E-glass fibres 
embedded in the IPC-matrix is negligible [5]. Moreover, the 
rheology of the fresh IPC-matrix allows much higher fibre 
volume fractions (up to 20%) compared with Ordinary 
Portland Cement fine tuned mortars.  

B.Glass fibre textile IPC: uniaxial behaviour 
The constitutive behaviour of GTR-IPC under compression 

is mainly determined by the cementitious matrix and is 
approximately linear elastic. Its behaviour in tension however 
is highly nonlinear. Figure 1 shows the stress-strain curve of a 
500 mm x 75 mm x 5 mm, 20  fibre volume percent GTR-IPC 
specimen under increasing tensile load. The test is 
displacement-controlled (2 mm/min) and performed by an 
Instron 5885 universal test machine. Strain measurements are 
executed with a 50 mm double averaging clip-on 
extensometer. 

 
Fig. 1. Experimental stress-strain behaviour of 20 vol.% 

GTR-IPC under uniaxial tensile load 

Three phases can be determined in the tensile behaviour of 
GTR-IPC ([6]): 

- Stage I: pre-cracking. At the beginning of loading, the 
stiffness of the uncracked composite is determined by the 
“law of mixtures” for linear elastic composites and is equal to 
the Young’s modulus in compression. Since the volume 
fraction of the glass fibres is 20%, the stiffness in this first 
stage is mainly determined by the matrix. 

- Stage II: multiple cracking. When exceeding the tensile 
strength of the IPC matrix, the first cracks appear. At the 
crack face, the whole tension force has to be carried by the 
reinforcement. As the amount of fibres is larger than the 
critical fibre volume fraction, the acting load can be carried 

and the composite does not fail. As the tension force 
increases, additional cracks occur: due to the frictional bond 
between filaments and cementitious matrix, forces are 
transferred in the IPC matrix until its tensile strength is 
reached again. The cracking distance and the crack width are 
determined by the properties of the reinforcement, the bond 
characteristics between reinforcement and matrix, and the 
tensile failure strain of the matrix.  

- Stage III: post-cracking. In this stabilised crack pattern 
stage, no further cracks occur. As the load increases, the 
filaments are strained further until their strength is reached. 
Failing of the specimen can however also happen as a result 
of fibre pull-out.  

C.The stochastic cracking model 
The stochastic cracking model (Cuypers et al. [7]) has been 

developed to describe the nonlinear tensile behaviour of 
GTR-IPC and has been validated previously with numerous 
experimental data. This model is based on the theory of crack 
formation over a certain stress range and describes stochastic 
introduction of cracking by means of a 2-parameter Weibull 
function. The experimental stress-strain data of the 20 fibre 
volume % GTR- IPC specimens are fitted to this stochastic 
cracking model and thus reduced to a 2-parameter 
dependency. Figure 2 shows that the resulting curve fits the 
experiment well. 
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Fig. 2. Experimental stress-strain behaviour of 20 fibre vol.% 

GTR-IPC and fit to stochastic cracking model 

This stochastic cracking model is used to implement the 
nonlinear tensile behaviour into the finite element program 
Abaqus. A numerical advantage of using this model over the 
experimental data is that the model curve does not show any 
noise and stress is continuously increasing with strain. 

III.FINITE ELEMENT MATERIAL MODELS: SELECTION 

A. selection criteria 
In this first step, a set of available material models in Ansys 

11.0 and Abaqus 6.7.1 which qualify for the modelling of 
GTRC is selected, and their (dis)advantages are discussed.  

The selection criteria are defined as follows:  
(1) capacity to implement different constitutive behaviour 

in tension and compression,  
(2) ability to implement nonlinear tensile behaviour, 
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(3) possible application of these material models on shell 
and solid elements.  

B. Selected material models 
Many nonlinear material models exist in commercially 

available finite element programs, however most are designed 
for metals and assume the same constitutive behaviour in 
tension and compression. Criterion 1 significantly reduces the 
number of appropriate models for TRC. Table 1 gives an 
overview of models that fit the first two criteria, and the 
elements onto which they can be assigned. Both Anisotropic 
and Cast Iron models are typical metal plasticity models. The 
extended Drucker-Prager model is mostly used to model 
frictional materials, which are typically granular-like soils and 
rock, but is also applied to polymeric and composite 
materials. The concrete models in Abaqus are aimed at steel-
reinforced concrete, but can also be used for plain concrete. In 
what follows, the selected models are discussed more into 
detail: focus is put on the type of yield surface, the plasticity 
modelling, the element types onto which they can be assigned 
and the (dis)advantages of their application in TRC shell 
design. 

TABLE I 
CAPACITIES OF PLASTICITY MODELS IN ANSYS AND ABAQUS  

Model name Crit. 1 Crit. 2 Elements 

Ansys models 

Anisotropic  bilinear Link, beam, 
plane, shell,  
solid 

Cast Iron   Plane (not 
plane stress), 
solid, solid 
shell 

Extended 
Drucker-Prager 

  Plane (not 
plane stress), 
solid 

Abaqus models 

Cast Iron   Any stress-
displacement 
element besides 
plane stress (no 
shell) 

Extended 
Drucker-Prager 

  (generalized) 
plane strain, 
axisymmetric, 
plane stress, 
solid 

Concrete   Beam, shell, 
solid 

C. The Anisotropic model 
The Ansys anisotropic plasticity option (ANISO, [8]) uses a 

generalized Hill potential theory and accounts not only for 
differences in yield strengths in orthogonal directions, but 
also for differences in yield strengths in tension and 
compression by using a modified Hill’s yield criterion. Hill's 
criterion is an extension to the von Mises yield criterion to 
account for the anisotropic yield of the material (see figure 3).  

Only bilinear material response can be modelled with the 
ANISO option (see figure 3). As can be seen on figure 1, the 
uniaxial tensile material response of TRC can be simplified to 
a bilinear curve without losing much accuracy. The 
intersection between the two linear curves with different E-
modulus however does not correspond to the actual inflection 
point of the curve where TRC cracks and becomes plastic. For 
biaxial (or multiaxial) stress state applications such as TRC 
shells, the yield criterion must coincide with the actual 
uniaxial plasticity point and the ANISO model is therefore 
less applicable to the modelling of the IPC behaviour.  

The model can be applied to link, beam, plane, shell and 
solid elements. 

 

  
Fig. 3. Stress-strain behaviour and 2D yield surface for the 

Anisotropic plasticity model (ANISO) in Ansys [8] 

D.The Cast Iron plasticity model 
The Cast Iron plasticity option in Ansys (CAST, [8]) or 

Abaqus ([10]) is designed to model grey cast iron, which 
exhibits markedly different inelastic behaviour in tension and 
compression. The yield surface combines the von Mises and 
the Rankine criterion to describe the different behaviour in 
tension and compression. In tension, the yielding is pressure-
dependent and the Rankine maximum stress criterion is used. 
In compression, the behaviour is pressure independent and the 
von Mises yield criterion is used.  

The model provides elastic-plastic behaviour with different 
yield strengths, flow, and hardening in tension and 
compression (see figure 4). An advantage of the model is that 
the Poisson coefficient can be different for the elastic and the 
plastic behaviour, as is the case for TRC (ν = 0.3 before 
cracking and reduction to 0.1 after cracking for randomly 
oriented glass fibre reinforced IPC [9]). The initial elastic 
behaviour is isotropic, and is the same in tension and 
compression as for TRC, and is thus no limitation of the 
model when applied to TRC. 

The model can be applied to solid elements, plane elements 
which are not plane stress, and solid shells in Ansys. In 
Abaqus, the model can be used with any stress/displacement 
element other than elements for which plane stress is assumed 
(shell, plane stress continuum and membrane elements). The 
model can also be used for beams and trusses. For general 
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applications, this Cast Iron plasticity model could offer an 
interesting material modelling approach. However it can not 
be applied to general shell elements, only to solid shells (in 
Ansys) or continuum shells (in Abaqus). The thickness of the 
latter is determined by the geometry of the structure like for 
solid elements, but their kinematic and constitutive behaviour 
is similar to shell elements. Contrarily to shell elements, the 
geometry is thus not defined by a reference surface with 
thickness defined through section properties. This limitation is 
a serious disadvantage in the initial shell design stage; a new 
model must be build for every change in thickness. The model 
can however be apt for the final analysis of a TRC structure. 

 
Fig. 4. Stress-strain behaviour for the Cast Iron model in 

Ansys or Abaqus ([8], [10]) 

E. The Extended Drucker-Prager model 
The Drucker-Prager material model is designed for granular 

(frictional) materials such as soils, rock, concrete, ceramics 
and other pressure dependent materials. The model is used to 
model materials in which the compressive yield strength is 
greater than the tensile yield strength, such as polymers and 
TRC composites. The yield surface is a circular cone which 
corresponds to the outer apices of the hexagonal Mohr-
Coulomb yield surface and is thus less conservative (see 
figure 5). 

 

 
Fig. 5. Drucker-Prager and Mohr-Coulomb yield surface in 

3D stress field and plane stress 

The Drucker-Prager model in Ansys and Abaqus ([8], [10]) 
assumes the material response to be elastic – perfectly plastic: 

The yield surface does not change with progressive yielding 
and there is no hardening rule. The TRC stress-strain 
behaviour in tension after cracking can thus not be included in 
the model.  

The Extended Drucker-Prager models in Ansys and Abaqus 
however do allow a material to harden isotropically. The yield 
criteria are based on the shape of the yield surface in the 
meridional plane. In this plane, the yield surface can have a 
linear, hyperbolic or a general exponent form [10]. 
Experimental data must be available in terms of cohesion and 
friction angle, or triaxial test data must be available to 
calibrate the model. 

A multilinear stress- plastic strain post-cracking behaviour 
can be inserted in the model. The model can be coupled with 
a linear elastic model, which has the same E-modulus in 
tension and compression to model the initial linear elastic 
behaviour of TRC in tension, and the total linear elastic 
assumed behaviour of TRC in compression.  

The Extended Drucker-Prager (EDP, [8]) model in Ansys 
can only by applied to plane elements which are not plane 
stress and solids but not to shell or solid shell elements, which 
makes the model less interesting for its application in finite 
element shell design. The Extended Drucker-Prager model in 
Abaqus can be applied to plane strain, generalized plane strain 
and axisymmetric elements, solids, but also to plane stress 
elements like shells. 

F. The concrete models in Abaqus 
Three different concrete models exist in Abaqus: the 

Smeared Crack model (Abaqus/Standard), the Brittle 
Cracking model (Abaqus/Explicit) and the Concrete Damaged 
Plasticity model (available in both Abaqus/Standard and 
Abaqus/Explicit). The models are designed for steel-
reinforced concrete, but can also be implemented to model 
plain concrete or other quasi-brittle materials, and have 
naturally the possibility to model different behaviour in 
tension and compression.  

All three concrete models can be applied to beam, shell and 
solid elements (beam, shell, plane stress, plane strain, 
generalized plane strain, axisymmetric and three-dimensional 
elements). 

1. The smeared crack concrete model  
The smeared crack model in Abaqus/Standard is intended 

for applications in which the concrete is subjected to 
essentially monotonic straining. The model must be coupled 
to a linear elastic model to describe the linear elastic 
behaviour of TRC in compression and initially in tension. An 
independent crack detection surface determines if a point fails 
by cracking (figure 6). This failure surface is a linear 
relationship between the equivalent pressure stress, p, and the 
Mises equivalent deviatoric stress, q. Figure 6 also shows the 
yield surface of concrete in compression. Figure 7 shows the 
plane stress yield and crack surface. This surface can be fitted 
to experimental data by the definition of four failure ratios: 

- The ratio of the ultimate biaxial compressive stress to the 
ultimate uniaxial compressive stress. 

- The absolute value of the ratio of the uniaxial tensile stress 
at cracking to the ultimate uniaxial compressive stress. 
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- The ratio of the magnitude of a principal component of 
plastic strain at ultimate stress in biaxial compression to the 
plastic strain at ultimate stress in uniaxial compression. 

- The ratio of the tensile principal stress at cracking, in 
plane stress, when the other principal stress is at the ultimate 
compressive value, to the tensile cracking stress under 
uniaxial tension. 

 
Fig. 6. Crack detection and yield surface 

 
Fig. 7. Plane stress yield and crack surface 

In the post-cracking phase, the smeared crack model is 
originally aimed to describe the strain softening due to the 
interaction between the steel bars and the concrete. However, 
tension stiffening with an increasing post-failure stress-strain 
relation – like for TRC- can also be modelled with the 
smeared cracking model.  

The concrete model is a smeared crack model in the sense 
that it does not track individual cracks. Constitutive 
calculations are performed independently at each integration 
point of the finite element model. The presence of cracks 
enters into these calculations by affecting the stress and 
material stiffness associated with the integration point.  

 

2. The brittle cracking model in Abaqus/Explicit 

The brittle cracking model is intended for applications in 
which the concrete behaviour is dominated by tensile cracking 
and compressive failure is not important. In compression, the 
material response is assumed to be linearly elastic, and 
plasticity can not be modelled. This assumption is however a 
good approximation for the compressive behaviour of TRC 
and thus not a restriction. 

Crack initiation in tension is detected by the simple Rankine 
criterion (see figure 8, [10]): a point cracks if the maximum 
principal tensile stress exceeds the material’s tensile strength. 
Post-cracking behaviour of TRC can be inserted by a post-
failure stress-strain relation. The brittle cracking model 
follows the same principle as the smeared crack model: cracks 
are not tracked, but constitutive calculations are performed at 
each integration point and ‘cracks’ affect the stress and 
material stiffness of that point. 

 
Fig. 8. Rankine criterion in plane stress ([7]) 

Abaqus/Explicit is a dynamic analysis program. Quasi-static 
solutions can be obtained however by applying a load slowly 
enough and hereby eliminating any significant inertia effects 
(an example of a quasi-static solution in Abaqus Explicit of a 
steel-reinforced concrete shell modelled with the brittle 
cracking model can be found in [11]). 

3. The concrete damaged plasticity model 
The concrete damaged plasticity model in Abaqus/Standard 

and Abaqus/Explicit is based on the assumption of scalar 
(isotropic) damage and is designed for applications in which 
the concrete is subjected to arbitrary loading conditions, 
including cyclic loading. The model takes into consideration 
the degradation of the elastic stiffness induced by plastic 
straining both in tension and compression. The model also 
accounts for stiffness recovery effects under cyclic loading.  

The yield surface is created based on following parameters, 
which need to be determined experimentally: 

- Dilation angle in the p–q plane. 
- Flow potential eccentricity: The eccentricity defines the 

rate at which the hyperbolic flow potential approaches its 
asymptote. 

- The ratio of initial equibiaxial compressive yield stress to 
initial uniaxial compressive yield stress.  

- The ratio of the second stress invariant on the tensile 
meridian to that on the compressive meridian at initial yield 
for any given value of the pressure invariant p such that the 
maximum principal stress is negative. 

- Viscosity parameter, used for the visco-plastic 
regularization of the concrete constitutive equations in 
Abaqus/Standard analyses.  

 
The nonlinear tensile response after crack initiation of TRC 

can be inserted by a post-failure stress-strain relation in 
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tension. A plastic behaviour in compression can also be 
defined when required. The damaged plasticity model does 
not track individual cracks either, but follows the principle of 
the smeared crack model. 

G. FE-material model for TRC: 
All models described above have the general capacity to 

describe the nonlinear and anisotropic (in tension and 
compression) response of textile reinforced cementitious 
composites. To apply a material model in TRC shell design 
however, different aspects of the material models must be 
considered. First of all, the use of shell elements instead of 
solids leads to a better computational efficiency and is 
therefore preferred. Moreover, the determination of the 
minimum shell thickness is more straightforward when only 
having to adapt the shell thickness. Secondly, shells are 
loaded by biaxial stress fields, and thus the model’s 
yield/cracking surfaces must correspond well to experiments. 
Finally, experimental data must be available to calibrate and 
validate the material model. Therefore, the concrete smeared 
crack model is evaluated to be the most appropriate model for 
TRC shell design. In the remainder of this report, the validity 
of the smeared crack model for TRC material modelling is 
tested by firstly simulating a uniaxial tensile test in the finite 
element model Abaqus and checking convergence, and 
secondly by comparing a FE model of a biaxial tension-
tension test to a physical biaxial experiment on a TRC 
cruciform specimen. 

IV.UNIAXIAL TENSILE TEST ON GTR-IPC: SIMULATION IN 
FINITE ELEMENT MODEL 

The smeared crack model in Abaqus can model nonlinear 
uniaxial tensile behaviour after crack initiation, but is initially 
destined to model strain softening which reaches zero stress at 
ten times the crack strain [10]. GTR-IPC however exhibits an 
increasing stress-strain behaviour and moreover over a 
relative large strain domain: Cracking of the 20 fibre vol% is 
initiated at approximately 5 MPa or 0.038 % strain while 
failure occurs at  more than 50 MPa or 1.18 % strain. In order 
to check the applicability of the smeared crack model for this 
different constitutive behaviour of GTR-IPC than it was 
designed for, simple uniaxial tension of a thin plate was 
simulated in Abaqus.  

A thin rectangular plate of 200 mm width and 2.2 mm 
thickness (same as the thinnest zone of the biaxial test 
specimen, see paragraph V) is subjected to a uniaxial line load 
(shell edge load) at both sides. Ever increasing loads are 
applied, augmenting with steps of 2.5 kN total applied load. 
20*20 four node linear thin shell elements with six degrees of 
freedom per node (S4R) and nine integration points per 
section are used. The stochastic cracking fitting on an 
experimental tensile test (see figure 2) is implemented in the 
smeared crack model.  

Due to the simple geometry of the specimen, the stresses 
corresponding to the applied loads can easily be determined. 
These stresses are plotted in function of the strains obtained 
with the finite element model and compared to the 
implemented experimental stress-strain behaviour in figure 9. 
It can be concluded that the smeared crack model converges 

and can properly be used to model the highly nonlinear tensile 
stress-strain behaviour of GTR-IPC for thin plates. 
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Fig. 9. Comparison of smeared crack modelled and 
experimental uniaxial tensile stress-strain behaviour 

V.BIAXIAL TENSILE-TENSILE TEST ON GTR-IPC: FINITE 
ELEMENT MODEL AND EXPERIMENTAL VERIFICATION 

A. Experimental Setup 
The biaxial tension-tension test is performed on cruciform 

specimens in a test set up at the MeMC laboratory at the Vrije 
Universiteit Brussel, which has been specifically designed for 
biaxial tests (see figure 10, [12]). The plane biaxial test device 
uses servo-hydraulic actuators for the application of the loads, 
which represents a very versatile technique. Four independent 
actuators (two per loading direction) are used in order to 
avoid second order effects: when only one actuator per 
loading direction would be used, the centre of the specimen 
would move, causing one side of the specimen to bend and 
resulting in undesired asymmetric strains. The experimental 
set-up used by the authors consists of four actuators with a 
close-loop servo control using the measured loads as feedback 
system that allows the centre of the specimen to stand still. 
The device has a maximum capacity of 100 kN in both 
directions and is restricted to tensile loads. No cylinders with 
hydrostatic bearings were used in the set-up:  failure or slip in 
one arm of the specimen would result in sudden radial forces 
that could seriously damage the servo-hydraulic cylinders and 
load cells. To prevent this damage to the testing equipment to 
occur, hinges are used to connect the specimen to the load 
cells, and the servo-hydraulic cylinders to the test frame. 
Using four hinges in each loading direction results in an 
unstable situation in compression and consequently only 
tensile loads can be applied.  
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Fig. 10. Biaxial test set up 

The geometry of the test specimen is shown in Figure 11. 
The cruciform specimen is build up out of 3 plates: one full 
cruciform plate, and two plates with a hole of diameter 200 
mm. All three plates have a fibre volume fraction of 20 % and 
a thickness of 2.2 mm. The three plates are glued together 
with epoxy glue (Araldite AW 136 H + hardener HY 994) to 
form the cruciform specimen with reduced thickness of 2.2 
mm in the centre. The specimen is fixed with four clamps of 
50 mm depth, using the same epoxy glue. Bolting is excluded 
as a connection method as it would damage the specimen and 
could cause premature failing in the clamps. As the 
connection is glued, the applied force can assumed to be 
uniformly distributed over the length of the clamp.  

 

 
Fig. 11. Geometry cruciform specimen 

The specimen is loaded with a force ratio of 1/1 at a speed 
of 5 kN/min (load controlled). Strains in the midpoint of the 
cruciform specimen should thus be equal in both principal 
strain directions. Strain measurements are carried out with 
Digital Image Correlation, a full-field measuring technique 
which can be used to retrieve the deformation field of the 
specimen. A speckle pattern is applied on the top surface of 
the specimen. Images are taken every 1.2 seconds. By 
comparing the images in deformed and undeformed state, the 
deformation field can be obtained. Starting from these data, 
the strain distribution is calculated over the whole specimen 
surface at every 0.1 kN. This surface measuring technique 
allows one to see a possible asymmetrical distribution of the 
strains before failing, contrarily to measures with strain 
gauges. These asymmetrical strain distributions can occur due 
to imperfections of the test specimen or asymmetry of the test 
set up.  

B. Finite element model 
Due to the ill definition of the load bearing area of the 

biaxial specimen, stresses (and thus theoretical strains) in the 
biaxially loaded zone cannot be calculated from the 
experimentally applied loads. Therefore only the comparison 
of the experimental strains, in function of the applied load, 
with the strains from the finite element model in Abaqus 
(version 6.7-1) allows validation of the smeared crack model. 
This comparison will show not only the capacity of the 
smeared crack model to simulate biaxial crack initiation and 
post-cracking behaviour, but will also evaluate whether the 
uncoupled stiffness behaviour assumed in the FE model is 
valid or whether there is an influence of stresses and cracks in 
one direction on the material stiffness in the perpendicular 
direction. 

The geometry of the cruciform specimen is inserted as a 
surface with varying thickness and with 50 mm shorter arms 
(as this part of the arms is in the clamps during testing). Four 
node linear thin shell elements with six degrees of freedom 
per node (S4R) and nine integration points per section are 
used. The displacement of the four edges is prevented in the 
vertical z-direction. The tensile force is uniformly applied at 
the edges as a shell edge load in steps of 2.5 kN. Self weight 
can be neglected in the model as it is much smaller than, and 
moreover perpendicular to the applied biaxial loads. 

To describe the material response of TRC, initially a linear 
elastic model is used, with an E-modulus of 13.2 GPa and a 
Poisson-coefficient of 0.3. For the crack initiation and post-
cracking behaviour, the concrete smeared crack model was 
used. The uniaxial experimental data (see figure 2), fitted on 
to the stochastic cracking model ([7]), are inserted in this 
model. The uniaxial tensile cracking stress is put to 5 MPa 
according to the uniaxial tensile test (see figure 2) and is used 
to calculate the second failure ratio (the absolute value of the 
ratio of the uniaxial tensile stress at cracking to the ultimate 
uniaxial compressive stress). For the other failure ratios, the 
default values are used. These values are of no importance for 
the simulation of the tension-tension test. In the future 
however, tension-compression biaxial experiments should be 
executed to calibrate the fourth failure ratio, describing the 
cracking surface when compression occurs in the 
perpendicular direction. In the doubly-curved shells that will 
be designed, this is the most occurring stress state. The other 
failure ratios, describing the compressive yield surface, are of 
no importance for the shell design, as in practice stresses will 
be limited to the linear elastic stage of the cementitious 
composite in compression. 

Figure 12 shows the distribution of the maximum principal 
strains for the modelled biaxial specimen, under a total load of 
20 kN/direction. The model shows equal strains of 0.234 % in 
the centre point of the specimen. This corresponds to principal 
stresses of 22.3 MPa. The discontinuity at the boundary of the 
two different plate thicknesses results in stress concentrations, 
which result in large strain concentrations due to the nonlinear 
tensile behaviour. According to the model, it is expected that 
the specimen will fail at this circle boundary, before achieving 
its failure strength in the centre point of the specimen. 
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Fig. 12. Maximum principal strain distribution in the 
cruciform specimen under biaxial load of 20 kN/direction 

according to finite element model 

C.Experimental results and comparison with FEM model 
The experimental distribution of the maximum principal 

strain, observed with DIC under a tensile load of 20 kN per 
direction, is shown in Figure 13.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 13. Experimental maximum principal strain distribution 
in the cruciform specimen under biaxial load of 20 

kN/direction, observed with DIC. 

The experimental and FEM strain distribution correspond 
well. With DIC, no strain values could be obtained near the 
edges and the thickness change boundary, so additional local 
measurements (i.e. strain gauges) have to be taken to validate 
the model, more specifically the stress concentrations at the 
thickness change edge. Figure 13 also shows that the 
experimental strain distribution is not fully symmetric, as a 
result of the inherent material and geometric imperfections of 
the GTR-IPC specimen. 

From the strain data obtained every 0.1 kN with DIC, a 
force-strain curve is extracted for the first and second 

principal strain in the centre point of the cruciform specimen 
(Figure 14). Theoretically both principal strains should be 
equal and this is approximately the case as can be seen in 
figure 14. Both curves can be compared with the force-strain 
data points that can be extracted from the finite element 
model. Due to convergence problems in the FEM- model, the 
model curve is limited up to 40 kN. Figure 14 clearly 
demonstrates that model and experimental data have the same 
trend line, that the ‘cracking’ initiation point corresponds well 
between model and experiment and that the smeared crack 
model can simulate appropriately the post-cracking behaviour 
of TRC in biaxial tension-tension.  

Figure 14 also demonstrates that cracks in one direction 
have no influence on the stiffness in the perpendicular 
direction, as the experimental post-cracking stress strain curve 
agrees well to the FEM stress-strain curve using the uniaxial 
experimental data for the smeared crack model. 
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Fig. 14. Force-Principal Strain diagram of biaxial test up to 
failure and comparison with finite element model results. 

VI.CONCLUSION 
This paper provides a good overview of the material models 

- existing in the finite element programs Abaqus and Ansys - 
that can be used to model textile reinforced cementitious 
composites, and of their (dis)advantages. Specifically for the 
application in TRC shell design, the concrete smeared crack 
model in Abaqus was selected as most appropriate model. 
This model was validated by simulating a uniaxial tensile test 
in the finite element model Abaqus and checking 
convergence, and by comparing a FE model of a biaxial 
tension-tension test to a physical biaxial experiment on a TRC 
cruciform specimen. 
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Predicting the impact  resistance of  short  glass 
fibre-reinforced  polyamides  is  needed  in  new 
industrial  applications. Our  objective  is  to 
propose a model which takes account of both the 
statistical  distribution  of  the  fibre orientations 
and  the  coupled  viscoelastic-viscoplastic 
behaviour of the surrounding polyamide matrix.

A constitutive model for the matrix is developed 
which  couples  linear  viscoelasticity  and 
viscoplasticity  into  a  unified  set  of  equations 
suitable for  multi-axial  deformation.  The model 
follows the concept of strain decomposition into 
viscoelastic  and viscoplastic strain components. 
Adjustable  parameters  in  the  stress-strain 
relations  are  found by fitting the  experimental 
data. The model includes the effects of strain rate 
and strain hardening.

We  develop  mean-field  homogenization  (MFH) 
models, which  are  based on  assumed relations 
between average strain fields in each phase, and 
represent  a  very  cost-effective  scale-transition 
method. However, we also conduct direct  finite 
element  (FE) analysis  of  representative volume 
elements  (RVEs)  to  analyse  the  influence  of 
various structural  parameters of the reinforced 
composite,  such  as  the  shape and  the  volume 
fraction  of  the  fibre,  on  the  macroscopic 
mechanical response.

We present a general time-discrete linearization 
procedure  for  rate-dependent  material  models, 
which  is  developed  for  viscoelastic-viscoplastic 
constitutive models. This new formulation leads 
to  an  incremental  constitutive  relation  in  the 
time  domain  which  is  form-similar  to  linear 
thermo-elasticity,  and  linear  mean-field 
homogenization  models  can  then  be  used,  the 
other  issues  –besides  linearization-  have  been 
resolved.   

Both the theory and numerical algorithms have 
been developed,  and numerical  simulations  are 
presented. Direct F.E. analyses of RVEs are also 
carried out in order to verify the predictions of 
the proposed MFH methods.

REFERENCES

[1] Klompen E, Constitutive modelling of long and short term 
behaviour. PhD thesis, University of Eindhoven, 2005.

[2] Tervoort T.A, Smit R.J.M, Brekelmans W.A.M, Goevart L.E. 
A  constitutive  equation  for  the  elasto-viscoplastic 
deformation  of  glassy  polymers.  Mech  Time-Dep.  Mat, 
1:269-291, 1998.

[3] Colak  O,  Modeling  deformation  behavior  of  polymers 
with  viscoplasticity  theory  based  on  overstress. 
International Journal of Plasticity, 21:145-160, 2005.

[4] Doghri I, Adam L, Bilger N. Mean-field homogenization of 
elasto-viscoplastic  composites  based  on  a  general 
incrementally affine linearization method, 2008.

[5] Doghri  I.  Mechanics  of  deformable  solids.  Linear, 
nonlinear,  analytical  and  computational  aspects. 
Springer, Berlin. 2000.

Michromechanical modeling of composite materials with 
coupled Viscoelastic-Viscoplastic behaviour.

B. Miled, I. Doghri, L. Delannay
 Université Catholique de Louvain

Centre for Systems Engineering and Applied Mechanics (CESAME)
4, Av. G. Lemaître, B-1348 Louvain-la-Neuve, Belgium

email:{bilel.miled, issam.doghri, laurent.delannay}@uclouvain.be

Proceedings of the 8th National Congress

on Theoretical and Applied Mechanics,

May 28-29, Brussels, Belgium.

118



NCTAM 2009 
 

A natural neighbour approach of linear elasticity, elastoplasticity and fracture 
mechanics based on Fraeijs de Veubeke variational principle 

*Li Xiang 1,2, Serge Cescotto1, Laurent Duchêne1 

1 ArGEnCo department, Liège University, Belgium 
2 Dalian University of Technology, P. R. China 

Email: Xiang.Li@ulg.ac.be 

 

I.  INTRODUCTION 

In the present paper, we use a new approach of the 
natural neighbour method based on the Fraeijs de 
Veubeke (FdV) functional [1]. It is developed for 
linear elasticity [2], elastoplasticity [3] and for linear 
fracture mechanics. It uses separate discretizations of 
the displacements, stresses, strains and support 
reactions. It is shown that, in the absence of body 
forces, the derivatives of the nodal shape functions are 
not required. In addition the numerical calculation of 
integrals over the area of the domain is avoided: the 
only area integrals that have to be computed have 
analytical expressions. This constitutes an advantage 
over classical meshless and finite elements methods. 
 

II.  FRAEIJS DE VEUBEKE FUNCTIONAL 
FOR LINEAR ELASTICITY 

 
For a 2D elastic solid A with a 

boundary ut SSS U= , the FdV functional writes: 
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where iu  is the displacement field, ijΣ  is the stress 

field, ijε is the strain field, iu~  are displacements 

imposed on the part uS  of the solid Boundary, ir are 

the surface support reactions on uS ,  iT  are the 

surface tractions imposed on tS , iF are the body 

forces and )( ijW ε  is the strain energy density.  
In the natural neighbour method [4], the domain 
contains N nodes (including nodes on the domain 
contour) and the N  Voronoi cells corresponding these 
nodes are built. 
The discretization is based on those Voronoi cells and 
not on finite elements.  
The following hypotheses are made: the assumed 

strains  ijε  and stresses ijΣ  are constant over each 

Voronoi cell, the support reactions ir  are constant 

over the supported cell edges and the assumed 

displacements iu are interpolated by:  

∑
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where JΦ  is a Laplace interpolant [5] and Jiu  is the 

displacement of node J corresponding to the Voronoi 
cell J. 

Despite of the rich initial discretization, the method 
eventually leads to a system of equations of the 

classical type [ ]{ } { }QqM
~=  with [ ]M  a symmetric 

matrix, { }q  the set of unknown nodal displacements 

and { }Q
~

 equivalent nodal forces. 

A number of patch tests and other numerical examples 
show that the method allows solving problems 
involving nearly incompressible materials without 
locking. 
With this formulation, in absence of body forces, the 
derivatives of the nodal shape functions are not 
required and numerical calculation of integrals over 
the area of the domain is avoided: only integral son 
the contours of the Voronoi cells are needed which 
can be performed by a classical Gauss integration 
scheme. 
 

III.  NON LINEAR MATERIALS 
 
The previous method is extended to materially non 
linear problems from the variational equation:  
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in which the constitutive  stresses are obtained by 
integration of a system of equations of the type: 
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with ijq  a set of internal variables. 

In such a case, a step by step procedure with Newton-
Raphson iterations is needed for the solution. The 
most important result of this development is that the 
advantages mentioned in the linear case (no 
integration over the domain area, no need for the 
derivatives of the Laplace interpolant, final equation 
system of the classical type) are preserved throughout 
the iteration process. This is true no matter the non 
linear constitutive equation (elasto-plastic, elasto-
visco-plastic, …) and no matter the time integration 
scheme used to integrate this constitutive equation. It 
remains also valid if the consistent tangent iteration 
matrix is computed analytically.  
 

IV.  LINEAR FRACTURE MECHANICS 
 
In order to extend the method to linear fracture 
mechanics problems, a special cell called “Linear 
Fracture Mechanics Voronoi Cell (LFMVC)” is 
created at the crack tip  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
in which the discretization is the following one: 
The assumed displacements iv are interpolated in the 

local frame ),( 21 YY  by the Laplace interpolant as in 

ordinary Voronoi cells: ∑
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are the components of the displacement at a point in 

the LFMVC with respect to ),( 21 YY . 
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where r  and θ  are the polar coordinates in the local 
frame. 

1ΣK  and 2ΣK  are stress intensity coefficients. 

The assumed strains are interpolated in the local frame 

),( 21 YY  by: { } { } [ ]{ }FO PD+= γγ  

where [ ]D  is the inverse of Hooke’s elastic tensor. 

In absence of body forces, only integrals on the area of 
the LFMVC have to be computed but they can be 
calculated analytically. On the other Voronoi cells, the 
advantages mentioned for the linear elastic case are 
preserved. 
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Abstract: A shock wave generated during an explosion process 
can cause several damages to persons and buildings. The nature 
and the seriousness of this damage depends on the pressure and 
impulse levels; it is thus of high importance to reduce as much as 
possible those levels. With this aim, protective materials can be 
put in front of building walls in such a way that the walls are not 
loaded beyond the material compressive strength. The choice of 
the optimal shock absorbing material and thickness can be done 
using the Hansen movement equations and its analytical and 
numerical solutions. Based on this model, the paper studies the 
evolution of the displacement with time respectively, for 
different combinations of materials (horizontal sandwich paper, 
metal cans, polyurethane, vertical sandwich paper) and charges 
(1kg to 5kg), for several weights of caps (1kg, 7.8kg, 15kg), for 
different material surfaces (0.5 to 10 m²) and for several material 
thicknesses (1m to 3m). The results show that the use of 
horizontal sandwich paper allow to increase the explosive charge 
until 2.5kg equivalent TNT without reaching the material 
saturation whereas other materials are already saturated. 
Similarly, an increase of the hat weight allows delaying the 
saturation process. The simulations made with several 
thicknesses also show the horizontal sandwich paper as the 
material reaching the last the saturation.  This is a first step in 
the design of a shock wave absorbing layer in function of blast 
load scenarios. 

 
Keywords:  blast wave, attenuation process, absorbing material 
 

I. INTRODUCTION 
The objective of this project is to study the damping 

possibilities of the shock wave induced by a detonating agent. 
The typical case consists in comparing the effect of the shock 
on an unprotected wall to a protected one. Several materials 
(polyurethane, vertical sandwich paper, horizontal sandwich 
paper, can assembly) and dimensions will be studied in the 
aim to maximize the attenuation and this taking into account 
the environmental geometrical constrains. Schematic views of 
both situations are presented in figure 1. 

 

 
 

Fig. 1. Schematic view of unprotected and protected wall  

II. MATERIAL CHOICE 

A. Introduction 

The damage nature and seriousness depend on the pressure 
and impulse level. In the way to optimize the shock absorbing 
potential, it is interesting to use the material behind its 
ultimate compressive limit. This practically means that the 
material isn't totally compacted and that the material transmits 
less effort in comparison to a case it will be totally rigid. The 
deformation value is then lower than єd and the constrain 
remains at a σ0 value as shown in figure2. 

 

 

 

 

 

 

 

 

Fig. 2. Constrain evolution vs. deformation 

   In the aim to compare the aforementioned materials, the 
Hansen movement equation (cf. Paragraph B) and its 
analytical solution were implemented in Matlab. Results of 
the implementation shows the displacement evolution of the 
material vs. time and allow thus to estimate which materials 
are totally compressed (saturation) or not. Several cases will 
be treated to show the influence of the material, the hat 
(metallic part which distributes uniformly the shock on the 
material) weight, the material thickness (distance charge-
material fixed or variable). Non saturated cases will be 
highlighted in a summary table.  

B. The Hansen equations 
The Hansen movement equation is done by the following 

expression: 
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 where  
•  u is the displacement ; 
•  ρf is the polyurethane density ; 
•  A is the PUR surface ; 
•  M1 is the hat weight ; 
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•  єd is the PUR strain ; 
•  σ0 is the PUR stress behind the wave front ; 
•  p(t) is the pressure evolution vs time : 

0
0
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 with  

- 0p  the initial pressure ; 

- 0t  the positive phase duration. 
 
The solution of equation (1) can be found analytically [2]: 
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 M0 is the PUR density; 
 l is the PUR thickness. 

C. Influence of the material 

The implementation has been done with material 
dimensions of 1m high, 1m breadth and 1m thickness; an 

explosive charge disposed at 2m distance from the protective 
wall and 1m from the ground, a hat weight of 7.5kg.  

We observe that for 1kg equivalent TNT, all kind of material 
are usable (no saturation); the material presenting the lowest  
σ0 value will thus be preferred. For 2kg equivalent TNT, the 
choice is restraint to polyurethane and horizontal sandwich 
paper. For 2.5kg equivalent TNT, only the horizontal 
sandwich paper allows to avoid the saturation. Above this last 
weight, any abovementionnated materials allow to avoid the 
saturation process.  Non saturated cases (X) are presented in 
table I. 

TABLE I 
 

 vertical 
sandwich 

paper 

can 
assembly PUR Horizontal 

sandwich 
paper 

1kg eq.TNT X X X X 
2kg eq.TNT   X X 

2.5kg eq.TNT    X 
3kg eq.TNT     
4kg eq.TNT     
5kg eq.TNT     

 

Some results are presented in figure 3.  

 
 Fig. 3. Evolution of the displacement vs. time  

D. Influence of the hat weight 

The implementation has been done with: PUR material, 
material dimensions of 1m high, 1m breadth and 1m 
thickness; an explosive charge disposed at 2m distance from 
the protective wall and 1m from the ground and a hat surface 
of 1m².   

We observe that for 1kg and 2kg equivalent TNT, all hat 
weight are usable. For 2.5kg, the choice is restraint to a 15 kg 
hat weight. Above this quantity, the use of the three hat 
weight lead to saturation; it will thus be necessary to increase 
the hat weight. Generally, we can say that whatever the 
explosive charge, an increase of the hat weight lead to a 
decrease of the displacement value. This can be explained by 
using the formula F=m*a where F represents the force, m the 
mass and a the acceleration. During the explosion process, a 
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force equilibrium occurs between the damping material and 
the hat. 

Considering the force constant, a mass reduction then lead an 
acceleration increase, thus to a speed acceleration and thus to 
a displacement increase.  

 Non saturated cases (X in the table) are presented in table II. 
 

TABLE II 
 

 M=1kg M=7.5kg M=15kg 
1kg eq.TNT X X X 
2kg eq.TNT X X X 

2.5kg eq.TNT   X 
3kg eq.TNT    
4kg eq.TNT    
5kg eq.TNT    

 

Some results are presented in figure 4.  

 
Fig. 4. Evolution of the displacement vs. time  

E. Influence of the material thickness 

The implementation has been done with PUR material, 
material dimensions of 1m high, 1m breadth and variable 
thickness; an explosive charge disposed at 2m distance from 
the protective wall, 1m from the ground and a hat weight of 
7.5kg. 

 
1) Distance charge-material fixed (future building) 

For a 1m thickness (l parameter), any material reach the 
saturation if the charge is 1kg equivalent TNT. For a 2kg 
charge, only the polyurethane and the horizontal sandwich 
paper don't sature; and for a 2.5kg charge, only the horizontal 
sandwich paper doesn't sature. Above this charge, all 
materials reach the saturation. 

 

 

 Fig. 5. Protected wall d=2m l=1m 

 

Some of the results are presented in figure 6.  

 
Fig. 6. Evolution of the displacement vs. time  

 

For a 2m thickness, any material reach the saturation as still 
as the charge remains lower or equal to 2.5kg. For a 3kg 
charge, only the polyurethane and the horizontal sandwich 
paper don't sature; and for a 4kg charge, only the horizontal 
sandwich paper doesn't sature. Above this charge, all 
materials reach the saturation. 

 

 

 Fig. 7. Protected wall d=2m l=2m 

 

Some of the results are presented in figure 8.  
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Fig. 8. Evolution of the displacement vs. time  

For a 3m thickness, any material reach the saturation as still 
as the charge remains lower or equal to 3kg. For a 4kg and 
5kg charge, only the polyurethane and the horizontal 
sandwich paper don't sature. 

 

 

 Fig. 9. Protected wall d=2m l=3m 

 

Some of the results are presented in figure 10.  

 
Fig. 10. Evolution of the displacement vs. time  

 

 

 

Non saturated cases are presented in table III. 

TABLE III 
 

 l=1m 
d=2m 

l=2m 
d=2m 

l=3m 
  d=2m 

1kg eq.TNT SPH/PUR/
SPV/C 

SPH/PUR/
SPV/C 

SPH/PUR/
SPV/C 

2kg eq.TNT SPH/PUR SPH/PUR/
SPV/C 

SPH/PUR/
SPV/C 

2.5kg eq.TNT SPH SPH/PUR/
SPV/C 

SPH/PUR/
SPV/C 

3kg eq.TNT / SPH/PUR SPH/PUR/
SPV/C 

4kg eq.TNT / SPH SPH/PUR 
5kg eq.TNT /  / SPH/PUR 

SPH:  sandwich paper horizontal, PUR: polyurethane, SPV: sandwich paper 
vertical, C: can assembly, l: material thickness, d: distance explosive-wall  

 
2)Distance charge-material variable (existing building) 

For a 1m thickness (th parameter) (cf.figure10), any material 
reach the saturation as still as the charge remains lower or 
equal to 4kg. For a 5kg charge, only the polyurethane and the 
horizontal sandwich paper don't sature. 

 

 Fig. 11. Protected wall d=3m l=1m 

 

Some of the results are presented in figure 12.  

 
Fig. 12. Evolution of the displacement vs. time 

For a 2m thickness, any material reach the saturation as still 
as the charge remains lower or equal to 2.5kg. For a 3kg 
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charge, only the polyurethane and the horizontal sandwich 
paper don't sature; and for a 4kg charge, only the horizontal 
sandwich paper doesn't sature. Above this charge, all 
materials reach the saturation. 

 

 Fig. 13. Protected wall d=2m l=2m 

 

Some of the results are presented in figure 14.  

 

Fig. 14. Evolution of the displacement vs. time  

For a 3m thickness, any material reach the saturation as still 
as the charge remains lower or equal to 1kg. Above this 
charge, only the polyurethane and the horizontal sandwich 
paper don't sature.  

 

 Fig. 15. Protected wall d=1m l=3m 

 

Some of the results are presented in figure 16.  

 
Fig. 16. Evolution of the displacement vs. time  

Non saturated cases are presented in table IV. 

TABLE IV 
 l=1m 

d=3m 
l=2m 
d=2m 

l=3m 
d=1m 

1kg eq.TNT SPH/PUR/
SPV/C 

SPH/PUR
/SPV/C 

SPH/PUR/
SPV/C 

2kg eq.TNT SPH/PUR/
SPV/C 

SPH/PUR
/SPV/C 

SPH/PUR 

2.5kg eq.TNT SPH/PUR/
PV/C 

C 
SPH/PUR/ 

SPV/C 

SPH/PUR 

3kg eq.TNT SPH/PUR/
SPV/C 

SPH/PUR SPH/PUR 

4kg eq.TNT SPH/PUR/
SPV/C 

SPH SPH/PUR 

5kg eq.TNT SPH/PUR / SPH/PUR 
SPH:  sandwich paper horizontal, PUR: polyurethane, SPV: sandwich paper 

vertical, C: can assembly, l: material thickness, d: distance explosive-wall  

F. Influence of the hat surface (constant hat weight) 

The implementation has been done with 1kg equivalent TNT 
charge, PUR material, material dimensions of 1m high, 1m 
breadth and 1m thickness; an explosive charge disposed at 2m 
distance from the protective wall, 1m from the ground and 7.5 
kg hat weight. 

We observe that for a hat surface equal to the material 
surface, the different materials don’t reach the saturation. The 
influence appears for the PUR since a surface ratio of 3 and 
for the SPH since a ratio of 3.5. 

Non saturated cases (X) are presented in table V. 

TABLE V 
 

Surfaces ratio vertical 
sandwich 

paper 

can 
assembly PUR Horizontal 

sandwich 
paper 

“1:1” X X X X 
“2:1”   X X 
“3:1”   X X 
“4:1”    X 
“5:1”     
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III. CONCLUSION 
The use of protective materials disposed in front of the 

building walls is optimized when the wall are not loaded 
beyond the materials compressive strength. The choice of the 
optimal shock absorbing material and thickness can be done 
using the Hansen movement equations and its analytical and 
numerical solutions. The result of  the simulations show that 
the use of horizontal sandwich paper allow to increase the 
explosive charge until 2.5kg equivalent TNT without reaching 
the material saturation whereas other materials are already 
saturated. Similarly, an increase of the hat weight allows 
delaying the saturation process. The simulations made with 
several thicknesses also show the horizontal sandwich paper 
as the last one reaching the saturation and thus being the most 
appropriate to protect walls. 
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Abstract— This paper presents a technique for the deter-
mination of the material damping ratio of shallow soil lay-
ers. It is based on the Spectral Analysis of Surface Waves
(SASW) test. The technique is an alternative to existing
methods, where the damping ratio is determined from the
spatial decay of the Rayleigh wave. These methods are
based on the hypothesis that the response of the soil in the
SASW test is due to a single mode surface wave. There-
fore, the resulting attenuation curve can become erroneous
when higher modes contribute to the soil’s response. More-
over, in these methods, the estimate of the attenuation curve
is based on an estimate of the geometric spreading func-
tion. The latter is computed using the shear wave velocity
of the soil, which is determined by inversion of the experi-
mental dispersion curve. Errors in the experimental disper-
sion curve and in the inversion procedure lead to an erro-
neous geometric spreading factor and, consequently, exper-
imental attenuation curve. In the proposed technique, the
wave field recorded in the SASW test is transformed to the
frequency-wavenumber domain by means of a discrete ap-
proximation to the Hankel transformation. The resulting
(experimental) spectrum exhibits peaks corresponding to
the Rayleigh modes. The peak corresponding to the funda-
mental Rayleigh wave is identified and used to determine the
experimental dispersion and attenuation curves and, subse-
quently, the soil profile. The dispersion curve is derived from
the peak’s position, while the attenuation curve is derived
from its width, using the half-power bandwidth method. In
this technique there is no need for calculating the geometric
damping. The occurrence of higher Rayleigh modes does not
affect the attenuation curve associated with the fundamental
Rayleigh wave, as higher modes appear as separate peaks in
the f -k spectrum and do not interfere with the peak corre-
sponding to the fundamental Rayleigh wave. The method is
applied to data collected from a test site Lincent in Belgium.

Keywords— Material damping, Attenuation, Rayleigh
waves, Half-power bandwidth, In-situ tests, Shear modulus.

I. INTRODUCTION

THE The Spectral Analysis of Surface Waves (SASW)
method aims to determine the dynamic shear modu-

lus and the material damping ratio of shallow soil layers.
It is based on an in situ experiment where Rayleigh waves
are generated by means of an impact hammer, a falling

weight, or a hydraulic shaker. The resulting wave field is
recorded by a number of sensors at the soil’s surface and
used to determine the dispersion and attenuation curves of
the soil. An inverse problem is solved to identify the cor-
responding soil profile.

The SASW method has been utilized in different appli-
cations over the past couple of decades. It has been used
to investigate pavement systems [14], to assess the quality
of ground improvement [2], to determine the thickness of
waste deposits [9], and to identify the dynamic shear mod-
ulus [12], [13] and the material damping ratio [5], [10],
[16] of shallow soil layers. The shear wave velocity and
material damping ratio are important for the calculation of
vibrations in the free field or in buildings due road or rail
traffic, industrial machinery, and construction activities.

In order to determine dynamic soil properties, both in
situ and laboratory methods have been used in the liter-
ature. Laboratory measurements like resonant column or
torsional shear tests are often used to determine proper-
ties of cohesive soils, but for non-cohesive soils, there isa
risk of sample disturbance. Although laboratory tests are
useful for parametric studies of soil properties [16], in situ
tests preserve the natural status of the soil and avoid sam-
ple disturbance. Moreover, a larger volume of the soil is
examined when performing in situ tests, avoiding a bias in
the results due to local variations of the properties.

Borehole techniques are well known for in situ de-
termination of soil properties. These techniques have a
good resolution at large depths compared to surface wave
methods. On the other hand, surface wave methods have
the same range of operating frequencies as the frequency
range of interest in the ground vibration analysis, and they
are non-invasive tests to save time and money [20].

The surface wave methods established by Lai [10] and
Rix et al. [16], and extended by Foti [5], to determine
the material damping ratio, are based on the hypothesis
that the response of the soil in the SASW test is due to a
single surface wave [11]. If multiple surface waves con-
tribute to the response (e.g. due to the high stiffness con-
trast or the inclusion of a softer layer), this assumption
does not hold and the resulting attenuation curves are af-
fected. Moreover, in these methods, the estimate of the
attenuation curve is based on an estimate of the geomet-
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ric spreading function. The latter is computed using the
shear wave velocity of the soil, which is determined by in-
version of the experimental dispersion curve. Errors in the
experimental dispersion curve and in the inversion proce-
dure (e.g. due to the non-uniqueness of the problem) lead
to an incorrect estimate of the geometric spreading factor
and, consequently, the experimental attenuation curve.

In this paper, an alternative method for the determina-
tion of the material damping ratio is proposed, using the
half-power bandwidth method. The half-power bandwidth
method has originally been developed in the field of struc-
tural dynamics to determine the modal damping ratio of a
structure from the width of the peaks in the structure’s fre-
quency response function. It is applied to the frequency-
wavenumber content of the soil’s response in this research.

This paper is organized as follows: section 2 elaborates
the f -k analysis using the half-power bandwidth method.
In section 3, the method is used to determine the soil prop-
erties of a test site in Belgium.

II. f -k ANALYSIS USING THE HALF-POWER

BANDWIDTH METHOD

An alternative method to determine the dispersion and
attenuation curves is presented. This method is based
on the peaks in thef -k spectrumH̃E

zz(kr ,ω). The spec-
trum is calculated by transforming the transfer function
ĤE

zz(r,ω) to the frequency-wavenumber domain according
to the procedure proposed by Forbriger [3]. This proce-
dure is similar to a classical slant stack analysis [17], but
the Fourier transformation is replaced by a Hankel trans-
formation. In this way, the cylindrical symmetry of the
problem is properly accounted for. Thef -k spectrum of
the response is defined as:

H̃E
zz(kr ,ω) =

∫ ∞

0
ĤE

zz(r,ω)J0(kr r)rdr (1)

where a tilde above a variable denotes its representation in
the frequency-wavenumber domain andJ0(kr r) is the ze-
roth order Bessel function of the first kind. Equation (1) is
approximated by truncation of the integral atr = rM (the
position of the farthest receiver) and the discretization of
the integration domain betweenr = 0 andr = rM . In order
to mitigate the effect of the truncation of the integration
domain, an exponential window ˆw(r,ω) is applied to the
data in the frequency-space domain. The application of an
exponential window can be considered as the introduction
of artificial damping, resulting in a higher spatial attenua-
tion of the surface waves. The window ˆw(r,ω) is applied
for each frequencyω independently and defined as:

ŵ(r,ω) = e−Âart(ω)r (2)

The exponent̂Aart(ω) is chosen so that:

|ŵ(rmax,ω)ĤE
zz(rmax,ω)|

|ŵ(rmin,ω)ĤE
zz(rmin,ω)|

= q (3)

wherermin andrmax denote the positions of the nearest and
the farthest receiver, respectively. For frequenciesω where
equation (3) results in a negative exponentÂart(ω), this ex-
ponent is set equal to zero. The application of the window
ensures that the amplitude ratio of the response at the far-
thest and the nearest receiver does not exceed a valueq. A
valueq= 10−4 has been used here to avoid overestimation
of the attenuation coefficient at the low frequencies.

Following Forbriger [3], the Bessel functionJ0(kr r) in
equation (1) is replaced by a zeroth order Hankel function
H(1)

0 (kr r)/2 to account for the fact that the wave field only
consists of outgoing waves. The following approximation
is thus obtained:

H̃E
zz(kr ,ω) =

1
2

M

∑
j=1

ĤE
zz(r j ,ω)H(1)

0 (kr r j)ŵ(r j ,ω)r j∆r j (4)

where M is the number of receivers,r j is the source-
receiver distance for receiverj, and∆r j = r j − r j−1. The
transfer functionĤE

zz(r,ω) is normalized at each frequency
to the corresponding maximum value.

The half-power bandwidth is defined as the width of the
peak∆ω where the magnitude of the frequency response
function is 1/

√
2 times the peak value [1]. For a weakly

damped single degree of freedom system, the half-power
bandwidth equals (figure 1):

∆ω = 2ξωres (5)

whereωres is the resonance frequency. This procedure can
be generalized to multi-degree of freedom systems with
widely spaced resonance frequencies.

The half power bandwidth method is also applicable
to the representation of the response in the frequency-
wavenumber domain. At every frequencyω, the half-
power bandwidth∆k(ω), defined as the differencek2(ω)−
k1(ω) between the wavenumbersk1(ω) andk2(ω), is equal
to (figure 2):

∆k(ω) = 2ξ(ω)kres(ω) (6)

with ξ(ω) a frequency dependent damping coefficient and
kres(ω) the wavenumber where the response is maximum:

kres(ω) =
k2(ω)+k1(ω)

2
(7)

Introducing the linear relationαE
R(ω) = ξ(ω)kres(ω) be-

tween the damping coefficientξ(ω) and the attenuation co-
efficientαE

R(ω) into equation (6), the following expression
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Fig. 1. half-power bandwidth method.
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Fig. 2. half-power bandwidth method in the wavenumber
domain.

is obtained for the attenuation coefficientαE
R(ω):

αE
R(ω) =

k2(ω)−k1(ω)

2
(8)

In order to avoid mixing of adjacent peaks, it is sug-
gested to use a larger scale factorγ than 1/

√
2 to en-

sure that the calculated attenuation coefficientαE
R(ω) cor-

responds to the picked peak:

αE
R(ω) =

k2(ω)−k1(ω)

2
√

γ−2−1
(9)

A value ofγ = 0.99 is used in this paper.
In this alternative approach, the occurrence of multiple

Rayleigh modes does not affect the attenuation curve of
either the fundamental or the dominant Rayleigh wave, as
all modes appear as separate, non-interfering peaks in the
frequency-wavenumber spectrum. Moreover, the experi-
mental attenuation curve is derived directly from the ex-
perimental data, avoiding the use of a (possibly incorrect)
estimate of the soil’s shear wave velocity.

III. T EST SITE INL INCENT

The method discussed in the previous sections is applied
to data collected at a site in Lincent, Belgium, next to the
HST line L2 between Brussels and Liège. Several Seismic
Cone Penetration Testing (SCPT) and SASW tests have
been performed on this site. In preparation of the con-
struction of the high speed railway track, borings and cone
penetration tests have been carried out. The borings re-
veal the presence of a silt top layer with a thickness of
about 1.2 m, followed by a fine sand layer reaching to a
depth of 3.2 m and a sequence of very stiff layers of aren-
ite and clay [6], [7]. The depth of the ground water table
has been monitored from August 1993 to July 1997. It ex-
hibits seasonal fluctuations between 6.0 m to 12.2 m, with
an average value of 10.4 m [6].

The most recent SCPT tests on the site in Lincent have
been performed in May 2003 [6], [7]. These tests have
allowed for the determination of the shear wave velocity
up to a depth of 6 m: it increases almost linearly from 160
m/s at 1 m depth to 280 m/s at 6 m depth. Accounting
for the seasonal fluctuations of the soil properties at this
site, these results correspond well to the SASW results.
The material damping ratio has also been derived from the
SCPT tests [8], resulting in a highly uncertain value that
varies between 0.00 and 0.06.

The most recent SASW test on the site in Lincent has
been performed in February 2008 [18]. Use has been made
of 104 receivers, located up to 104 m from the source. In
order to filter out the background noise, 100 hammer im-
pacts on a 40 cm×40 cm×8 cm aluminum foundation
are averaged. The averaged time history of the vertical
displacementuE

z (r, t) at the surface is shown in figure??.
A Hankel transformation is applied to the experimen-

tal transfer functionĤE
zz(r,ω) to give the f -k spectrum

H̃E
zz(kr ,ω) (figure 3). Using the relation between the phase

velocity and the wavenumberCE
R(ω) = ω/kE

R(ω), the verti-
cal axis in figure 3 is shown in terms of the phase velocity
instead of the wavenumber. The fundamental dispersion
curve between 15 Hz and 70 Hz is clearly visible in this
figure. Below 15Hz, the accuracy of the transfer function
ĤE

zz(r,ω) and, consequently, the frequency-wavenumber
spectrumH̃E

zz(kr ,ω) is too low for a reliable estimation of
the dispersion curveCE

R(ω). The largest wavelengthλRmax

that can be measured is 15 m. Following Foti [4], the
maximum depth that can be investigated with this wave-
length isλE

Rmax/3. This allows for the determination of
the soil properties up to a depth of about 5 m. Above
70Hz, the trace of the first dispersion curve disappears.
Theoretically, the highest frequency where the dispersion
curveCE

R(ω) can be estimated is determined by the dis-
tance between two adjacent receivers. The smallest wave-
length that can be measured with 1m distance between ad-
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Fig. 3. The experimental transfer functioñHE
zz(CR,ω)

measured at the site in Lincent.
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Fig. 4. The experimental (gray line) and identified (black
line) dispersion curve.

jacent receivers equals 2m. In the high frequency range (i
e. larger than 75Hz), the wavelength of the Rayleigh wave
is smaller than 2m. This gives rise to spatial aliasing, re-
sulting in unreliable data that can not be used to determine
the dispersion curveCE

R(ω). Comparison of the dispersion
curve measured in February 2008 (figure 3) with the dis-
persion curves obtained from previous SASW tests [15]
shows that the soil properties at the site in Lincent exhibit
seasonal fluctuations, resulting in a variation of about 10
% in the shear wave velocity near the surface.

Figure 4 shows a smooth experimental dispersion curve
derived from the spectrum presented in figure 3. The Elas-
toDynamics Toolbox (EDT) [19] for Matlab is used to cal-
culate the theoretical dispersion and attenuation curves.A
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Fig. 5. The identified shear wave velocity profile, com-
pared with the SCPT results (black dots).
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Fig. 6. The original (gray line) and identified (black line)
attenuation curve.
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Fig. 7. The identified material damping ratio profile, com-
pared with the SCPT results (black dots).

perfect match is observed in figure 4 between the exper-
imental dispersion curve and the dispersion curve corre-
sponding to the identified shear wave velocity profile. The
identified shear wave velocity profile is close to the SCPT
results as shown in figure 5. The experimental and iden-
tified attenuation curves are presented in figure 6. The
identified attenuation curve results in the identified mate-
rial damping ratio profile shown in figure 7. It is observed
that the results of the SCPT are scattered around the cur-
rent results.

IV. CONCLUSION

The half-power bandwidth method is successfully ap-
plied to the frequency-wavenumber content of the soil’s
response, in order to determine the material damping ra-
tio. The position of the peak in thef -k spectrum is used to
calculate the experimental phase velocity, while the width
of the peak is used to determine the experimental attenua-
tion coefficient. The technique has been used to determine
the soil properties of a test site in Lincent, Belgium. The
results agree with SCPT results.
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Abstract: In this study a new six-parameter stress-strain model 
for modern pipeline steels is proposed. In finite-element analyses 
for strain-based design, these steels have often been described 
using the Ramberg-Osgood equation and similar expressions, but 
have proven to show a more complex behaviour in reality. 

The proposed model is based on the Ramberg-Osgood 
equation, to which a second strain hardening coefficient is added. 
It was validated by investigating least-squares curve-fits on a set 
of previously conducted tensile tests of contemporary pipeline 
steels. More specifically, the improvement towards Ramberg-
Osgood was investigated by means of a least-squares 
performance parameter and visual assessment of the obtained 
model curves. 

As regards the investigated tensile tests, the developed stress-
strain expression was found to accurately describe continuously 
yielding steels, often providing significantly better results than 
Ramberg-Osgood. It is concluded that the proposed expression 
might be a step forward towards an improved quantitative 
description of pipeline steels in finite-element analyses of a strain-
based design. To achieve this, further work should be conducted 
on the prediction of suited model parameters. 

Keywords:  Strain-based design, pipeline steels, stress-strain 
relationship, Ramberg-Osgood 

 

I. INTRODUCTION 

Pipelines can be subjected to significant plastic 
deformations during installation and operation. Possible 
causes of these deformations are earthquakes in the case of on-
shore pipelines, and bending during installation in the case of 
off-shore pipelines [1]. Strain-based design concerns the 
structural response of welded pipelines to those imposed 
displacements. A strain-based assessment predicts pipeline 
failure or leakage, and is therefore of great economical and 
environmental importance. 

Finite-element modelling is a commonly applied analysis 
technique in the field of strain-based design. An important 
required input is the stress-strain relationship describing the 
mechanical behaviour of the pipeline material. Indeed, the 
shape of the pipe metal’s post-yield response has a significant 
effect on the achievable plastic strain of the pipeline [2]. 
Therefore, an accurate stress-strain description is needed over 
the entire strain range.  

In finite-element analyses, the stress-strain relationship of a 
material is often represented by a model curve. This allows the 
material to be described quantitatively by means of model 
parameters, and consequently enables the execution of 
parametric studies. A well known constitutive law is the 
Ramberg-Osgood equation, which is commonly applied for 
metals because of its simplicity and its ease of use in finite-

element software. Ramberg-Osgood describes the strain 
hardening behaviour during plasticity by means of a power 
law with one constant exponent [3]. Along with other similar 
single-exponent power-law hardening equations, it has also 
been widely used to model pipeline steels in strain-based 
design [1][4][5][6][7]. 

However, previous research has shown that modern pipeline 
steels should be characterised by two different strain 
hardening exponents, depending on the strain level [8]. 
Therefore, the currently applied single-exponent stress-strain 
models are not suited to accurately describe those steels. 

This article presents a new stress-strain model, specifically 
developed for modern pipeline steels. It is based on the 
Ramberg-Osgood equation, but has two different strain 
hardening exponents instead of one. A series of experimental 
data has been used to investigate the possibilities of the 
proposed model, in comparison to the Ramberg-Osgood 
model. The results suggest that, in contrast to Ramberg-
Osgood, the presented model can very accurately describe the 
full-range stress-strain behaviour of pipeline steels. This 
constatation is most pronounced for steels with a continuous 
yielding behaviour. 

II.  BACKGROUND: THE RAMBERG-OSGOOD MODEL 

In 1943, Ramberg and Osgood presented a constitutive law 
that expresses the total true strain ε as a function of the true 
stress σ, as follows [3]: 
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In this equation, σp is the material's proof stress 
corresponding to the plastic strain p. It has become common 
practice to use the 0.2% proof stress [9], as it is often seen as 
an equivalent yield stress. The stress-strain relationship then 
takes the form: 
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As can easily be seen, Eq. (2) (to which shall be referred as 
the ‘Ramberg-Osgood model’ in what follows) is characterised 
by merely three model parameters: an elasticity modulus E, 
the 0.2% proof stress of the model curve σ0.2 and an exponent 
n. This exponent determines the rate of strain hardening, and 
is consequently called the ‘strain hardening exponent’. There 
are several methods to determine suitable values for E, σ0.2 
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and n for a specific experimental stress-strain curve, two of 
which are described here. 

A first approach is applying a least-squares curve-fit of the 
model equation to the experimental data. This method requires 
an iterative calculation with a large number of datapoints and 
is therefore rather time-consuming. However, least-squares 
curve-fitting generally leads to an optimal solution. Hence, it 
is ideal in order to thoroughly investigate the possibilities of 
the model. 

A second approach is to estimate the model parameters by 
means of stress-strain characteristics. Since this method does 
not require knowledge of the entire dataset, it is more practical 
to use. For the specific case of Ramberg-Osgood, E and σ0.2 
can be determined as the experimentally obtained values of 
elasticity modulus (E0) and 0.2% proof strength (Rp0.2). To 
determine n, again there are two different approaches. Firstly, 
if a good approximation of the model to the experimental 
stress-strain curve is required in the small-scale yielding area 
(i.e. at the onset of yielding, just after the elastic area), the 
exponent can be estimated using the experimental 0.01% and 
0.2% proof stresses Rp0.01 and Rp0.2 [10][11][12]: 
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Eq. (3) ensures that the Ramberg-Osgood model exactly 
matches the experimental stress-strain curve at the 0.01% and 
the 0.2% proof stress. However, the agreement can be 
dramatic for larger strains with this choice for n, see Figure 1. 

 

 

Fig. 1. Experimental stress-strain curve versus Ramberg-
Osgood model using Eq. (3) (not to scale). 

Alternatively, an acceptable approximation over the entire 
strain range may be desired. In that case, it is better to apply a 
relation based on the experimental 0.2% proof stress Rp0.2, the 
true value of ultimate tensile strength Rm and the plastic part of 
the true uniform elongation uELp (expressed in %) [4][9]: 

 
























=

2.0

ln

2.0
ln

p

m

p

R

R

uEL

n  (4) 

Figure 2 illustrates that Eq. (4) results in a model curve that 
intersects the experimental stress-strain curve at the 0.2% 
proof stress and the ultimate tensile strength. The agreement is 
globally good, but can be locally poor in the small-scale 
yielding area. 

 

 

Fig. 2. Experimental stress-strain curve versus Ramberg-
Osgood model using Eq. (4) (not to scale). 

The Ramberg-Osgood equation was originally designed for 
aluminium alloys. Later, it proved to be a suitable model for 
some conventional steels too. However, some metallic 
materials tend to show a more complex tensile behaviour. 
Well-documented is the category of stainless steels, which are 
often impossible to accurately describe with one constant 
strain hardening exponent for the entire strain range 
[10][11][12][13][14]. The example of stainless steels indicates 
the general necessity of a critical pre-analysis to guarantee that 
Ramberg-Osgood is an appropriate model for the investigated 
material. 

III.  THE NEW STRESS-STRAIN MODEL 

For the case of high strength steels, the degree of non-
linearity is the result of a complex interaction between 
material composition, heat treatment, and level of cold work 
[15]. Two facts play a significant role in this consideration. 
Firstly, modern micro-alloyed pipeline steels are produced 
with the TMCP (‘Thermo Mechanical Controlled Process’) 
rolling process, which leads to a very fine microstructure. As a 
consequence, a rather high ratio of yield strength to 
(engineering) ultimate tensile strength (Rp0.2/Rm

e) is typically 
achieved. This results in a reduced strain hardening effect, 
which distinguishes TMCP steels from conventional steels in 
terms of stress-strain behaviour. Secondly, the pipe production 
process (e.g. cold working due to UOE pipe forming, thermal 
treatment due to anti-corrosion coating [16]) further 
complicates the shape of the stress-strain curve. 

Denys et al. [8] pointed out that the strain hardening 
behaviour of high-strength pipeline steels can be divided into 
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two separate regions: small-scale yielding and extensive 
yielding. Since Ramberg-Osgood has only one strain 
hardening exponent, it cannot accurately describe this so-
called ‘double n’-behaviour. Obviously, an improved new 
model must not show this restriction. 

Because of the simplicity of the Ramberg-Osgood 
expression, Eq. (2) was taken as a starting point for the new 
model. Considering the ‘double n’-behaviour of pipeline 
steels, the following constraints were put forward regarding 
the shape of the model curve: 
• In the small-scale yielding area (at the onset of yielding), a 

Ramberg-Osgood equation with a first strain hardening 
exponent n1 should be followed. This curve is further 
called RO1. 

• In the extensive yielding area (large strains, up to the 
uniform elongation uEL), the curve should follow 
Ramberg-Osgood with a second strain hardening exponent 
n2, possibly translated over a certain strain value. This 
curve is further called RO2. 

• Between these two yielding areas there should be a 
transition zone, where the shape smoothly changes from 
RO1 to RO2. This curve is further called RO1→2. 

An analytical consideration of the constraints mentioned 
above led to the following piecewise definition of the 
proposed model: 
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The transition between different sub-equations is determined 
by two model parameters, σ1 and σ2. The sub-equations are 
defined as follows (stresses are expressed in MPa, strain is 
dimensionless): 
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The introduction of a translation term ∆ε in the extensive 
yielding area was necessary to ensure continuity at the point 
σ = σ2. It is defined by: 
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The model has six independent parameters, all of which are 
easily interpretable: E, σ0.2, n1, n2, σ1 and σ2. First, the 
parameters E and σ0.2 have the same physical meaning as in 
the Ramberg-Osgood model. Next, n1 and n2 are two strain 
hardening exponents that characterize the nature of the 
‘double n’-behaviour. Finally, σ1 and σ2 are the stresses that 
define the intervals of application of the different sub-
equations. Figure 3 provides a graphical overview of the new 
model and its six parameters. Comparing Eqs. (6a) and (6c) 
with Eq. (2), it can be easily seen that the shape of the new 
stress-strain equation describes a Ramberg-Osgood curve for 
small-scale yielding and for extensive yielding. 
 

 

Fig. 3. A graphical overview of the proposed model and its 
model parameters. 

IV.  EXPERIMENTAL VALIDATION  

A. Experimental data 

In order to qualify the obtained expression, it has been 
evaluated using a set of 58 experimental stress-strain curves of 
contemporary pipeline steels, all of which are strength grade 
API 5L X70 [17] (specified minimum yield strength 482 
MPa). These data were obtained from standard tensile tests, 
previously conducted at Laboratory Soete of Ghent 
University.  

There is a great diversity regarding the shapes of the 
investigated stress-strain curves. This is firstly illustrated in 
Figure 4, showing three fundamentally different experimental 
curves. Both steels with a discontinuous yielding behaviour 
(e.g. curve (a)) and steels with a continuous yielding 
behaviour (e.g. curves (b) and (c)) were included. Also, a 
broad spectrum of yield-to-tensile ratio was covered in the 
analysis. Defined as the ratio between the 0.2% proof stress 
Rp0.2 and the engineering value of the ultimate tensile strength 
Rm

e, it ranged from 0.77 to 0.94. The effect of Rp0.2/Rm
e can be 

seen in Figure 4, by comparing curve (b) (Rp0.2/Rm
e = 0.94) 

with curve (c) (Rp0.2/Rm
e = 0.77). 
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Fig. 4. An illustration of the different possibilities as regards 
the strain hardening behaviour of pipeline steels. 

Secondly, even between steels with a similar yield-to-tensile 
ratio Rp0.2/Rm

e, significant differences in the shape of the 
stress-strain curve can be observed. Figure 5 illustrates this for 
two experimental curves with a Rp0.2/Rm

e-value of 
approximately 0.857. Here already, it may be interesting to 
note that for these curves, the ultimate tensile strength Rm

e is 
reached at similar strain values (which can be identified as the 
strain at the upper right point of the curves). Consequently, 
there is a recognizable correspondence not only for Rp0.2/Rm

e, 
but also for uEL. Thus, application of Eq. (4) would result in 
similar values for the strain hardening exponent n for both 
curves, and therefore a similar Ramberg-Osgood model shape. 

 

Fig. 5. Two tensile tests with a similar yield-to-tensile ratio 
and uniform elongation, but nevertheless a different shape. 

An interesting way to represent stress-strain curves is in a 
double logarithmic diagram. As can be derived from Eqs. (6a) 
and (6c), the slope of the stress-strain curve in such a plot 
should be 1 in the elastic area, 1/n1 in the small-scale yielding 
area and 1/n2 in the extensive yielding area. Figure 6 illustrates 
this for the case of n1 being greater than n2. However, the case 
of n1 being smaller than n2 was also observed to be possible. 

 

Fig. 6. Experimental double logarithmic stress-strain curve, 
with n1 greater than n2. 

B. Preprocessing 

All tensile test results were equally preprocessed. Firstly, the 
part of the curve after occurrence of the ultimate tensile 
strength was removed. In strain-based design, namely, necking 
of the test specimen is considered as a limit state. That is 
exactly what happens when the ultimate tensile strength is 
achieved, so the remaining part of the stress-strain curve is of 
no relevance. 

Secondly, the measured values of stress and strain (the so-
called ‘engineering’ values, σe and εe) were transformed to 
true stress and strain values (σ and ε), using the following well 
known conversion formulae: 

 ( )eεε += 1ln  (8) 

 ( )ee εσσ +⋅= 1  (9) 

From these equations, the relationship between true and 
engineering values of uniform elongation (respectively uEL 
and uELe, in %) and ultimate tensile strength (respectively Rm 
and Rm

e) can be derived: 

 ( )1001ln100 euELuEL +⋅=  (10) 

 ( )1001 ee
mm uELRR +⋅=  (11) 

The experimental stress-strain curves often contained many 
thousands of datapoints. Analyses on datasets of that size 
would have been extremely time-consuming. Therefore, they 
were finally simplified to a reduced but still sufficient set of 
100 datapoints by means of interpolation. Eighty of these 
datapoints were taken in the strain interval [0% - 1%], because 
that area shows the biggest change in stress-strain behaviour 
(transition from elastic to plastic). 

C. Analysis 

After preprocessing, the actual analysis was carried out. 
Model parameters of the Ramberg-Osgood equation (E, σ0.2, 
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n) and the new model (E, σ0.2, n1, n2, σ1, σ2) were calculated 
for every tensile test as explained hereafter. 

For the Ramberg-Osgood model as well as for the new 
model, E was first calculated from the experimental data using 
the true stresses at 0.01% and 0.15% total true strain:  
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Indeed, these stresses are not yet plastic for API 5L X70 
steel, and therefore representative of the proportionality 
between stress and strain in the elastic zone. 

After E, the other model parameters were determined 
separately for Ramberg-Osgood and the new model. As 
regards the determination of σ0.2 and n for the Ramberg-
Osgood model, three alternatives were investigated, the last of 
which differs fundamentally from the first two. First, σ0.2 was 
given the value of the experimental 0.2% proof stress Rp0.2, 
and n was determined by Eq. (3). Next, σ0.2 was determined 
analogously, but Eq. (4) was used for n instead of Eq. (3). 
Finally, σ0.2 and n were simultaneously determined by a least-
squares curve-fitting of the model to the reduced set of 100 
datapoints. As regards the new model, no equations are 
available yet to estimate all parameters properly. Therefore, 
only curve-fitting was applied to determine the ‘optimal’ 
values for σ0.2, n1, n2, σ1 and σ2. 

In the field of optimization techniques, least-squares curve-

fitting is determining the parameter set 
→

∗θ  that minimizes the 
RMS-value (an abbreviation for ‘Root Mean Square’) of a 

dataset (xi, yi), i = 1 … ndata towards a model function f(x,
→
θ ) 

(x being the argument, 
→
θ  being the multi-dimensional 

parameter set). This RMS-value is defined as follows: 
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Since in our case, RMS has the dimension of strain, it is 
expressed in %. The closer RMS approaches zero, the better 
the model equation represents the experimental curve. In other 
words, the RMS-value after curve-fitting is a quantitative 
measure for the quality of the model for each tensile test. 

To calculate the least-squares curve-fits of the Ramberg-
Osgood model and the new model to the experimental data, 
the iterative Levenberg-Marquardt algorithm [18] was used. 
This algorithm yields accurate results after a limited number 

of iterations, starting from an initial estimation 
→

oθ  of the 

optimal parameter set. However, one needs to be critical about 

the result. If 
→

oθ  is badly chosen, i.e. far away from the 

optimal parameter set 
→

∗θ , there is a possibility that the 
Levenberg-Marquardt algorithm leads to a local minimum of 
RMS instead of the absolute minimum. In that case, the result 
is not the optimal but a suboptimal parameter set (see Figure 
7, illustrating the problem in one dimension). Therefore, 
several curve-fits with different initial parameter estimates 
were performed for every tensile test. Further, all calculated 

curve-fits were visually assessed afterwards to check if the 
model curve closely approximated the experimental curve. If 
not, more curve-fits with other initial parameter estimates were 
performed. Finally, the best fit was chosen for further analysis. 
 

 

Fig. 7. Illustration of good and bad initial estimates of the 
optimal parameter set, using the Levenberg-Marquardt 

algorithm for least-squares curve-fitting. 

V. RESULTS 

A. Ramberg-Osgood, with parameters determined using 
tensile test characteristics 

As regards the Ramberg-Osgood model, the validity of Eqs. 
(3) and (4) was verified by visual inspection of the 
corresponding model curves. A representative result is shown 
in Figure 8. As can be seen, especially Eq. (3) yields an 
unacceptable result for this example. This is due to a low 
value of Rp0.01, a phenomenon which was also observed in a 
large amount of other investigated tensile tests. Hence, Eq. (3) 
appears to be unsuited for pipeline steels. 
 

 

Fig. 8. An example of ‘bad’ Ramberg-Osgood 
approximations, using Eqs. (3) and (4). 

Although better than Eq. (3), Eq. (4) also seems to be 
unsatisfactory. The approximation is more accurate for larger 
strains, because the model curve with this formula always 
intersects the experimental data at the maximum strain. For 
smaller strains, however, the representation of the curve is of 
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very poor quality. This was observed in a large number of the 
analysed tests. Therefore, also using Eq. (4) is questionable 
for pipeline steels. 

B. Least-squares curve-fits of Ramberg-Osgood and the new 
model 

The curve-fits of Ramberg-Osgood and the new model were 
assessed in two ways. 

On the one hand, the fits of both models were compared in 
terms of their RMS-value for all tensile tests. The result is 
summarized in Figure 9, from which two important 
constatations can be made. First, it can be seen that all 
obtained RMS-values are lower for the new model than for the 
Ramberg-Osgood model, because all points on the figure are 
located beneath the 1:1 line. More specifically, the average 
RMS-value for the new model was about 45 percent of that 
calculated for the Ramberg-Osgood model. Numerical values 
are summarized in Table I. Thus, the new model generally 
seems to describe the mechanical behaviour of pipeline steels 
in a more realistic manner. Next, it was observed (see Figure 9 
and Table I) that the RMS-values for Ramberg-Osgood as well 
as the newly proposed model are higher for curves with 
discontinuous yielding than for curves with continuous 
yielding. This suggests that both models are better at 
representing continuously yielding steels. 

TABLE I 

AVERAGE RMS-VALUES OBTAINED BY LEAST-SQUARES CURVE-
FITTING 

 Ramberg-Osgood new model 
all tests 0.149% 0.067% 

continuous yielding only 0.117% 0.045% 
discontinuous yielding only 0.305% 0.172% 
 

On the other hand, the quality of the curve-fits was visually 
assessed. This allowed to intuitively qualify the obtained 
RMS-values. Figure 10 displays two example curves: one with 
continuous yielding, and one with discontinuous yielding. 
They have been deliberately chosen, because the RMS-values 
of their curve-fits approximately equal the average values of 
Table I. Curve (a) clearly shows that, in contrast to Ramberg-
Osgood, the newly proposed model can very accurately 
describe continuously yielding curves. 

However, curve (b) indicates that, albeit better than 
Ramberg-Osgood, the new model is not capable of 
reproducing the experimental curve in the case of 
discontinuous yielding. 

VI.D ISCUSSION 

The results of this study indicate that the developed model is 
a significant improvement to the Ramberg-Osgood equation as 
regards the stress-strain behaviour of modern pipeline steels 
that exhibit continuous yielding behaviour. This follows from 
a comparison of the obtained RMS-values of both models, as 
well as the visual assessment of all curve-fitted model curves. 
Note that the newly developed model is nothing more than an 
extension of Ramberg-Osgood. Indeed, setting n2 equal to n1 

in Eqs. (6a), (6b) and (6c) reduces Eq. (5) to a Ramberg-
Osgood curve with strain hardening exponent n = n1 (= n2). 
Hence, every Ramberg-Osgood curve can also be described by 
the new model. This explains why not a single investigated 
tensile test produced a higher RMS-value for the new 
expression than for Ramberg-Osgood. 

 

 

Fig. 9. RMS-values of all obtained curve-fits, compared for 
Ramberg-Osgood and the developed model. 

(a) 

(b) 

Fig. 10. Examples of curve-fitted experimental stress-strain 
curves. (a): continuous yielding; (b): discontinuous yielding. 
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The new model is better than Ramberg-Osgood because it 
contains two independent strain-hardening exponents: one for 
the onset of yielding (n1) and one for extensive yielding (n2). 
This constatation is in accordance with previous research of 
Denys et al. [8], who recognized the possible ‘double n’-
behaviour of high-strength pipeline steels. The developed 
model is a mathematical translation of the ideas explained in 
their work. 

If the Ramberg-Osgood equation is nevertheless used, its 
parameters should be calculated by curve-fitting. The usage of 
tensile characteristics to calculate the parameters proved to 
give possibly unacceptable results, for the case of Eq. (3) as 
well as Eq. (4).   

The presence of two strain hardening exponents in the new 
model largely increases the possibilities regarding the model 
curve shape. This is illustrated in Figures 11(a) and 11(b). 
These figures respectively represent curves (a) and (b) in 
Figure 5. Looking at Figure 11(a), it can be clearly seen that 
the new model takes the shape of the experimental curve over 
the entire strain range, whereas this is not the case for the 
Ramberg-Osgood model. The latter can only produce good 
approximations if the shape of the experimental curve can be 
characterised by one strain hardening exponent, as is the case 
in Figure 11(b). 

Despite the good results obtained for continuously yielding 
steels, the developed model was very hard to properly fit with 
discontinuous curves. However, it should be mentioned that 
probably not all curve-fits were optimal for that category. 
Indeed, as can be easily understood, a good agreement would 
in the case of discontinuous yielding require n1 to approach 
infinity. In that limit case, the RMS-value becomes very 
sensitive to slight parameter variations. Consequently, RMS 
reaches very high values in close vicinity to the optimal 
parameter set, making it more difficult to find initial estimates 
that lead to this optimum. Therefore, the proposed model 
seems unsuited to easily describe discontinuously yielding 
steels.  

Notwithstanding the current limitation to continuously 
yielding steels, the development of the model could be a first 
step towards a better description of pipeline steels in terms of 
tensile behaviour. So far, the model has only been tuned by 
means of the complex and time-consuming method of least-
squares curve-fitting. Further work is required in order to 
determine relations that can predict suitable model parameters 
using easily measureable tensile test characteristics, such as 
Rp0.2 and Rp0.2/Rm

e. Moreover, other API 5L strength grades  
should be investigated to study the possible influence of the  
grade on these predictive relations. Once this has been 
achieved, it will be possible to describe the entire stress-strain 
behaviour of pipeline steels by means of only a limited 
number of tensile test characteristics. 

VII.CONCLUSIONS 

A new stress-strain model has been developed, in order to 
describe the mechanical behaviour of modern high-strength 
pipeline steels. It is suited for strain-based applications, which 
require an accurate representation of the stress-strain 
relationship over the entire strain range up to the event of 
necking. 

(a) 

(b) 

Fig. 11. Illustration of the possibilities of the new model 
compared to Ramberg-Osgood. (a): curve with distinct 

‘double n’-behaviour; (b): curve that can be characterized by 
one strain hardening exponent. 

 
The model is an extension of the Ramberg-Osgood 

equation. It contains two strain hardening exponents, which 
can be independently varied. In total, there are six parameters: 
E, σ0.2, n1, n2, σ1, σ2. 

Analyses on a set of API 5L X70 steels showed that, in the 
case of continuously yielding steels, the proposed expression 
can be significantly more accurate than the original Ramberg-
Osgood equation. However, discontinuously yielding steels 
were difficult to describe with the developed model, because it 
was far from trivial to find suited initial estimations of the 
optimal parameter set. 

It is believed that the development of the proposed model 
can be a first step towards an improved quantitative 
description of continuously yielding steels in strain-based 
design, in terms of model parameters instead of an entire 
stress-strain curve. 
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ABSTRACT 
Theoretical study of expanded metal shear panel (EMSP) 

has shown that EMSP is to be useful in the seismic retrofitting 
of buildings. Although this product has merit of strength and 
ductility, it is only used for filters in electrical applications or 
for the protection of machines (worker’s safety) or buildings 
(anti-intrusion) and it is seldom used for structural applications. 
There is no guidance existing to help the engineers determine 
the mechanical properties or to indicate in which field of the 
structures this product can be used. With the aims at providing 
some quantitative data and insight for these purposes, this 
paper describes and compares the results of 16 static and static 
cyclic experiments of 4 types of expanded metal material in 
small-scale. These experiments provide useful information. 
The behaviour of expanded metal sheets (EMSs) is very ductile 
under monotonic shear loading and stable under quasi-static-
cyclic shear loading. 
Keyword: Expanded Metal, Cyclic behaviour, Cyclic Tests, 
Hysterical Loops. 

I. INTRODUCTION 
Expanded metal is a truss made from metal sheet by 

cuttings, cold-stretching and flattening [1]. Cuttings and cold-
stretching a metal sheet becomes a three-dimension structure. It 
becomes a two-dimension sheet by flattening. There is neither 
interlacing nor welding in the elaboration process. An 
expanded metal sheet (EMS), as shown in Figure 1, has many 
rhomb-shape stitches. Each rhomb-shape stitch has four bars 
which are exactly the same dimensions and is geometrically 
characterized by four diagonal lengths – LD, CD (outer 
diagonal length), LDin, CDin (inner diagonal length), by the 
width – A and by the thickness of the bar - B. These 
dimensions are illustrated in Figure 2.  

 

Figure 1 – Fabrication of expanded metal sheets 

There are two types of expanded metal product, that is, a 
normal or standard type and a flattened type. In the normal 
type, rhomb-shape stitches are connected together by 
overlapping at the end of each bar. In contrast, there is no 
overlap between stitches in flattened type. They are 

continuously connected together to form a completely flattened 
sheet. 

 
Figure 2 – An expanded metal rhomb-shape stitch 

At the moment, expanded metal material is mainly used for 
filters, in electrical applications or for the protection of 
machines (worker’s safety) or anti-intrusion fences for 
buildings…etc. Because there are no calculation and 
mechanical criteria for these types of material, it is seldom 
used in structural applications.  

Some additional considerations have to be taken into 
account when working with expanded metal. The manufacture 
of expanded metal truss is not a “refined” technique: 
tolerances, due to cuttings and cold stretching, are sometimes 
very large: manufacturers indicate up to 10% on diagonals and 
bars dimensions. In the same order of ideas, sections of bars 
are not always perfectly rectangular and, when expanded metal 
trusses are loaded, some stress concentrations surely occur at 
the ends of the cuttings. In some cases, tolerances up to 50% 
have been measured on the section of the bars between the 
profile catalogue and the real section [1], [2]. 

The theoretical study of Etienne Pecquet [2] on monotonic 
behaviour of expanded metal sheets showed that under shear 
forces EMS behaves like two bands, which are compression 
and tension bands corresponding to the two diagonals of the 
sheet. More particularly, in one rhomb-shape stitch under shear 
forces, there are always two bars subjected to tension forces 
and the other two subjected to compression forces. Because the 
thickness of bars, which is also the thickness of EMS, is very 
small in comparison to the dimension of the sheet, the EMS is 
always globally buckled under a low shear force. Due to early 
global buckling, the compression effects on either the overall 
behaviour of EMS or the local behaviour of bars are always 
neglected and the EMS work with one tension band developed 
in post-buckled stages. Assuming that EMS works only in post-
buckled stages, a lot of monotonic numerical simulations have 
been performed on different sizes of sheets, and with different 
commercial expanded metal profiles. An analytical model has 
also been developed for EMS under monotonic shear loadings.  
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 Under monotonic loadings, the diagonal tension field 
actions provide a resistance which can be adequate for lateral 
resisting systems. However under cyclic loadings equivalent to 
seismic loadings, the behaviour of EMSs may be different. To 
provide some quantitative data on behaviour of EMSs, this 
paper describes 16 tests on four expanded metal profiles: 8 
experiments on monotonic loadings and 8 experiments on 
cyclic loadings. 

This experimental study is a part of a research aiming at 
characterizing the expanded metal material product for 
structural application, particularly for retrofitting reinforced 
concrete frames against earthquakes. 

II. REVIEW OF PREVIOUS RESEARCH 

In the stages 2005-2008 of the Macro Mousses Project, 
research work has been done by Etienne Pecquet at University 
of Liege. One part of the research was about mechanical 
behaviour of EMSs under monotonic shear loadings. In that 
study, two approaches, which are analytical models, in-plane 
and extended-plate models, and numerical simulations, are 
used and compared to results of experiments on the monotonic 
behaviour of EMSs under shear loading. Mechanical properties 
and stress-strain relationship of an expanded metal bar are 
shown in Table 1 and after doing many tests in tension. 

Plane beam elements are used in the in-plane analytical 
model to determine elastic stiffness of EMSs, the section 
resistance with the interaction between axial and flexural 
stresses and the in-plane buckling of individual bars being 
taken into account. 

The extended-plate model, allowing the out of plane 
instabilities, has been applied for the EMSs as the beam webs 
with adapting concepts of resistant sections and flexural 
stiffness of the sheets. 

Numerical simulations, performed with FINELG, have used 
3D beam elements. Each bar of the truss was modelled as one 
3D beam element having seven degrees of freedom at each 
node. First critical analysis has been performed to obtain global 
instabilities and initial imperfections and then full nonlinear 
step by step analysis have been performed. 

An analytical model has been adjusted to represent the 
monotonic behaviour of EMSs. Because of early buckling, the 
contribution of the sheet to the overall resistance before 
buckling is always neglected. After buckling a tension band 
develops along the diagonal direction of the sheets and the 
sheets work as a rectangular diagonal bar with a certain section 
area related to the dimensions and types of expanded material. 
The proposed resistance of a sheet made by expanded metal 
profile CDxLDxAxB is expressed by:  

0,27. . . .diaV l B fα=                         (Exp. 1) 

Where:  V – shear resistance of the sheet 
  ldia – diagonal length of the sheet 

B – Thickness of the sheet – the dimension B 
of the bar 

f – Stress generated in the equivalent diagonal bar 
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Figure 3 – Stress-strain relationship of an expanded metal bar 

III.   DESIGN OF EXPERIMENTS 

In order to assess the real behaviour of the EMSs and to 
compare it to the results of numerical simulations, several 
considerations had to be taken into account.  

First, the experiments have to be designed so that it is 
possible to reach to ultimate shear resistance of existing 
commercial expanded metal profiles. For that, all components 
of experiments are capacity designed to the ultimate shear 
resistances of all EMSs, as determined by the proposed 
analytical model [2]. 

Second, the tests should set forward which one, among two 
types of EMSs, normal and flattened types, is the most suitable 
for structural applications. 

Third, dimensions of testing sheets have to be taken into 
account. The standard commercial dimensions of EMSs are 
approximately about 1250mm x 3000mm. At this stage of the 
study, it was not necessary to test with the EMS’s dimensions 
greater than commercial dimensions, though the test sheets 
should have enough stitches of expanded metal truss to obtain 
the global behaviour of the EMS including not only the 
resistance but also the instability phenomenon.  

Fourth, aiming at obtaining pure shear behaviour of EMSs, 
the test would be designed so that shear forces from the 
machine is entirely transmitted to the sheets.  

Having accounted for all those considerations, the 
experiments have been designed. Figure 4 presents the test set 
up with one of expanded metal panel and the testing boundary 
frame: the overall dimensions correspond to the centre lines of 
the framing members, that is a width of 800mm and a length of 
1200mm. The EMSs have dimensions about 695x1095mm. 
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Figure 5 gives a global view of the frame for shear tests in 
the configuration of the biggest dimensions. 

 

 

Figure 4– Overall sketch of testing frame 

Because the testing frame components are connected 
together by hinges, the forces which act on the testing frame 
along diagonal direction are equivalent to the forces acting on 
the expanded metal sheet. And these forces can be divided into 
a horizontal and a vertical component. When the axial force is 
applied at one end of the diagonal, the hinges at the other end 
of the diagonal freely move. As shown on Figure 6, the axial 
force on the diagonal of the frame is equivalent to the 
application of a direct shear force. 

The testing machine and the measurement devices are 
chosen accordingly to the estimated maximum responses of the 
expanded metal sheets. 

 

Figure 5 – Global view of the frame for shear tests 

 

IV. DETAILS OF SPECIMENTS 
Details of all testing specimens are given in Table 2. 

α

α

 

Figure 6 – Loadings on the frame 

V. TEST PROCEDURES 

Monotonic Test 

Monotonic test mainly aims at comparing the ultimate shear 
forces which have been determined by numerical simulations 
with test results. In addition many properties of specimens are 
evaluated to provide data for cyclic test phase such as: 
monotonic force-displacement curve, conventional limit of 
elastic range: yF + -conventional yielding force and ye+ -
corresponding displacement, and initial stiffness of specimen. 
The forces acting on the expanded metal specimens are 
monotonically increased until a complete failure of the 
specimens will be clearly observed. The displacements which 
correspond to each step of monotonically increasing forces are 
recorded simultaneously. Forces and displacements are directly 
measured by measurement devices which have been attached 
along to the diagonal of specimens. 

Cyclic Test 

Cyclic testing procedure is based on the recommendation of 
ECCS – 1986 [3] (European Convention for Constructional 
Steelwork). Cyclic testing phase is divided into two stages. A 
first stage is a monotonic test used to define the parameters of 
the cyclic test. A second stage is to test EMS specimens in 
cyclic loadings. First stage procedures are listed in Table 3. 

Second stage could start after having the results from the 
first stage. In this stage, the EMS specimens will be pulled and 
pushed successively in many cycles. The tests are run with 
control displacements. The testing procedure of this stage is 
presented in Table 4. 
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Table 1 – Mechanical properties of an expanded metal bar 

Initial Stiffness 
– Modulus 
E1(MPa) 

Yield Stress 
(MPa) 

Yield Strain 
(%) 

Strain 
Hardening 
Modulus 

(Et) 
(MPa) 

Ultimate Strain 
(%) 

Ultimate Stress 
(MPa) 

134000 337 0.0025 2139 0.029 393 
      

Table 2 – Details of all testing specimens 

Specimens Types LD 
(mm) 

CD 
(mm) 

A 
(mm) 

B 
(mm) 

Erection Directions 

1 Flattened 51 27 3.5 3.0 LD parallel to short side of the testing frame 
2 Flattened 51 27 3.5 3.0 CD parallel to short side of the testing frame 
3 Flattened 86 46 4.3 3.0 LD parallel to short side of the testing frame 
4 Flattened 86 46 4.3 3.0 CD parallel to short side of the testing frame 
5 Normal 51 23 3.2 3.0 LD parallel to short side of the testing frame 
6 Normal 51 23 3.2 3.0 CD parallel to short side of the testing frame 
7 Normal 86 40 3.2 3.0 LD parallel to short side of the testing frame 
8 Normal 86 40 3.2 3.0 CD parallel to short side of the testing frame 
       

Table 3 – Calibrating monotonic tests 

Step Descriptions 
1 Evaluating the tangent at the origin of the Force-displacement curve; it gives a tangent modulus tan( )t yE α+ +=  
2 

Locating the tangent that has a slope of 
10

tE+

 

3 Defining the level of yF +  which is the intersection of the two tangents 
4 Determining the value of ye+  which is the displacement corresponding to that intersection 
  

Table 4 – Cyclic testing procedures 

Steps Applied displacements in tension Applied displacements in compression Number of cycles 
1 

ye+ /4 / 4ye−  1 

2 2* ye+ /4 2* / 4ye−  1 

3 3* ye+ /4 3* / 4ye−  1 

4 
ye+  - ye+  1 

5 2* ye+  -2* ye+  3 

>=6 (2 2 ) yn e++  - (2 2 ) yn e++  3 

 
VI. EXPERIMENTAL OBSERVATIONS 

Monotonic Test Phase 

General features: 

 Under monotonic loadings, the behaviour of all testing 
specimens can be divided into an elastic stage and a plastic 
stage. The elastic range starts from the beginning of a test until 
reaching yield displacement. These yield deformations of all 
specimens range from 0.85mm (0.12% drift) to 1.17mm 
(0.18% drift) as shown in Table 5. Beyond the elastic range, all 
the EMSs perform plastic deformations until attaining ultimate 
displacements. During the plastic deformations the section area 

of bars reduces and the slope of force-displacement curves 
decreases.  

 There are four couples of two similar tested EMSs in eight 
testing specimens. In a couple, the expanded metal profile is 
the same. They are different in the way of setting up to the 
testing frame as shown in Table 2. Because of this difference, 
the values of yield displacements, yield force, ultimate 
displacements and ultimate shear force of each specimen in 
each couple are slightly different. 

 In all the specimens, there are some discrete positions 
which have had visible out-of-plane deformations. These initial 
buckling deformations are different in each specimen. They 
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become clearer after rather low shear forces are applied. The 
shapes of buckling waves, as shown in Figure 7, are the same 
for all testing EMSs. Although the sheets are prone to global 
buckling, there is no buckle of individual bar observed from 
the beginning to the end of the test.  

 
Figure 7 – Buckling shape after testing of specimens 

 The first broken bars observed in all tests are located at the 
diagonal corners opposite to the force application points of the 
testing frame. The section areas of these bars clearly decrease 
before being broken. In spite of the fact that some bars are 
broken, the sheets keep carrying shear forces. It is also 
observed that after each bar is broken the shear force is 
suddenly reduced and then increased until the sheets are 
completely broken. The broken bars first appear at the corners 
of the testing frame, then spread gradually to the centre of the 
sheets. 
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Figure 8 – Force–drift curve in monotonic tests of flattened 
types and analytical model 

 All the tests are stopped because EMSs have been largely 
deformed. There is no failure either at the weld connections 

between the expanded metal sheets and the plates or at the bolt 
connections between sheet-plates and intermediate-plates. 

 Particular features: 

 Out of the two material types of tested specimens, the 
normal type buckles more rapidly than the flattened type. The 
shear forces causing buckling in normal type specimens are 
lower than in flattened types. In each expanded metal type, the 
ultimate shear forces are proportional to the section area of bars 
and inversely proportional to the voids of the sheets. The initial 
stiffness of normal types is much lower than that of flattened 
types. 

 Although ultimate shear forces in normal type specimens 
are less than those in flattened types, the corresponding 
displacements in normal types are much greater than that in 
flattened types. Apparently, normal type specimens are more 
ductile than flattened type specimens. Ductility factors of 
normal types are twice greater than those of flattened types. 

 Figure 8 and Figure 9 show the relationships between 
forces and drifts in monotonic tests in comparison with the 
analytical model of two expanded metal types. 
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Figure 9 – Force–drift curves in monotonic tests of normal 
types and analytical model 

 Cyclic Test Phase 

 General features: 

 All specimens behave elastically in first four cycles until 
reaching a yield displacement which is also nearly the same as 
the yield displacements in monotonic tests. In the elastic range, 
the behaviour of all specimens is not completely symmetric. 
Beyond elastic ranges when the displacements become larger 
the hysteric loops are more symmetric.  
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 Initial out of plane deformations are observed in all 
specimens before testing. In some specimens, these phenomena 
become clearer after low shear forces are applied to the sheets. 
Out of plane deflections of the sheets become larger in 
successive cycles. 

 In monotonic tests, there is no instability of individual bar. 
However, in cyclic tests, instability phenomena of bars are 
clearly observed in all specimens in the plastic range. In 
addition, the section areas of all the buckled bars are reduced 
visibly.  

 Like in monotonic tests, all first broken bars, as shown in 
Figure 10, are located at four corners of the testing frame and 
before being broken their section areas are considerably 
reduced. It is also observed that the crack directions in all 
cyclic tests start at four corners and then progress to the centre 
of the sheets to form four crack lines. It is worth noting that, in 
almost all cyclic tests, the maximum shear force is attained on 
the cycle on which the first broken bars have appeared.  

 During first four cycles, the behaviour of the EMSs is 
linear. From fifth cycle to the end of the tests the shapes of 
hysteretic behaviour of the EMSs are stable S-shapes. 
Hysteretic loops in all specimens are characterized by strong 
pinching. Pinching effects are due to the global instabilities of 
the EMSs, which cause large degradation in stiffness of the 
sheets. Like in monotonic tests, tension bands are developed in 
sheets in every cycle. In addition, because of the pinching 
effects, before redeveloping new tension band the stiffness of 
the sheets is approximately equal to zero in the other diagonal. 
From the beginning to the end of the tests, there has been no 
failure either at the weld connections between the expanded 
metal sheets and the sheet-plates or at the bolt connections 
between sheet-plates and intermediate-plates. 

  
Figure 10 – Crack line and broken bars 

 Particular features:  
 In monotonic tests, if two specimens have the same profiles 
but they are different in the way of setting up to the testing 
frame, their behaviour is not much different. In cyclic tests, 
their behaviour is very similar in first four cycles. It means that 
in these cycles, the sheets are in elastic ranges. However, in the 
plastic range, particularly when reaching the ultimate shear 

forces or the maximum displacements which are corresponding 
to ultimate shear forces in monotonic tests, some specimens 
behave quite differently. The ultimate shear forces and number 
of hysteretic cycles are quite different from one specimen to 
another. 
 As shown in Table 7 and Table 8, the number of cycles in 
hysteretic behaviour of flattened expanded metal types and the 
energy which is dissipated are greater than that of normal 
types. 
 It is also observed that out of plane deformations at failure 
of normal type specimens are much greater than those of 
flattened specimens. 

As shown in  
Figure 11 and Figure 12, pinching effects on the hysteretic 

behaviour are much larger for normal type specimens than for 
flattened type specimens. 

VII. SUMMARY OF OBSERVATIONS 
An experimental test program has been carried out on small 

scale of un-stiffened expanded metal sheet test specimens. The 
main objectives of the tests was to calibrate the simple 
analytical model for monotonic shear loading that has been 
proposed by Etienne Pecquet [2] and to study the hysteretic 
behaviour of expanded metal sheets subjected to shear. 

In both monotonic and cyclic phases of the tests all sheets 
have buckled at very low shear forces. Some of the specimens 
(specimens 7 and 8) were globally buckled before testing. 
Furthermore it was observed that normal types of EMSs, 
including specimen 5, 6, 7 and 8 (profiles: 51_23_32_30 and 
86_40_32_30), buckle more easily than flattened types, which 
are specimens 1, 2, 3 and 4 (profiles: A51_27_35_30 and 
A86_46_43_30).  

The first broken bars observed in both monotonic and 
cyclic phases of tests are located near one of four corners, then 
develop to the centre of the sheets. Additionally it is easy to 
observe that the broken bars are the bars working in tension. 
There is no bar being locally buckled in monotonic tests. 
However, in all cyclic tests, many bars have been buckled 
before being broken. Moreover, in almost cyclic tests, the 
maximum shear forces have been attained on the cycle on 
which first broken bar has been observed. 

The maximum shear forces of EMSs in monotonic tests are 
dependent on the voids of the sheets. With nearly the same 
voids, ultimate shear forces of flattened type specimens are 
much greater than those of normal types. Nevertheless, it is 
observed that maximum displacements of flattened types are 
much less than those of normal types and the ductility of 
normal types are much greater than that of flattened types. 

The hysteretic loops of all specimens are S-shaped due to 
pinching effects, but they are stable. The displacement ductility 
of all specimens is largely different, ranging from 10 to 20. 
Pinching effects on all specimens due to yielding in tension and 
to buckling in compression caused the degradation of stiffness 
of the sheets. In cyclic tests, pinching effects are clear in 
successive cycles beyond the elastic range. In addition, the 
magnitude of the buckling deformations and deterioration in 
stiffness of sheets are increased correspondingly. 

In all specimens in cyclic test phases, the stiffness of the 
sheets is approximately equal to zero during the inversion of 
force. 
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Table 5 – Monotonic test results 

 
Specimens Yield force 

(KN) 
Yield 

displacement 
(mm) 

Yield Drift 
(%) 

Initial 
Stiffness 
(KN/mm) 

Ultimate 
shear force 

(KN) 

Ultimate 
displacement 

(mm) 

Ultimate 
Drift 
(%) 

1 33.4 1.0 0.14 33.4 78.9 9.4 1.35 
2 32.2 1.0 0.14 32.2 83.7 8.7 1.25 
3 27.9 0.85 0.12 32.8 60.8 7.1 1.02 
4 25.9 1.17 0.17 22.1 65.0 8.3 1.2 
5 27.3 1.3 0.18 21.0 60.6 25.7 3.7 
6 18.0 0.9 0.13 20.0 57.5 20.3 2.9 
7 9.3 0.93 0.13 10.0 31.3 15.6 2.24 
8 10.2 0.93 0.13 11.0 32.3 15.7 2.26 

Table 6 – First four cycle results 

 
Specimens Monotonic 

yield force 
(KN) 

Monotonic yield 
displacement 

(mm) 

Monotonic yield 
Drift (%) 

Forces at fourth 
cycle 
(KN) 

Displacements 
at fourth cycle 

(mm) 

Drift at fourth 
cycle (%) 

1 33.4 1.0 0.14 30.4 1.01 0.15 
2 32.2 1.0 0.14 31.1 1.02 0.15 
3 27.9 0.85 0.12 20.2 0.88 0.13 
4 25.9 1.17 0.17 24 1.10 0.15 
5 27.3 1.3 0.18 23.4 1.01 0.15 
6 18.0 0.9 0.13 19.0 1.00 0.15 
7 9.3 0.93 0.13 10.1 1.20 0.17 
8 10.2 0.93 0.13 11.0 1.29 0.19 

Table 7 – Cyclic testing results at displacements corresponding to ultimate forces in monotonic tests 

Specimens Monotonic 
ultimate 

shear force 
(KN) 

Corresponding 
displacement 

(mm) 

Corresponding 
drift 
(%) 

Corresponding 
shear force 

(KN) 

Displacements at 
relatively 

corresponding to 
monotonic test 

(mm) 

Corresponding 
drift 
(%) 

Number 
of cycles 
(cycles) 

1 78.9 9.4 1.35 56.0 9.8 1.41 23 
2 83.7 8.7 1.25 74.0 9.7 1.40 14 
3 60.8 7.1 1.02 42.5 8.7 1.30 20 
4 65.0 8.3 1.2 43.3 9.3 1.34 11 
5 60.6 25.7 3.7 15.5 20.9 3.0 32 
6 57.5 20.3 2.9 40.5 20.4 3.0 12 
7 31.3 15.6 2.24 23.2 14.5 2.1 11 
8 32.3 15.7 2.26 28.9 14.5 2.1 14 

Table 8 – Maximum shear forces in cyclic tests and corresponding displacements 

Specimens Cyclic 
ultimate 

shear forces 
(KN) 

Cyclic 
corresponding 
displacements 

(mm) 

Cyclic 
corresponding 

drifts 
(%) 

Number 
of cycles 
(cycles) 

1 71.6 8.3 1.2 20 
2 -75.6 -16.9 2.4 16 
3 -48.2 -20.2 2.9 26 
4 -49.3 -14.8 2.1 13 
5 -48 -7.3 1.1 14 
6 -45 -7 1.0 10 
7 27 9.3 1.33 8 
8 -28 -10.8 1.56 12 
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Figure 11 – Hysteretic behaviour of flattened type specimens. 

 

 

 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 12 – Hysteretic behaviour of normal type specimens. 
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VIII. CONCLUSIONS 
1. The correlation between the analytical model and 

monotonic tests varies largely different. In some cases, the 
analytical model much underestimates the real behaviour of 
the EMSs. It may be that only one tension band for the 
monotonic behaviour of the sheets is not enough. The 
sheets might work in more than one tension band. 

2. Because under rather low shear forces the sheets are 
globally buckled, the contribution of compression diagonal 
to the resistance of sheets can be neglected. 

3. The degradation in stiffness of the sheets due to pinching 
effects results in a smaller enclosed area under the 
hysteretic curve and, therefore, a lower amount of energy 
absorbed by the system during successive cycles.  

4. The deflection required to redevelop the tension field is 
based on the yielding displacements experienced by the 
sheets on the previous cycles. 

IX. PERSPECTIVES 
The results of the experiments in small scale specimens 
described above do not fit in all cases with numerical model 
and/or analytical formula proposed [2]. This may be due to 
detrimental effects of weld connections. Furthermore, until 
now no proposal for hysteretic behaviour of expanded metal 
material under shear loading has been made. 
The next steps of the research on expanded metal material are 
1. To improve the analytical model proposed by the study of 

Etienne Pecquet. 

2. To make numerical simulations on expanded metal sheets 
from small dimension to large dimension of the sheets 
under cyclic loading and seismic excitations; the simulation 
should represent the hysteretic behaviour of expanded metal 
sheets. 

3. To make additional cyclic tests in small-scale using other 
solution for the connection, such as epoxy, glue or butt 
weld in order. 

4. To realise additional tests on large scale expanded metal 
panel and to check the hysteretic behaviour obtained from 
the numerical simulations in that case. 

5. To model reinforced concrete structures with and without 
expanded metal shear panels (EMSP). 
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Abstract: In this paper a modeling method to perform 
parametric studies on preloaded threaded connections is 
presented. The method uses a non-linear 2D axisymmetric finite 
element model, and is illustrated by a parametric study of an API 
Line Pipe connection. The method was used to quantify the 
influence of the coefficient of friction, the wall thickness of pin 
and box and the box recess length of the connection. 

Keywords:  parametric study, threaded pipe connection, finite 
element model, API Line Pipe 

I. INTRODUCTION 

A. Outline 

Threaded pipe connections are used to join pipelines as an 
alternative for welding and in applications where pipes should 
be frequently coupled and uncoupled. The connections consist 
of a male and female part, called respectively pin and box. To 
maintain a sealed and secure connection while being subjected 
to external variable loads, they are commonly preloaded. This 
can be done by using conical connections and tightening the 
pin and box with a specified torque, called ‘make-up’ torque. 
This make-up torque is different for every connection type and 
size. Due to the combination of the preload and external loads, 
together with the thread geometry, a complex multiaxial stress 
distribution develops over the connection. 

The stress distribution depends on the coupling’s 
geometrical parameters like pipe dimensions and thread type, 
but is also influenced by the contact interaction properties of 
the material of the connection. Resulting stress concentrations 
can initiate fatigue cracks and cause a premature failure of the 
connection. According to Griffin et al [1] the highest stress 
concentration under axial load can be expected at the last 
engaged thread (LET) of the pin.  

The influence of the different geometrical and contact 
parameters on the connector’s applicability and service life are 
not well known. In this study a newly developed program is 
presented that can be used to perform parametric finite 
element (FE) studies on threaded pipe connections. After a 
general introduction on FE modeling of threaded connections, 
the structure of the program will be presented. In the 
subsequent sections, the results of a parametric study on a 
preloaded API Line Pipe threaded connection are discussed. 

B. Modeling of Threaded Connections 

The simulation of threaded connections is characterized by 
two non-linearities. Firstly, high local stresses can appear, 
exceeding the material’s yield strength even during the make-
up stage. Hence, non-linear elastic-plastic material models are 

necessary. Secondly, surface interactions together with small 
sliding between pin and box result in non-linear contact 
behavior. 

Starting from the 1980’s the finite element method is used to 
model threaded connections. Since the computational 
performance of the computers in that time was rather limited, 
it was not possible to model full non-linear 3D models. Hence, 
hybrid models [2, 3] and 2D axisymmetric models [4] were 
used. With the hybrid modeling techniques, the global load 
distributions over the threads is analytically calculated and 
local stresses are determined using 2D axisymmetric finite 
element models of only a few threads. Results from both 
techniques were validated by photoelastic experiments. With 
increasing computing power, the hybrid method was 
completely abolished to use 2D axisymmetric models  with 
finer meshes. Mid 1990’s, more complex material models 
were introduced to model elastic-plastic material behavior   
[5-7] and better contact interaction properties were defined to 
allow sliding of the threads [8].  

Nowadays threaded pipe connections are still commonly 
modeled using 2D axisymmetric finite element models with 
elastic-plastic material behavior and contact interaction of the 
threads [1, 9-13]. Despite the vast performance increase of 
computers over the last decades, full 3D models of threaded 
couplings still require very long calculation times due to the 
high number of nodes in the contact analysis. In addition to 
this, due to their complexity and multiple contacting surfaces, 
full 3D models tend to be less stable and to diverge from a 
solution more easily. Performed 3D simulations are generally 
simplified by using linear elastic material properties and using 
very coarse meshes [14], resulting in inaccurate stress 
distribution and useless stress concentration factors. Generally 
much more precise results can be obtained with 2D 
axisymmetric models. The disadvantage of the 2D simulations 
is that they neglect the helical shape of the threads and the 
runout region. However, it was shown by Chen and Shih [15] 
in the analysis of bolts and more recent by Zhong [16] for 
threaded pipe connections, that the results of 2D axisymmetric 
models are in good agreement with the results of accurate 
time-consuming full 3D models. 

Defining correct contact interactions requires accurate 
knowledge about the interaction properties, like the coefficient 
of friction (COF), of the contacting interface. However, a 
variety of values for the COF are used. In ISO 10407-1 [17] 
values for the COF are specified between 0.06 and 0.14, 
mentioning a typical value of 0.08 when thread compounds are 
used. Guangjie et al [11] even use a lower value of about 0.02. 
In experimental studies friction values between 0.06 and 0.09 
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were obtained by Ertas et al [18] for tests on pipeline steel 
with different thread compounds and Santus et al [13] 
measured values of 0.15 during torsion tests on full scale 
threaded connections. As will be shown further, this variation 
of the coefficient of friction has a significant influence on the 
thread opening of the connection and correct values for the 
COF should be used. 

II.  MODELING STRATEGY 

To be able to perform parametric studies to simulate the 
influence of different parameters on the connection’s 
behavior, a new modeling method was developed using a 
combination of Matlab® R2008a and Abaqus® 6.8-1. This 
method was entitled ThreadGen© and its structure is illustrated 
in Fig. 1.  

The input of the program consists of the connection’s 
geometrical parameters, loading conditions, material and 
contact properties together with parameters concerning the 
numerical analysis like mesh size. 

During the first stage of the program, a Matlab® program 
generates the coordinates of the connection geometry based on 
the connection input. These coordinates are then processed to 
generate two Python scripts that can be run by Abaqus® 
(Connection.py and ConnectionResult.py). Another Matlab® 
program generates a script ConnectionOutput.m that contains 
the data necessary to process the generated numerical results. 
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Generate
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Matlab R2008a
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Connection.py ConnectionResult.py
Connection-

Output.m

Pin.txt Box.txt Opening.txt
LET.txt CPRESS.txt MaxModel.txt

Connection.pdf

ThreadGenOutput.m

 

Fig. 1: Structure of the parametric program ThreadGen© 

During the second stage, the Python scripts are run in 
Abaqus®. The script Connection.py generates the model 
geometry together with material, interaction, loading and mesh 
properties. The model is then analyzed and the second Python 
script ConnectionResult.py is run, which processes the results 
and selects the relevant data from the finite element 
simulations and generates specific output as txt-files and 
images.  

In the final stage the output data is processed again by 
Matlab® to generate a pdf-document summarizing the selected 
results. This is done by the script ThreadGenOutput.m which 
uses the earlier generated script ConnectionOutput.m. The 
generated results in the txt-files can also be used for further 
detailed analysis. 

When performing parametric studies multiple variations of a 
connection can be easily simulated by generating a batch of 
input scripts in the first stage. During the second stage, all 
connections are then automatically simulated and processed. 
In the third stage the generated output files are processed 
automatically.  

III.  FINITE ELEMENT MODEL 

A. Model Geometry 

ThreadGen© was used to perform a parametric study on an 
API Line Pipe connection. The standard connection according 
to API 5B specifications [19] is shown in Fig. 3 and consists 
of a female box that connects the threaded ends (called “pin”) 
of two pipes. For the numerical model, only the section in the 
dashed rectangle is used. The resulting model is shown in   
Fig. 3. The modeled connection has a nominal size of 4”, 
which corresponds to a pin with outside diameter of 114.3 mm 
and wall thickness of 6.0 mm. The box has an outside 
diameter of 132.1 mm and total length of 114.3 mm. The 
unthreaded pipe body of the pin has a length of 100 mm to 
eliminate boundary effects when an external tensile stress is 
applied at its free end. 

The script to generate the connection geometry is built in 
such a way that the geometric parameters like pin diameter 
and wall thickness, box wall thickness, number of engaged 
threads and thread dimensions - thread pitch and height - can 
be easily adjusted. In this way all standard connection sizes 
and a wide range of modifications can be easily generated. 

 
 

 

Fig. 2: Section view of an API Line Pipe Connection 
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Fig. 3: 2D axisymmetric model of the API Line Pipe 
connection 

The mesh of the FE model was determined through a mesh 
optimization study and is illustrated in Fig. 4. For the standard 
4” connection, the pin consists of 14111 and the box of 5670 
linear quadrilateral CAX4R elements. The global mesh size 
for both pin and box is 1 mm. A finer mesh with seed size 
0.2 mm was used in the threads of the box. Since the box is a 
more rigid component than the pin, the box thread surfaces 
serve as the master elements in the contact analysis. The 
mating pin thread surfaces are defined as the slave elements 
and have an even finer mesh. To be able to study the local 
stress distribution, the thread roots of the pin are seeded with 
fifteen elements. The resulting mesh details of the standard 
API Line Pipe connection are shown in Fig. 5. Note that to 
avoid sharp edges at the thread crest and root a fillet was 
applied with a radius of 0.05 mm. 

A multi-linear elastic-plastic material model with kinematic 
hardening for API grade B steel is used. This is the standard 
material for this type of connection. The model uses a 
Young’s modulus of 208 GPa and a Poisson coefficient of 0.3. 
The material’s yield strength is 241 MPa. The ultimate tensile 
stress value (true stress) is 521 MPa, the corresponding 
elongation is 23%. All values correspond to the properties of 
API steel grade B as specified by API 5L [20]. 
 

 

Fig. 4: Mesh of the FE model 

 

Fig. 5: Detailed mesh around thread root of the pin 

B. Analysis of the standard connection 

The analysis is carried out in two consecutive steps. In the 
first step the make-up of the connection is simulated by 
applying a certain radial overlap between pin and box in the 
model. This overlap corresponds to the number of make-up 
turns specified in API spec. 5B. The thread surfaces are then 
brought into contact using the interference fit option in 
Abaqus®. During the second step an additional axial tensile 
stress is applied, as shown in Fig. 3. The magnitude of this 
stress should be lower than the stress corresponding to the 
connection’s pull-out strength, that can be estimated from the 
empirical formulas given by Clinedinst [21]. For the 
considered connection a value of 373 kN is calculated for the 
pull-out strength. This corresponds to a uniform axial tensile 
stress of 183 MPa in the pipe body of the pin. Since the thread 
opening increases drastically at loads near thread pull-out, the 
calculations tend to diverge from a stable solution. For this 
reason the applied axial tensile stress is limited to 150 MPa. 

The resulting von Mises equivalent stress distribution for 
both calculated steps is shown in Fig. 6. Note that the stresses 
in the pin are very high and are close to the material’s yield 
strength even in the make-up stage. When the axial load is 
applied, the highest stress concentration appears at the root of 
the last engaged thread of the pin (indicated by the arrow in 
Fig. 6b). This corresponds to the results obtained by Griffin et 
al [1] for the analysis of well casing connections and by 
Dvorkin and Toscano [9] for other API connections. 

In Fig. 7 and Fig. 8 the different stress components are 
shown for the make-up stage and with an additional external 
load of 150 MPa. From these figures it can be seen that for 
both load steps, the high von Mises stresses are mainly the 
result of hoop stresses and axial stresses. Radial and shear 
stresses are low apart from some local effects around the last 
engaged thread of the pin. 

The acting hoop stresses in the pin have a negative sign, 
which indicates compressive stresses while the hoop stresses 
in the box are positive, being tensile stresses. In the thread 
runout region of the pin, the axial stresses are compressive at 
the inside wall of the pin and axial tensile stresses appear at 
the outside. This is the consequence of bending of the pin due 
to make-up deformation. A similar situation appears at the box 
recess region. This is the unthreaded extension at the left side 
of the box. Due to make-up this recess tends to bend causing 
the axial stress gradient at that location. 

The maximum acting von Mises equivalent stress is 425 
MPa, which corresponds to a stress concentration factor of 
2.83 relative to the applied axial tensile stress of 150 MPa. 
The stress concentration is mainly composed of axial and 
hoop tensile stresses. The compressive hoop stress in the pin is 
reduced due to the axial tensile stress. 

The stress concentration at the last engaged thread of the pin 
is caused by the non uniform load distribution of the axial load 
over the different threads. This distribution, as a percentage of 
the total load, is shown in Fig. 9, thread number 1 corresponds 
to the LET of the pin, as shown in Fig. 3.  
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Fig. 6: von Mises stress distribution a) at make-up;  
b) with an external axial tensile stress of 150 MPa 

 
 
 
 

 

Fig. 7: Stress components at make-up 

At an external tensile stress of 100 MPa, the LET carries 
47% of the total load. The thread after the LET, which is not 
fully engaged (thread 0 in Fig. 9), carries a negative load 
which is a compression caused by the bending of the pin 
during make-up. When the external stress is increased to 
150 MPa, the LET starts to bend, transmitting part of its load 
to the other threads. Additionally, with this load, the threads 
will start to slide over each other, creating an opening between 
the threads and eliminating the compressive load on thread 0. 
This way the load carried by the LET is reduced to 36% of the 
total load. 

The opening between the threads, however, is highly 
undesirable since the fluid inside the pipe can find its way out 
through the created helical path.  

 
 

 

Fig. 8: Stress components with an additional axial load of 
150 MPa 
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Fig. 9: Thread load distribution (numbering as in Fig. 3) 

IV.  PARAMETRIC STUDY 

A. Performance Parameter 

It is known from Newport [3] that changing the hoop 
stiffness of pin or box affects the load distribution over the 
threads. The exact correlations and the effect on the overall 
behavior of the connection, however, remain unknown. 

To study the influence of changes in COF, pin and box wall 
thickness and box recess length, a parametric study was 
carried out. To evaluate the results of this study, a 
performance parameter P is introduced, see Eq. 1: 

nn TLO
P

11 ⋅=    (1) 

The performance parameter combines the inverse of the 
normalized thread opening On, as an indication for the 
sealability of the connection, with the inverse of the 
normalized thread load at the last engaged thread of the pin 
TLn, as a measure for the static and fatigue strength of the 
connection. This way the parameter encloses the two basic 
requirements that should be met during its service life.  

The normalized opening On is defined as the ratio between 
the value of the opening of the connection with a certain 
modification and the value of the opening of the standard API 
Line Pipe connection (0.093 mm) at an external axial stress of 
150 MPa and with a COF of µ = 0.12, see Eq. (2): 

mm.

O
O connection_ifiedmod

n 0930
=   (2) 

As will be shown in Fig. 10, the thread opening starts to 
increase after a certain external axial stress is exceeded. For 
this reason the normalized opening On is defined at the highest 
applied external stress of 150 MPa. At this stress, however, 
the LET is bent and the load distribution over the threads has 
changed. This is why the normalized thread load TLn is 
defined at a lower external axial stress of 100 MPa where the 
load distribution is more representative for the overall 
behavior of the connection.  

The normalized thread load TLn is the ratio between the 
thread load at the LET of the pin of the connection with a 
certain modification and the standard API connection at an 
external axial stress of 100 MPa (47%), see Eq. (3).  

%

TL
TL connection_ifiedmod

n 47
=   (3) 

The parameters On and TLn are defined relative to the values 
of the standard API Line Pipe connection, therefore the value 
of the performance parameter P equals 1 for the standard 
connection. A value of P > 1 implies an improved 
performance relative to the standard connection, while P < 1 
implies a performance decrease. In the following paragraphs 
the performance parameter will be used to quantify the effects 
of parametrical changes on the behavior of the connection. 

B.Results 

1)Influence of the coefficient of friction 

By changing the coefficient of friction as the only parameter 
during a series of simulations it was found that the thread 
opening due to external loading is highly dependent on the 
value of the COF. Even when the COF is kept between the 
values mentioned previously, the behavior of the connection 
changes significantly, as can be seen from Fig. 10.  
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Fig. 10: Influence of the coefficient of friction on  
the thread opening 
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Fig. 11: Influence of the coefficient of friction on the 
connection parameters 
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The opening is defined as the perpendicular distance 
between the thread flanks, and varies for an external tensile 
stress of 150 MPa between 0.03 mm when µ = 0.16 and 
0.41 mm for the frictionless situation. At low values of the 
COF, the thread opening starts to increase at a lower external 
load than when a higher COF is used.  

From this it can be seen that accurate knowledge of the COF 
is necessary to model threaded connections. In a previous 
study by the authors [22], the COF was determined 
experimentally for an API Line Pipe connection. A value of 
µ = 0.12 was obtained, which is used as the standard value for 
the COF throughout the subsequent simulations.  

Despite the important influence on the thread opening of the 
connection, a change in COF has no important effect on the 
stress and load distribution of the connection, as shown in  
Fig. 11. For this reason the performance parameter P increases 
with increasing coefficient of friction. As a remark it is noted 
that increasing the friction between pin and box can be 
undesirable in some cases because of the higher torque 
necessary for make-up. Additionally, thread grease or thread 
compounds are necessary to avoid galling damage that can 
occur during make-up due to high friction. The performance 
parameter, however, does not take this phenomenon into 
account. 

2) Box wall thickness variation 

When the wall thickness of the box is increased, this 
component becomes more rigid. This means that the 
deformation of the box during make-up will be smaller and 
lower tensile hoop stresses will appear as is illustrated in    
Fig. 12 (the hoop stresses are taken at outside wall of the box). 
This means that, for the same number of make-up turns, the 
pin will have to deform more. For the standard connection, the 
engaged threads of the pin are yielding at make-up. A further 
increase in plastic deformation, for the connection with the 
increased box wall, does not change the pin hoop stress 
significantly. But in the runout region of the pin, which does 
not yield at make-up, the magnitude of the compressive hoop 
stresses are increased due to the higher box stiffness. When 
the box wall is decreased, box stresses increase and pin 
stresses decrease in the runout region. The influence of the 
box wall thickness on the axial stress and von Mises 
equivalent stress is completely similar. 

When the connection is loaded, it can be seen from Fig. 13 
that a thinner box results in a lower thread load on the LET of 
the pin. However, due to the higher deformation of the pin, the 
opening will be larger. The increased opening dominates the 
thread load reduction giving a decreased overall performance 
P. Increasing the box wall thickness gives an increased 
performance (up to 6% for a 6mm wall thickness increase). 
This is only due to the reduced thread opening, the thread load 
does not increase with a wall thickness larger than the standard 
value, although the hoop stress in the runout region of the pin 
is higher.  

Only a box wall thickness increase results in a connection 
with a better performance. However, this would mean a 
heavier, more expensive coupling and hence is not desirable.  
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Fig. 12: Hoop stress at the inside wall of the pin and the 
outside wall of the box at make-up for different values  

for the box wall thickness. 
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Fig. 13: Influence of the box wall thickness on the 
connection parameters 

3) Pin wall thickness variation 

Instead of decreasing the box wall, the pin wall could be 
increased to get the same change in stiffness between pin and 
box. As can be seen from Fig. 14, a pin wall thickness increase 
results in an increased box hoop stress and a decreased 
compressive hoop stress in the runout region of the pin at 
make-up. 

When an external axial load is applied, it can be seen that 
both the thread load at the LET of the pin and the thread 
opening decrease with increasing pin wall thickness. Hence 
the performance parameter increases with increasing pin wall 
thickness. Note that an increased wall thickness of the pin, 
means  that the total force on the connection is increased since 
the external applied axial stresses are kept constant at 
100 MPa and 150 MPa. 
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Fig. 14: Hoop stress at the inside wall of the pin and the 
outside wall of the box at make-up for different values  

for the pin wall thickness. 
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Fig. 15: Influence of the pin wall thickness on the 
connection parameters 

4) Recess length variation 

As is discussed in paragraph III.B, bending of the recess 
causes a raised axial stress in the box.  For this reason, the 
recess length was changed during the parametric study. From 
Fig. 16 it can be seen that reducing the recess length results in 
a higher maximum value of the hoop stress in the box and 
reduces the hoop stress in the runout region of the pin. As can 
be expected from the previous results, this creates a reduction 
in thread load on the LET of the pin together with an increased 
opening. In Fig. 17 results for connections with a reduced 
recess length, together with varying wall thickness are shown. 
It can be seen that decreasing the recess length increases the 
connection’s performance until a maximum is reached after 
which the performance will decrease. With a reduced box wall 
thickness, this maximum appears for a smaller value of the 
recess reduction.  
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Fig. 16: Hoop stress at the inside wall of the pin and the 
outside wall of the box at make-up for different values  

of the box recess length. 
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Fig. 17: Influence of the box recess length and wall 
thickness on the connection performance 

For any recess reduction, an additional decrease of the box 
wall thickness does not result in an increased connection 
performance, which corresponds to the results obtained for the 
connections where the box wall thickness was altered. The 
best result is obtained for a box with standard wall thickness 
and a recess reduction of 13 mm. 

V.CONCLUSIONS 

A new modeling method, entitled ThreadGen©, to perform 
parametric studies on threaded connections has been 
presented. The modeling strategy and the used non-linear 2D 
axisymmetric finite element model were discussed. The 
modeling method was illustrated by a parametric study of an 
API Line Pipe threaded connection.  

A performance parameter was defined, combining strength 
and sealability parameters to quantify the influence of the 
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coefficient of friction, pin and box wall thickness and recess 
length. It was shown that accurate knowledge about the 
coefficient of friction between the threads is necessary to 
obtain reliable results.  

Improved performance was obtained for a pin with 
increased wall thickness, reducing the box wall thickness is 
not desirable. Additionally an optimal value for the box recess 
length was found, different from the standard size. 
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Combined experimental-operational modal testing of a bow-string footbridge
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Abstract— A recent development in Operational Modal
Analysis (OMA) is the possibility to use measured, ar-
tificial forces as an addition to the unmeasured, ambi-
ent excitation. This combined experimental-operational or
OMAX approach (Operational Modal Analysis with eX-
ogenous forces), requires special system identification algo-
rithms, that take both the ambient and the forced excita-
tion into account. The ambient excitation is not considered
as noise, as it is in Experimental Modal Analysis (EMA),
but as a valuable yet unmeasured part of the excitation, so
that the ratio between forced and ambient excitation can be
much lower than in classical EMA testing. The modes that
are (partly) excited by the measured forces can be scaled
in an absolute way, e.g., to unity modal mass. The com-
bined modal testing of footbridges is explored for a bow-
string footbridge with spans of75.2mand 30.3m. The modal
parameters (eigenfrequencies, damping ratios, mode shapes
and modal scaling factors), obtained from a combined vibra-
tion test, are compared with the ones obtained from other
modal tests and from a finite element model. The com-
parison demonstrates the feasibility of using small, cheap,
and practical actuators for OMAX testing of footbridges, as
opposed to the heavy, expensive, and impractical actuators
such as electromechanical or hydraulic shakers that usually
have to be used for EMA testing of civil engineering struc-
tures.

Keywords— structural mechanics, operational modal
analysis, exogenous inputs, combined vibration testing

I. INTRODUCTION

Due to the continuous economical demand for a more
efficient use of structural materials and due to important
improvements in design and manufacturing methods, the
slenderness and span length of bridges in general and foot-
bridges in particular have increased significantly during
the last decades. Lightweight, slender structures are, how-
ever, more sensitive to dynamic loads and therefore more
likely to be the subject of human comfort problems, such
as frequent perception of excessive vibrations, or struc-
tural problems, such as fatigue or flutter. As a result, the
susceptibility of footbridges to vibrations has become an
important design issue. The experimental verification of
the design values, in particular the modal parameters such
as eigenfrequencies, damping ratios, mode shapes, and
modal scaling factors, is essential for design validation,so
for guaranteeing the safety and serviceability of the struc-

ture. Damping and boundary conditions may depend on
the vibration amplitude. Therefore, it is important that
the experimental determination of the modal parameters of
the structure “as built” is performed in normal operational
conditions, i.e., around the operating point. This belongs
to the domain of operational modal analysis (OMA).

In operational modal analysis, the dynamic response of
a structure to the operational forces is measured. From the
response, the modal parameters are extracted using output-
only system identification methods. A disadvantage of the
OMA approach is that the mode shapes can not be scaled
in an absolute sense, e.g. to unity modal mass, unless a
second measurement is performed with adding or remov-
ing a significant amount of mass to or from the structure
[10]. This is rather cumbersome for heavy structures such
as (foot)bridges [9]. Another disadvantage of OMA is that
the frequency content of the ambient excitation is usually
narrow banded, and as a result only a limited number of
modes can be extracted from the ambient data with high
quality.

Therefore, there is an increasing interest towards opera-
tional modal analysis with exogenous inputs (OMAX) [4],
where an artificial force is used in operational conditions
and a system model is identified that takes both the arti-
ficial and the operational forces into account. The main
difference between OMAX and the traditional experimen-
tal modal analysis (EMA) approach from mechanical en-
gineering [5], [8], [3] is that the operational forces are in-
cluded in the identified system model: they are not consid-
ered as noise but as useful excitation. As a consequence,
the amplitude of the artificial forces can be equal to, or
even lower, than the amplitude of the operational forces.
This is of crucial importance for the modal testing of civil
engineering structures, since it allows the use of excitation
devices that are small and practical when compared to the
actuators that are needed for EMA testing such as elec-
tromechanical or hydraulic shakers, which are heavy and
difficult to transport.

In this paper, OMAX testing of footbridges is explored
for a steel arch footbridge at Wetteren, Belgium. It has
a large span of 75.2m and a short span of 30.3m. The
footbridge was subjected to three OMAX tests: using a
drop weight system, an impact hammer, and a pneumatic
artificial muscle (fig. 1).
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Fig. 1. Actuators used for combined modal testing of the Wetteren footbridge: a drop weight system (left), an impact
hammer (center), and a pneumatic artificial muscle (right).

The text is organized as follows. First, the choice of
actuators for combined modal testing is briefly discussed.
Then, the formulation of a system model that takes both
the ambient and the forced excitation into account, is
treated, and it is explained how such a model can be iden-
tified from measured data using subspace identification.
Next, the combined modal testing of the Wetteren foot-
bridge is discussed thoroughly, and the results are com-
pared to the values obtained from other modal tests and
from a finite element model. The paper ends with the con-
clusions drawn from the tests.

II. EXCITATION SOURCES

Table I contains a comparative overview of the proper-
ties of four possible actuators for the combined modal test-
ing of footbridges and the ever present ambient excitation.
It is clear that the choice of the type of actuator depends
on the criteria that are of major concern for a specific ap-
plication.

If the cost of testing and the ease of installation are crit-
ical, the use of shakers can be excluded since they are not
very cost-effective [7]. If a specific excitation signal is
needed, such as a multisine, a (periodic/burst) random sig-
nal, or a swept sine, and a maximum force amplitude of
several kN is sufficient, the use of a pneumatic artificial
muscle (PAM) could be considered as an alternative for
a shaker, since its investment cost is smaller. However,
since a PAM can only exert tension forces, it has to be
mounted between the bridge deck and a fixed anchor point
beneath the bridge, which means the installation time and
cost are still quite high. PAMs have originally been de-

signed for application in robotics. The idea of using them
for bridge testing, as well as the development, originated
recently from the Acoustics and Vibration Research Group
of Vrije Universiteit Brussel [2].

A cheap, fast and easy-to-install drop weight system
was developed at the Structural Mechanics division of
K.U.Leuven [7]. To control the amplitude of the gener-
ated impact force, both the mass (up to 120kg in steps of
10kg) and the drop height (up to 1m), can be adjusted. An
electromagnet is used for lifting and dropping the mass.
The frequency content of excitation can be influenced by
adjusting the settings of the damper on which the mass
falls. With this system, even eigenfrequencies below 1Hz
can be excited easily [12]. The drop weight system can
be considered as a larger and more controllable version of
the classical impact hammer, which, due to the low max-
imum force, is only feasible for combined modal testing
of moderately short footbridges. When continuously re-
peated impacts during a certain period of time are required,
an impact hammer requires a lot of manpower. This is not
the case for the drop weight system, where the power for
lifting the mass is provided by a small electric motor.

III. SUBSPACE IDENTIFICATION FOR COMBINED

VIBRATION TESTS

Suppose that a total ofno outputs (accelerations, veloc-
ities, displacements, strains, ...) andni forces are mea-
sured and that the measured outputs are grouped in a vector
yyy(t) ∈ R

no and the measured forces in a vectorfff (t) ∈ R
ni .

In this section, it is shown a system model that takes both
the ambient and the forced excitation into account can be
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TABLE I
COMPARISON OF EXCITATION SOURCES. THEIR PROPERTIES ARE ASSESSED FROM VERY FAVORABLE(++)

OVER NEUTRAL (0) TO VERY UNFAVORABLE (−−).

criterion ambient shaker drop weight hammer PAM
investment cost ++ −− + + +
installation cost ++ −− + ++ −
power consumption ++ −− + ++ 0
low-frequency excitation ++ 0 + − 0
high-frequency excitation − ++ + + +
modal scaling factors −− ++ ++ + +
controlled amplitude −− ++ ++ 0 ++
controlled signal −− ++ 0 − ++
maximum amplitude − ++ ++ − 0

constructed and identified from the measured data.
When the structure is linear elastic and has general vis-

cous damping, its spatial discretization with finite ele-
ments yields the following system of ordinary differential
equations:

MMM
d2uuu(t)

dt2 +CCC222
duuu(t)

dt
+ KKKuuu(t) = BBB222 fff (t)+ BBB333eee(t),

whereMMM, CCC222 andKKK are the mass, damping, and stiffness
matrices, respectively,eee(t) is the vector with the ambi-
ent nodal forces,uuu(t) is the vector with nodal displace-
ments,BBB222 andBBB333 are selection matrices andt denotes the
time. The finite element equations can be rearranged into a
continuous-time state space model, that has the advantage
of containing only first order derivatives:

dxxx(t)
dt

= AAAcccxxx(t)+ BBBc1 fff ttt + BBBc2eee(t), (1)

where

xxx(t) =

[

uuu(t)
duuu(t)

dt

]

AAAccc =

[

000 III
−MMM−1KKK −MMM−1CCC2

]

BBBc1 =

[

000
MMM−1

]

BBB222 BBBc2 =

[

000
MMM−1

]

BBB333.

xxx(t) is called the state of the structure. Ifyyy(t) contains
some linear combination of nodal accelerations, velocities
or displacements, it can be written as

yyy(t) = CCCaaa
d2uuu(t)

dt2 +CCCvvv
duuu(t)

dt
+CCCddduuu(t)

=
[

CCCddd −CCCaaaMMM−1KKK CCCvvv −CCCaaaMMM−1CCC222
]

xxx(t)

CCCaaaMMM−1BBB222 fff (t)+CCCaaaMMM−1BBB333eee(t)

= CCCxxx(t)+ DDD fff (t)+ DDDeeeeee(t), (2)

whereCCCaaa, CCCvvv andCCCddd are selection matrices.

When the forcesfff (t) andeee(t) can be approximated with
some function that is piecewise constant during each dis-
crete time step∆t, the following discrete-time state-space
model of the structure is obtained:

xxxk+1 = AAAxxxkkk + BBB fff kkk + BBBeeeeeekkk (3)

yyykkk = CCCxxxkkk + DDD fff kkk + DDDeeeeeekkk (4)

where
AAA = eAAAccc∆t

BBB = (AAA− III)AAA−1
ccc BBBc1

BBBeee = (AAA− III)AAA−1
ccc BBBc2.

An eigenvalue decomposition ofAAA yields the undamped
eigenfrequenciesfudi and the damping ratiosξi:

AAAψψψiii = λiψψψiii, λci =
lnλi

∆t
, fudi =

|λci|
2π

, ξi =
−λR

ci

|λci|
,

where| • | denotes amplitude andλR
ci denotes the real part

of λci. The mode shapesφφφiii can be obtained usingCCC:

φφφiii = CCCψψψiii

How the mode shapesφφφiii can be scaled to unity modal mass
in order to obtain the mass-normalized mode shapesϕϕϕiii, is
explained in detail in [13].

Since fff (t) andeee(t) are band-limited, a modal model re-
duction of (3-4), where only the modes that are excited,
are retained, can be performed [13].

When performing vibration measurements, the number
of ambient forces acting on the structure (i.e., the length of
eeekkk) is usually unknown. Therefore, the termBBBeeeeeekkk in (3) is
replaced by a single vectorwwwkkk ∈ R

n. Moreover, a vector
which contains the output measurement noiseyyyNNN

kkk is added
to the right hand side of (4), whereupon the termDDDeeeeeekkk +yyyNNN

kkk
is replaced byvvvkkk ∈ R

no . As a result, (3-4) changes into

xxxk+1 = AAAxxxkkk + BBB fff kkk + wwwkkk

yyykkk = CCCxxxkkk + DDD fff kkk + vvvkkk.
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This state-space model has only one free parameter:
the system ordern. The model can be obtained from
the measured data with the reference-based combined
deterministic-stochastic subspace identification method
[13].

IV. T HE WETTEREN FOOTBRIDGE

The construction of a new roundabout at the N42 na-
tional road on top of the E40 highway at Wetteren, Bel-
gium, created a potentially dangerous situation for cyclists
and pedestrians due to the numerous approaches to and ex-
its from the highway. In order to separate the bicycle track
and the footpath completely from the road traffic, a new
footbridge was built to the west of the roundabout in 2003
(fig. 2). This steel bridge has two spans, a short one of
30.33m and a large one of 75.23m. At the largest span,
the bridge is of the bow-string type, with an inclination of
13.78◦ of the bows.

Fig. 2. Footbridge in Wetteren, Belgium, viewed from the
south side.

Before the modal tests were performed, a detailed finite
element model of the bridge was made in ANSYS. The
beams and bows were modeled with Timoshenko beam el-
ements (BEAM188), the cables, which are stainless steel
bars with diameters between 27 and 30mm, with truss el-
ements (LINK8), and the steel plates of the bridge deck
with shell elements (SHELL63). The model shows that
for most of the mode shapes, there is a strong interaction
between the bows and the bridge deck, which makes these
mode shapes truly three-dimensional. The first two modes
consist mainly of lateral deformation of the bows while the
bridge deck remains relatively undeformed.

An OMA test was performed on October 10, 2007, fol-
lowed by an OMAX test one day later. For the OMAX test,
a commercially available PAM (DMSP-20 from Festo)
was used as actuator (fig. 1). In both tests, 72 degrees of
freedom (DOFs) where measured in 5 setups: the vertical

and horizontal acceleration of the bridge deck at 44 and
23 locations, respectively, and the out of plane accelera-
tion of the bows at 5 locations (fig. 3). Because of the
large amount of traffic at the highway under the bridge,
monitoring the inclined bows safely is difficult in practice.
Therefore, only the out of plane accelerations at the four
bow lower ends and at one higher point on a bow were
measured. On January 18, 2008, two other OMAX tests
were performed. For the first test, the actuator was a drop
weight system releasing continuously a mass of 30kg from
a height of 20cm (fig. 1). In this test, 33 accelerations
were measured in 2 setups. For the second test, a hammer
was used to produce continuously repeated impact forces
(fig. 1), and 20 accelerations were measured in a single
setup.

192
161

132

42

Fig. 3. Measurement grid at the Wetteren footbridge: 3D
view from the south side. Each sphere indicates a mea-
surement point. The numbered points appear in the
text.

The drop weight, the PAM, and the impact hammer pro-
duced a vertical force at nodes 132, 192, and 42, respec-
tively (fig. 3). Fig. 4 shows the power spectral density
(PSD) values for the applied forces in the first setup of
each test. As a swept logarithmic sine between 0.1 and
10Hz was chosen as force signal, the PAM force drops
above 10Hz. The force level for the repetitive hammer
impacts is clearly lower than for the PAM and the drop
weight. It should be noted that for the PAM and the drop
weight, much higher force levels can be achieved if nec-
essary, by using a larger muscle [1] or increasing the mass
and drop height, respectively. Since the use of an impact
hammer for combined modal testing is treated extensively
in the next section, the repetitive hammer impact data will
not be considered in the remainder of this section.

Fig. 5 shows the vertical acceleration PSD at point 161
(fig. 3) The distances from this point to both the PAM and
the drop weight driving points are equal. The vibration
levels for the PAM data are significantly higher than for the
other data between 4 and 8Hz. The vibration levels for the
drop weight data are significantly higher than for the other
data from 15Hz on. At the other frequency intervals, the
vibration levels for the OMAX tests are not significantly
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Fig. 4. Wetteren footbridge: Force PSD values (full line:
drop weight; dashed line: PAM; dotted line: hammer).

higher than the vibration levels for the OMA test. This
clearly illustrates the combined experimental-operational
nature of the OMAX tests that have been performed.
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Fig. 5. Wetteren footbridge: Acceleration PSD values at
midspan (full line: drop weight; dashed line: PAM;
dotted line: only ambient excitation).

The measured signals were digitally low-pass filtered
with an eighth-order Chebychev Type I filter with a cutoff
frequency of 20Hz in both the forward and the reverse di-
rection to remove all phase distortion, and then re-sampled
at 50Hz. Subsequently, the signals were high-pass filtered
with a fourth-order Butterworth filter with a cutoff fre-
quency of 0.2Hz, again in both the forward and the reverse
direction. From the data, the modal properties have been
extracted using the CSI/ref algorithm [13] for the OMAX
tests, and the SSI-data/ref algorithm [11] for the OMA test.
The block Hankel matrix was constructed with two times
40 and 30 block rows for CSI/ref and SSI-data/ref, respec-
tively. The seven channels that are common to all setups
were used as reference channels. A model order range
from 2 to 200 in steps of 2 was chosen for the construc-
tion of the stabilization diagrams.

Table II provides a comparative overview of the results
obtained with the ambient, drop weight, and PAM data.
Since normal modes are expected, i.e. the phase difference
between the coefficients of the mode shapes is 0◦ or 180◦,
the modal phase collinearity (MPC) [6] is a good valida-
tion parameter to assess the quality of the mode shapes.
An MPC value of 1 indicates a perfect normal mode, an
MPC value near 0 a highly complex mode. The MPC val-
ues of modes 1,4,8,18,23,25 and 29 are significantly lower
for the ambient data than for the OMAX data. This is an
indication for less accurate mode shape estimates. Fig. 6
compares some mode shapes, obtained with the ambient
and the PAM data. The use of an exogenous force clearly
yields smoother mode shapes. For modes 1, this could be
expected from the MPC values, but for modes 7 and 27,
this is remarkable since the MPC values of both estimates
are nearly the same. Other mode shapes, obtained from
the OMAX data, are shown in fig 7. Since in the OMAX
test with the PAM, more DOFs were measured than in the
other tests, only the mode shapes obtained from the PAM
data are plotted.

From table II, it is clear that, for most of the modes, the
MPC values for the drop weight data are higher than for
the PAM data, especially above 6Hz. For some of these
modes, there is a corresponding significant difference in
damping ratio (modes 1,4,8,9,25 and 29), or even in eigen-
frequency (modes 1 and 4), indicating an overall less accu-
rate estimate. For most of the modes, the eigenfrequencies
and damping ratios, obtained from both OMAX data sets,
correspond very well.

The table also shows the MAC (modal assurance crite-
rion) values between the measured mode shapesφφφi and the
calculated mode shapesφφφFEM,i, which are defined as [5]

MAC =
|φφφ∗

i φφφFEM,i|2
|φφφi||φφφFEM,i|

.
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TABLE II
OMAX TESTING OFWETTEREN FOOTBRIDGE: COMPARISON OF UNDAMPED EIGENFREQUENCIESfudi AND

DAMPING RATIOS ξi, OBTAINED FROM THE DROP WEIGHT AND THEPAM DATA USING CSI/REF. THE MAC AND

MPC VALUES AS WELL AS THE MSF BETWEEN THE MEASURED MASS-NORMALIZED MODE SHAPES AND THE

ONES OBTAINED FROM THE FINITE ELEMENT MODEL, ARE SHOWN AS WELL.

nr. FEM ambient drop weight pneumatic artificial muscle (PAM)
fudi fudi ξi MPC fudi ξi MPC MAC MSF fudi ξi MPC MAC MSF
[Hz] [Hz] [%] [−] [Hz] [%] [−] [−] [−] [Hz] [%] [−] [−] [−]

1 0.739 0.711 2.12 0.80 0.688 0.93 0.99 0.97 −0.05−0.01i 0.693 1.05 0.98 0.96 −0.47−0.21i
2 1.739 1.671 0.21 1.00 1.678 0.33 0.99 0.95 −1.13+0.40i 1.669 0.23 0.99 0.93 1.79+0.38i
3 1.769 0.59 0.97 1.775 0.62 0.93 1.758 0.76 0.98
4 2.363 2.138 1.90 0.80 2.216 0.50 0.99 0.99 1.59−0.10i 2.195 0.50 0.99 0.99 −1.01+0.02i
5 3.250 3.743 0.76 0.98 3.768 0.61 0.97 0.93 0.53−0.00i 3.731 0.55 0.98 0.84 1.01−0.14i
6 3.833 3.836 0.67 0.95 3.847 0.58 0.99 0.94 1.07−0.00i 3.838 0.49 0.98 0.89 1.19+0.19i
7 3.891 4.442 0.56 0.99 4.466 0.77 0.98 0.95 −1.18+0.02i 4.480 0.76 0.96 0.91 0.28+1.36i
8 3.939 5.143 1.15 0.80 5.187 0.26 0.99 0.95 0.85−0.02i 5.154 0.44 0.97 0.92 1.20+0.14i
9 6.377 6.111 0.52 0.89 6.126 0.23 0.93 0.92 −1.02−0.20i 6.117 0.27 0.99 0.93 −0.69−0.04i
10 6.662 6.321 0.73 0.98 6.350 0.78 0.99 0.97 −0.61+0.32i 6.321 0.50 0.99 0.96 −0.10+0.51i
11 6.991 6.621 0.62 0.98 6.638 0.72 0.98 0.96 1.21−0.06i 6.605 0.58 0.99 0.94 1.21−0.04i
12 7.209 2.15 0.84 7.287 3.31 0.85 7.238 2.34 0.79
13 8.028 7.509 0.70 0.84 7.491 0.60 0.89 0.92 1.10−0.06i 7.488 0.70 0.88 0.87 −0.35+0.02i
14 7.582 1.36 0.88 7.608 1.69 0.97 7.577 1.29 0.93
15 8.599 8.322 1.18 0.97 8.298 1.24 0.95 0.86 −1.14−0.00i 8.307 1.18 0.97 0.88 −1.24−0.04i
16 8.556 0.58 0.93 8.587 0.62 0.98 8.565 0.68 0.95
17 9.570 0.88 0.91 9.605 0.85 0.93 9.565 0.74 0.96
18 10.395 9.962 1.28 0.87 10.004 1.35 0.96 0.90 0.14−0.76i 9.967 1.10 0.94 0.80 0.32−1.23i
19 11.397 10.503 0.50 0.96 10.516 0.57 0.97 0.87 0.92−0.03i 10.475 0.64 0.97 0.87 0.99−0.08i
20 11.864 11.245 0.66 0.97 11.226 0.96 0.96 0.91 −1.08+0.13i 11.214 0.78 0.92 0.90 0.40+1.28i
21 11.624 11.804 1.71 0.95 11.883 1.97 0.96 0.90 −0.73−0.05i 11.821 1.68 0.97 0.88 0.84−1.17i
22 13.146 12.739 0.28 0.87 12.777 0.29 0.90 12.728 0.35 0.85 0.80 0.36−0.00i
23 13.254 12.896 0.65 0.47 12.900 0.93 0.87 0.94 −0.90−0.06i 12.863 0.72 0.65 0.85 0.48−0.77i
24 14.479 13.522 0.51 0.86 13.525 0.48 0.83 0.86 −0.88−0.01i 13.530 0.72 0.76
25 13.648 0.60 0.77 13.640 0.42 0.89 13.606 0.39 0.92
26 15.620 14.809 0.50 0.92 14.842 0.10 0.99 0.92 −0.94−0.10i 14.810 0.41 0.95 0.88 0.03+0.42i
27 15.225 0.69 0.86 15.223 0.38 0.96 15.213 0.46 0.87
28 16.648 16.514 0.68 0.97 16.509 0.63 0.97 16.502 0.53 0.96 0.90 −0.93−0.12i
29 17.531 0.92 0.72 17.517 0.59 0.90 17.508 0.31 0.90
30 18.537 17.839 0.26 0.87 17.856 0.26 0.90 0.92 1.10+0.19i 17.833 0.28 0.88 0.91 −0.53+0.02i

OMA - mode 1 - 0.711Hz OMA - mode 7 - 4.442Hz OMA - mode 27 - 15.225Hz

OMAX - mode 1 - 0.693Hz OMAX - mode 7 - 4.480Hz OMAX - mode 27 - 15.216Hz

Fig. 6. OMA vs. OMAX testing of Wetteren footbridge: comparison of some mode shapes (top: top view, middle: side
view from the southeast side, bottom: three-dimensional view from the south side).
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mode 2 - 1.669Hz mode 3 - 1.758Hz mode 4 - 2.195Hz

mode 5 - 3.731Hz mode 9 - 6.117Hz mode 11 - 6.605Hz

mode 14 - 7.238Hz mode 15 - 8.307Hz mode 16 - 8.565Hz

mode 19 - 9.967Hz mode 20 - 10.475Hz mode 26 - 14.810Hz

mode 28 - 16.502Hz mode 29 - 17.508Hz mode 30 - 17.833Hz

Fig. 7. OMAX testing of Wetteren footbridge: some mode shapes, obtained using CSI/ref (top: top view, middle: side
view from the southeast side, bottom: three-dimensional view from the south side).
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When the MAC value is unity, both modes are perfectly
correlated. When the MAC is zero, both modes are uncor-
related. In the table, the eigenfrequencies, obtained from
the finite element model, are given when the MAC value
between the calculated mode shape and a measured mode
shape exceeds 0.8. In this case, also the modal scaling
factor (MSF) between both the measured mass-normalized
mode shapeϕϕϕiii and the calculated oneϕϕϕFEM,i, defined as
[5]

MSF =
ϕϕϕ∗

i ϕϕϕFEM,i

|ϕϕϕFEM,i|
, (5)

is provided. The MSF gives a least squares estimate of the
ratio between both mass-normalized mode shapes. When
the MSF is real and close to one, both mass-normalized
mode shapes have nearly the same amplitude and phase.
Since it only makes sense to calculate the MSF when the
corresponding MAC is large [5], the table only shows MSF
values when the corresponding MAC exceeds 0.8. For the
drop weight data, the real part and the amplitude of the
MSF of modes 2,6,7,8,9,13,15,19,20,23,24,26 and 30 lies
between 0.8 and 1.2. For the PAM data, this is only the
case for modes 4,5,19 and 28.

Since some modes (e.g. modes 1, 2, 4, 8, 22) mainly in-
volve deformation of the bows, sometimes combined with
a lateral deformation of the bridge deck, it is not surprising
that the MSF for some of these modes (e.g. mode 1) could
not be well determined, considering the location and direc-
tion of the drop weight and PAM forces. The same holds
for modes 5,6,10,11,21 and 26, which mainly involve de-
formation of the short span. However, since it concerns an
OMAX test, the other modal parameters of these modes
are accurately determined, thanks to the fact that the oper-
ational excitation is taken into account.

V. CONCLUSIONS

The capacities of combined modal testing (OMAX test-
ing) of footbridges have been explored in a real-life case
study. The steel Wetteren footbridge, whose main span
is of the bow-string type, has a very high modal density
in the analyzed frequency range 0− 18Hz. Most of the
modes show a complex three-dimensional behavior, where
the inclined arches interact with the bridge deck. An in-
depth comparison with numerical models and OMA test
results showed that the modal parameters (eigenfrequen-
cies, damping ratios, mode shapes and modal scaling fac-
tors), obtained from the OMAX tests, are of good, some-
times even superior, quality, while the amplitude of the ap-
plied forces was of the same level as the amplitude of the
operational excitation. This demonstrates the feasibility
of using small and practical actuators for modal testing of
footbridges.
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An automatic tool for the simplified modelling of discrete cracking phenomena
in masonry structures : case study on the Magdalene church in Tournai
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Abstract— The Magdalene church in Tournai suffers for
a long time various pathologies. This article describes a re-
lated numerical study prepared in the department of Civil
Engineering and Structural Mechanics at the Facult́e Poly-
technique de Mons. The analysis is based on full 3D models
taking into account the behaviour of soft soils through equi-
valent springs and the superstructure itself. All the materials
involved in the study were assumed to be linear elastic. Some
non linearities were introduced, by coupling Matlab and
ABAQUS, through an automatic iterative approach likely to
simulate a discrete crack propagation process. The obtained
results confirm the assumptions of the experts about the in-
fluence of underground soil alterations and the observed pa-
thologies may then become better understood. A provisional
map of soil qualities has been proposed that could be useful
for prescribing future geotechnical investigations.

Keywords— FEM, masonry, discrete cracking

I. I NTRODUCTION

SINCE the civil authorities have understood the neces-
sity to preserve the old building heritage to be trans-

mitted to the next generations, important budgets are allo-
cated to finance heavy restoration campaigns. Many his-
torical buildings have been forgotten for decades and it is
important to understand the behaviour of damaged buil-
dings before that efficient solutions may be proposed for
the future.

The engineers, by coupling powerful calculation me-
thods with classical on-site investigations, can precise the
structural behaviour of the building. This paper presents an
application of such a method, the Finite Element Method,
to study the rather complex configuration of the Magda-
lene church made of interactions between the superstruc-
ture and the undergrounds parts (soft soils, etc).

II. T HE CHURCH AND ITS PATHOLOGIES

THE erection of the Magdalene church in Tournai be-
gan during the 13th century. It is characterized by an

architecture associated with the transition between roma-
nic and gothic style. The church is recognized as ”Histori-
cal Heritage” by the Belgian authorities.

Although some damages are not recent, the church
seems to suffer new pathologies affecting some important
structural parts (namely the main diaphragm arch) since

Fig. 1. Plane view of the church

its abandon in 1965. The structural problems led the civil
authorities to install temporary strengthening devices.

Fig. 2. Outline of the main diaphragm arch’s pathologies

From a local point of view, the observation of disorders
shows that pathologies affect the main diaphragm arch (see
Fig.2) as well as a set of 2 spans located in the middle part
of eastern nave.

From a global point of view, sensitive settlements may
be noticed. They affect essentially the external walls of the
transept and the western bell tower (see pink line of gra-
phic on Fig.3 and Fig.4). The altitude variations of a stone
ribbon all around the church’s walls were taken using an
optical level. That ribbon was supposed to have been built
horizontally.
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III. PRELIMINARY GEOTECHNICAL CAMPAIGN

A
preliminary geotechnical campaign has been perfor-
med. Under the level of the masonry foundations, the

quality of soils may be considered as very poor. This could
be explained by the fact the church is located along the
Escaut River. Nevertheless, the conclusions of the prelimi-
nary campaign are based on a limited number of tests that
have been performed outside the church as illustrated in
Fig.1 (P1, P2, P3 and P4). These did not permit to design
a significant repartition map of soils qualities underneath
the whole structure.

IV. F INITE ELEMENT MODELLING OF THE MASONRY

BUILDING

A. Soil model

The soil is modeled with springs that are connected bet-
ween the estimated level of the bedrock (obtained from the
preliminary geotechnical analysis) and the basis of the ma-
sonry structure. The stiffness of the springs has been set on
the basis of the collected settlement information. An itera-
tive approach has been used : from the comparison bet-
ween the results of calculations and the trends observed in
the reality, the inadequacies are outlined and a modifica-
tion of stiffness parameters is proposed for the next calcu-
lation step.

The iterative process is performed until a correct trend
equation between the settlements observed in the model
and in the reality is achieved (see Fig.3 and Fig.4).

B. Geometry

The final model used for the computation is composed
of three main parts :

• Soft soil : the part under the bottom face of the foun-
dation is modelled by springs made with 8 nodes bricks
(compressive strength of the soil - no pressure bulb). The
geometrical extension of springs is located directly under
the width of external walls and internal pillars.

• Bedrock : the bedrock itself is not included but its
particular effect has been taken into account through the
length of the springs. The vertical translation of each node
at the bottom face of the soft soil has been constrained.

• Superstructure : due to unsatisfying results obtained
by previous and more simple methods, a complete 3D
model of the superstructure made with 8 nodes bricks
has been used. The action of timber frameworks and roof
structures has been taken into account through the intro-
duction of equivalent local and distributed loads. The mor-
phology was obtained from a precise topographical survey.

It’s important to notice that, although geometrical sim-
plifications were necessary, inertia and cross-section area
properties were carefully respected.

Fig. 3. Modelled and real settlements of the west face

Fig. 4. Modelled and real settlements of the east face

Fig. 5. Meshed model of the superstructure
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C. Materials

Due to a lack of knowledge about the characteristics of
the walls of the church (no test results were available), we
decided to consider each material as homogenous and li-
near elastic. Of course this kind of behaviour is not very
appropriate when applied to masonry structures and soils.

Nevertheless, this assumptions have already been used
by recognized specialists like Professor G. Macchi (Uni-
versity of Pavia, Italy) involved in the study of the Pisa
Tower (for which soils and masonries were interacting),
Professor P. Halleux (University of Brussels, Belgium) en-
gaged in the engineering calculation of the Town hall To-
wer in Brussels and Professor D. Lamblin (Faculty of En-
gineering, Mons, Belgium) for several patrimonial studies
in Belgium.

Fig. 6. Steps of the crack initiation process

Moreover, a crack propagation process has been imple-
mented for the masonry model. This is an automatic, dis-
crete and iterative process based on the value of the maxi-
mum principal stress and a modified Rankine Criterion : it
is assumed that failure occurs when the maximum princi-
pal stressσ reaches the uniaxial tension strengthσ+. Ac-
tually, the compression strenght is assumed to be infinite.
The criterion can then be written as :

∞ < σ < σ+ (1)

Introduncing the dicrete cracking phenomenon consists
in modelling the cracks as geometric discontinuities in op-
position to the smeared cracking phenomenon for which
the caracteristics of the material are modified where the
fractures take place.

Actually, both techniques give rather good results for
the study of brittle materials, with the smeared cracking
model being traditionally far more popular because of its
computational conveniance. It may be noticed that discrete
cracking model as used in our study have distinct advan-
tages over smeared cracking ones where informations such
as detailed cracking path, crack spacing and width are nee-
ded.

Initiation of a crack is simulated locally by duplication
of one node into two nodes in the model (see Fig.6). On

the basis of this new geometry, a new calculation is per-
formed and the propagation of crack is simulated. This
process continues until stabilization of the stress state is
reached everywhere in the model.

The practical implementation is achieved through a cou-
pling between Matlab and ABAQUS Software. This soft-
ware detects the node with the highest principal stress and
calculates the orientation of the associated vector. This
vector reflects the orientation of the real crack plane. As
we only depend on the size and orientation of the mesh
for the morphology of the crack, we have to determine the
modelled crack plane closest to the real one. Then the pro-
gram duplicates the node in order to create the discrete
crack itself. Once those steps are done, a new source file is
written (Matlab) and automatically submitted to the com-
puting engine of the finite element software. This last, cal-
culates the stress and displacement fields. The results ob-
tained will be used for the next iteration. For some steps,
Matlab has to read the data files provided by ABAQUS. It
reads and modifies the source file for introducing the new
geometry containing the crack.

In order to validate the results provided by this cou-
pling, we studied the propagation of cracks in a model of
a beam composed with a material presenting high com-
pressive strength and rather low tensile strength. We could,
then, compare the numeric results with the analytic calcu-
lus.

The results show the apparition of a first crack at mid-
span. It is interresting to see that other cracks are alternati-
vely created on one side and on the other of the first frac-
ture. The cracks evolve until the stabilization of the stress
value under the given maximum value.

The total model of the church presents about 65000
nodes and 195000 equations : a reasonable calculation
time is a limitation criterion for the geometrical precision
and the constitutive law. Although the model can be im-
proved (geometrically and materially), it can give to the
problem a good solution with correct understanding of the
behaviour of the soil and the superstructure settled on it.

The program gives an overview of the localisation and
of the importance of the cracks. Thanks to those results, we
could better understand why some reparations were carried
out in the past and why the strengthening devices were pla-
ced. For instance, nowadays the cracks shown on Fig.8 are
not visible but we have the confirmation that those walls
had to be repaired.

Moreover, the analyses of those models showed the new
repartition of stresses and strains calculated for each step
in redundant models.
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Fig. 7. Overview of the cracking process on a beam sub-
mitted to flexion and axial compression

Fig. 8. View of the cracked model of the church

V. PROSPECTS AND IMPROVEMENTS

ALTHOUGH the results are encouraging, some impro-
vements are needed. The program only works with

monopart models which does not allow to deal with mo-
dels made of different materials for which the tensile re-
sistance varies (e.g. masonry with steel reinforcement). As
we only depend on the mesh organisation for the crack
orientation, an adaptive mesh during the cracking process
would result in taking into account the real crack orienta-
tion.

The program provided good results on a beam and for
the study of the Magdalene church. The next building to
be analyzed is the Our-Lady Cathedral in Tournai which
suffers many problems of cracks in its masonry and foun-
dations.

VI. CONCLUSIONS

THIS study concerns a finite element analysis perfor-
med on a heritage building. It relies on elastic consti-

tutive laws for materials and an automatic discrete iterative
cracking process of masonry implemented inside the Mat-
lab environment and piloting an ABAQUS STANDARD
solver. Previsions were made about the soil qualities and
a map of soil qualities has been proposed that could be
useful for prescribing future geotechnical investigations.

Such previsions are important for their consequences on
the superstructure. They constitute an efficient and help-
ful tool for engineers engaged in the preservation of the
building.
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Abstract— One of the tools used to study the NVH be-
haviour of a system is the Transfer Path Analysis. It aims to
identify the operational forces and the propagation paths of
the vibrations and is especially interesting in the case when
the system is composed of different subsystems. The classi-
cal techniques identify the transfer paths when the system
is disassembled. This way one eliminates flanking trans-
fer paths. Yet it is very time-consuming and the boundary
conditions are not correct anymore. The presented method
makes it possible to identify the transfer paths without dis-
assembling the system. The advantages are that the overall
testing time is reduced and that the real boundary conditions
are present. In this article the theory will be reviewed and
it will be validated using data generated by finite element
simulations.

Keywords— Transfer Path Analysis, operational

I. INTRODUCTION

WHEN one is confronted with an NVH problem, a
logical approach is to identify on one hand the

NVH sources and on the other hand the contribution of
each source to the problem [1], [2]. The contribution of
each source will be linked with how the vibrations propa-
gate through the system. One now can have two kinds of
situations: either the system is built up from several linked
subsystems or this subdivision is not that straight forward.

If the system is not build up from distinct subsystems
there will be a common behaviour in all the degrees of
freedom. One then should use techniques that exploit this
feature, e.g. experimental modal analysis [3], [4], [5]. Us-
ing the modal model it is possible to estimate the contribu-
tions of the sources. The sources themselves can then be
identified by solving the inverse problem [6].

However, if there are several linked subsystems, the vi-
brations will propagate from the sources through the sys-
tem following certain transfer paths. Identifying how the
sources contribute to the problem comes down to identi-
fying the transfer paths [7], [8], [9], [10]. Such kind of
analyses are called: Transfer Path Analysis (TPA), Path
Contribution Analysis, ... In this article one will deal with
those kind of analyses.

The classical TPA techniques identify the transfer paths
by isolating each path. This is possible by disassembling
the system [1]. When the system is disassembled, one ap-

plies a known force at the location where the subsystem
of interest is linked with another subsystem. If one knows
the force and the response, one can identify the transfer
path. The disassembling is needed to eliminate any flank-
ing paths. This approach has two major disadvantages.
First, the disassembling is very time-consuming. Sec-
ondly, the boundary conditions are not correct anymore.
As all real-world systems are non-linear to a certain extent
the system will not be linearised in the correct working
points. Note also that during the time that the system is
disassembled in most of the cases it probably will not be
operational.

In this article a procedure will be described that makes
it possible to identify the transfer paths without disassem-
bling the system. This eliminates the two major drawbacks
of the classical experimental TPA: the time-consuming
disassembling and the wrong boundary conditions. It will
be shown that the proposed procedure has another advan-
tage: operational forces are no longer a problem. On the
contrary, the more operational forces the better.

In the next section the problem will be stated. This will
be followed by a theoretical framework. It will start with
a solution for the most simple mechanical case: a 2 degree
of freedom system (DOF) with 1 link. Then a system with
2 links will be discussed. After the theoretical section, the
procedure will be validated by means of finite element sim-
ulations.

II. PROBLEM STATEMENT

Assume a mechanical structure as in Figure 1. It is com-
posed of a clamped lower beam which is connected with
an upper beam by three links. Suppose also that there are
some unknown operational forces that act on the upper
beam. A typical problem could be that the displacement
in point X is too large. To solve this problem it would be
interesting to know what the forces are in the 3 links and
how they contribute to the displacement in pointX.

The classical Transfer Path Analyse (TPA) techniques
will start with disassembling the system which is very
time-consuming. In a second step one applies a known
force (or moment) at each link separately. By measuring
the responses one is able to estimate the contribution of
each transfer path. This is shown in Figure 2. After re-
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Fig. 1. Problem Statement

assembling again, one can identify the operational forces
by solving the inverse problem [11], [12], [13]. Note that
after disassembling of the system the boundary conditions
of the lower beam could have changed severely which
leads to errors. After all, all real world systems are non-
linear to a certain extent. So the system will be linearised
in working points that do not agree with the operational
working points.

Subsystem of interest
X

Fig. 2. Identification of 3 transfer paths with classical TPA

It would be interesting if one did not have to disassem-
ble and reassemble the whole system. The question is:
’Is it possible to identify the frequency response function
(FRF) between 2 points of an isolated subsystem without
disassembling the system?’ In other terms: is it possible to
eliminate the effects of the upper beam and links? It will
be shown that it can be done without disassembling. But
then additional measurements will be required at the links.
This is shown in Figure 3. The theoretical aspects will be
treated more in detail in the next section.

Subsystem of interest
X

F

Fig. 3. Identification of the first transfer path with opera-
tional TPA

III. T HEORETICAL ASPECTS

A. A system with 2 degrees of freedom

The most simple mechanical structure that consists of 2
linked subsystems is a 2 DOF system (see Figure 4). Sup-

pose that one is interested in the FRFH11 between a force
F1 on mass 1 and the responseX1 of mass 1 of the isolated
subsystem of interest. So the effects of the linked subsys-
tem have to be eliminated.

Subsystem
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M
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X
1

X
2F

2

F
1

Fig. 4. A 2 DOF system

In Figure 4M1, C1 andK1 form the subsystem of inter-
est.C2 andK2 form the link andM2 is the linked subsys-
tem. F2 is an unknown operational force that acts on the
massM2.

The FRF of the isolated system of interestH11(s) is the
FRF of a 1 DOF system, i.e.H11(s) = (s2M1 +s C1 +K1)

−1.
The displacementX1 of the assembled system equals to:

X1(s) = H11(s)F1(s)+H11(s)(sC2 +K2)(X2(s)−X1(s))
(1)

This formula forms the basis of OTPA. Because only
if there exists an (unknown) operational forceF2(s) which
acts onM2 and only if this force is not fully correlated with
the known forceF1(s), the known forceF1(s) and the rela-
tive displacement(X2(s)−X1(s)) are not fully correlated.
In this case it is possible to estimateH11(s) using an H1

estimator withF1(s) and(X2(s)−X1(s)) as the references:

X1(s) = H11(s)F1(s)+G11(s)(X2(s)−X1(s)) (2)

Note that the lessF1(s) and (X2(s)−X1(s)) are corre-
lated the better the estimate will be.

A visual representation of this idea is shown in Figure 5.
Note that the relative displacementX12 = (X2(s)−X1(s))
should be measured.

Figure 6(a) shows the estimate ofH11 in the case there
is no operational forceF2. As expected, this estimate is
wrong. When there is an operational forceF2 that acts on
massM2 which is not fully correlated with the known force
F1, the OTPA correctly estimates the FRF. This is shown
in figure 6(b). Note that both the known forceF1 and the
unknown operational forceF2 are white-noise sequences.
Because of those uncorrelated forces, the measured FRF
of the assembled system which is the FRF between the
known forceF1 and the displacementX1 is noisy too in
Figure 6(b).
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Fig. 5. OTPA of a 2 DOF system: identification ofH11
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(a) Without an operational forceF2
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(b) With an operational forceF2

Fig. 6. OTPA of a 2 DOF system: (−−−−−−) FRFH11 of the
isolated subsystem of interest, (· · · ) Measured FRF of
the assembled system, (—) OTPA estimate of the FRF
of the isolated subsystem of interest

B. A system with 6 degrees of freedom

In this section it will be shown that the OTPA proce-
dure also can be used for structures with multiple links.
Suppose that the structure now consists of 6 masses and 2
links as in Figure 7. Suppose also that there can act some
unknown operational forces on the massesM4, M5 andM6

and that the transfer pathH12(s) between the massesM2

andM1 has to be estimated. So the subsystem of interest
contains the massesM1, M2 andM3. It can be proved that
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Fig. 7. A 6 DOF system

the displacementX1(s) can be written as

X1(s) = H12(s)F2(s)+H12(s)(sC24+K24)(X4(s)−X2(s))

+H13(s)F3(s)+H13(s)(sC35+K35)(X5(s)−X3(s))
(3)

So if one is interested inH12(s) (the FRF of the isolated
subsystem of interest), one has to apply a known force
F2(s) at massM2. Also one should not apply a force at
massM3. Now the displacementX1(s) can be written as

X1(s) = H12(s)F2(s)+G12(s)(X4(s)−X2(s))

+G13(s)(X5(s)−X3(s))
(4)

If one is interested inH12(s) of the isolated subsystem
of interest, one can apply the H1 estimator withF2(s),
(X4(s)−X2(s)) and(X5(s)−X3(s)) as references. In or-
der to get a correct estimate ofH12(s), (X4(s)−X2(s)),
(X5(s)−X3(s)) andF2(s) must not be fully correlated. So
one needs at least 2 uncorrelated operational forces that act
on massM4, M5 or M6.

This can be visualised as in Figure 8. Note that the rela-
tive displacementsX24 = X4(s)−X2(s) andX35 = X5(s)−
X3(s) have to be measured. One can conclude that for ev-
ery link one needs to measure the relative displacement at
that link. Those relative displacements should not be fully
correlated which is only possible if the number of uncor-
related operational forces is greater than or equal to the
number of measured relative displacements. Note that it is
not necessary to know the operational forces.
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Fig. 8. OTPA of a 6 DOF system: identification ofH12

In Figure 9(a) the FRF of interestH12 - the FRF of the
isolated system of interest - is plotted together with the
FRF that would be measured when the system would be
assembled. It is obvious that there is a big difference. In
this case there are no operational forces applied and this
results in a wrong estimate (see Figure 9(b)).

Now 2 uncorrelated operational forces are applied. In
Figure 10(a) it can be seen that the FRF that one measures
even gets worse because the operational forces act as dis-
turbing noise. But in this case the OTPA estimate is perfect
(see Figure 10(b)).

Now one can describe the approach for a general struc-
ture with multiple links. First one should identify the iso-
lated subsystem of interest. In a second step one should
identify the transfer paths of interest. Each transfer path
will have a specific degree of freedom where the force will
be applied and a specific degree of freedom where the dis-
placement will be measured. Note that those degrees of
freedom always will be within the subsystem of interest
(or at the boundary), e.g. in the previous 6 DOF system
the known forceF2 has been applied at MassM2 and the
target displacement was at massM1. To estimate a specific
transfer path, one should now apply a known force at the
force location. At the same time a sufficient set of uncor-
related operational forces should be present at degrees of
freedom which are located outside of the subsystem of in-
terest, e.g. in the previous 6 DOF system one needed at
least 2 uncorrelated operational forces that acted on mass
M4, M5 or M6. Using an H1 estimator one now can esti-
mate the transfer path of the isolated subsystem of interest.
This H1 estimator will use the known force and the relative
displacements at the links as references.

IV. F INITE ELEMENT SIMULATIONS

A. Goal of the simulations

In this section the OTPA method will be validated on the
system that already has been described during the problem

50 100 150
−160

−140

−120

−100

−80

−60

−40

Frequency (Hz)

A
m

pl
itu

de
 (

dB
)

   

(a) H12 of disassembled and assembled sys-
tem
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(b) OTPA estimate ofH12

Fig. 9. OTPA of a 6 DOF system: without any opera-
tional force: (−−−−−−) FRF of the isolated system of in-
terest, (· · · ) Measured FRF of the assembled system,
(—) OTPA estimate of the FRF of the isolated system
of interest

statement (see Figure 1). It will be tried to identify the
first transfer path which is shown in Figure 3. One will
also take into account that during a real measurement there
are some constraints. In theory one should apply a known
force at the interface between the link and the lower beam.
But because of the fact that disassembling of the whole
system has to be avoided, the known force will be applied
at the bottom side of the beam. In the theoretical examples
one used relative displacements as references for the H1

estimator. During real measurements, one will measure
the strains using strain gages. Also during real measure-
ments it would be impossible to measure the strains at the
interface. So the strains will be measured at 0.5 cm above
the lower beam.
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(a) H12 of disassembled and assembled sys-
tem
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(b) OTPA estimate ofH12

Fig. 10. TPA of a 6 DOF system: with 2 operational
forces: (−−−−−−) FRF of the isolated system of interest,
(· · · ) Measured FRF of the assembled system, (—)
OTPA estimate of the FRF of the isolated system of
interest

B. Simulation Set up

Subsystem of interest
X

F

Fig. 11. TPA of a FEM: measured signals

The simulation setup of the 2D structure is shown in
Figure 11. On this figureF is the known force andX is
the measured response. The lower beam has a length of
86 cm and a thickness of 8 mm. The upper beam has a

length of 60 cm and a thickness of 6 mm. The three links
have a length of 10 cm and a thickness of 4 mm. The links
are located at 23 cm, 48 cm and 68 cm from the left end of
the lower beam. The response location is located at 71 cm
from the left end of the lower beam. The width of the 2D
structure is 1 cm.

Assume that one is interested in how the vibrations
propagate fromF to X in the isolated system of interest
(only the lower beam). To estimate this transfer path, one
has to measure the strains in the three links. Since the iso-
lated system of interest only contains the lower beam, the
interface at the links should be as close as possible to the
lower beam. Because one had to take into account the mo-
ments at the links, there were 2 strain measurements for
each link. During the simulation 6 unknown forces were
used: 3 in the vertical direction (all on the upper beam)
and 3 in the horizontal direction (one on each link). The
locations of those operational forces are shown in Figure
12. The FEM mesh consisted of 2001 points and 3120 tri-
angular elements. This refined grid was especially needed
at the links. This is shown in Figure 13.

Subsystem of interest

Fig. 12. TPA of a FEM: operational forces

Fig. 13. FEM: grid at a link

C. Simulation results

Because of the fact that one has to take into account
the moments 2 strain measurements are needed for each
link. Doing this will result in a sufficient set of references.
During the simulations there were no unknown forces that
acted directly on the target subsystem (i.e. the lower
beam). Because of the fact that 6 strain measurements
were used, at least 6 unknown uncorrelated forces were
needed. And because 6 references and one known force
were measured, the H1 estimator needed 7 data records.
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Taken this into account the simulation results were as ex-
pected. In Figure 14 the results of the simulation are
shown. Figure 14(a) shows that the OTPA method is able
to estimate the FRF of the isolated system of interest with-
out disassembling the system. Due to the fact that on real
structures one can not measure at the direct interface be-
tween the links and the target subsystem there are some
minor errors. In fact by moving the strain measurement
locations 5 mm away from the link, one assumes that this
little part of the link (5 mm) is part of the target subsystem.
So this results in a small mass loading. This is also shown
in the Figures 14(b) and 14(c). This also shows that for
other kinds of links one has to measure the strains as close
as possible to the isolated subsystem.

D. Applicability of the method: strain measurement loca-
tion

The simulation results show that the strain measurement
location introduces errors. Therefore it is interesting to
simulate some more cases to see how the errors are related
to the location. Figure 15 shows the results of different
strain measurement locations: 5 mm, 10 mm and 15 mm
above the lower beam. On this Figure one sees that the
further the strain measurement sensors are located from
the link-subsystem interface, the bigger the errors are. The
mass loading becomes more important which results in a
shift of the poles. This is even more visible if one also
adds the plots of the locations: 7.5 mm and 12.5 mm. This
is shown in Figure 16(a) and 16(b). It is obvious that it
would be bad practice to locate the strain gages far from
the interface. In most real cases it should be possible to
place the strain gages at 5 mm from the interface. In that
case the errors are still acceptable.

V. CONCLUSIONS

In this paper a new Transfer Path Analysis Technique
has been introduced which can be used in operational con-
ditions. It has the big advantage that no disassembling is
needed and that operational forces do not have to be elimi-
nated. On the contrary: the more uncorrelated operational
forces that act on the system the better. Compared to the
classical techniques this technique is less time consuming
and the real boundary conditions are present. It is a tech-
nique that can be perfectly used on operational systems.

The theory of the technique has been deducted from
simple mechanical models. In the last part of this paper the
procedure has been validated on a Finite Element Model.
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Abstract— Research on dynamic amplifications in bridge
response due to the passage of train has been a topic for
many years. A number of methods have been developed
to consider the dynamic effects of the train loads on the
bridge. This paper investigates under which conditions dy-
namic train-bridge interaction should be considered for the
dynamic analysis of a bridge during a train passage. The
results of a moving load model are compared to those of an
analysis of dynamic train-bridge interaction consideringdif-
ferent vehicle models with a varying degree of sophistication.
The effect of several parameters related to the train and the
bridge is studied. The ratio of the mass of the vehicle and the
bridge and the ratio of the natural frequency of the vehicle
and the bridge, the train speed are identified as significant
factors that determine the effect of dynamic train-bridge in-
teraction on the bridge response.

Keywords— dynamic effect, moving load, train-bridge in-
teraction, parametric study

I. INTRODUCTION

The dynamic response of railway bridges under moving
trains has been a topic of research interest for many years.
The basic quantity to evaluate dynamic effects due to mov-
ing traffic on bridges is the Dynamic Amplification Factor
(DAF), which represents the increase in the dynamic re-
sponse with respect to the static one for a single moving
load [1]. The dynamic amplification factor, however, does
not take into account resonance effects due to repeated
loading by a series of axles. The Eurocode 1 [1] specifies
under which conditions a dynamic analysis is required.

In the dynamic analysis of the bridge, a moving train is
traditionally represented as a series of moving axle loads.
Timoshenko [2] developed the classical solution for a sim-
ply supported beam subjected to a moving load. An elab-
orate discussion of beam-structures subjected to moving
loads is presented by Frýba [3].

Considerable experimental and theoretical research
has recently been performed on train-bridge interaction
[4,5,6,7]. In the analysis of dynamic train-bridge interac-
tion, a distinction is made between the subsystems for the
train and the bridge. Both subsystems are coupled by the
compatibility of displacements and equilibrium of forces
at the contact points [8,9,10]. Different vehicle models
with a varying degree of sophistication have been devel-
oped to account for the dynamic properties of the vehicle.

The simplest model for a train is a series of 2 degree-of-
freedom(DOF) mass-spring-damper systems that account
for the suspension of the vehicle. Chu et al. [11] studied
train-bridge interaction with a 3-DOF vehicle model con-
sisting of the car body and wheel-axle sets. A time domain
integration method is used to solve the dynamic equations
of the coupled train-bridge system. Tan et al. [12] pre-
sented a vehicle model that has 7-DOF and is capable of
accommodating both roll and pitch modes. The influence
of various parameters on the behavior of the coupled sys-
tem is studied in three numerical examples. Xia et al. [13]
proposed a 15-DOF vehicle model and analyzed the pas-
sage of the Thalys high speed train on a concrete box-
girder bridge in Antoing on the high speed line between
Paris and Brussels. The model is validated by comparing
the results of computations with in situ measurements.

In the literature, however, it is not very clear in which
case a moving load model suffices for the prediction of the
bridge response and under which conditions it is necessary
to account for the dynamic interaction between the train
and bridge. Liu et al. used both approaches for the partic-
ular case of the dynamic response of the Sesia viaduct dur-
ing the passage of the Italian high speed train ETRY500.
In this case, both approaches give predictions that are in
good agreement with the experimental results [15].

The main purpose of this paper is to provide a better
understanding of train induced bridge vibration and to in-
vestigate under which conditions dynamic train-bridge in-
teraction analysis should be accounted for. It is organized
in the following manner. Section 2 presents the numeri-
cal model developed for the analysis. Two methodologies
are considered to represent the action of the vehicle on the
bridge: (1) a moving load model and (2) a model that takes
into account dynamic train-bridge interaction. In section3,
a parametric study is performed to identify the parameters
that determine the dynamic response of the bridge.

II. N UMERICAL MODEL

A. Bridge subsystem

When a finite element model of the bridge is used to
study its dynamic behavior, the equation of motion of the
bridge can be expressed as:

MbV̈b +CbV̇b +KbVb = Pb (1)
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whereMb, Cb and Kb are the mass matrix, damping
matrix and stiffness matrix of the bridge, respectively;Vb,
V̇b and V̈b represent the displacement, velocity and ac-
celeration vectors of the bridge;Pb is the vector with the
external forces.

In the following, the Modal Superposition Method [14]
is adopted to solve the equation of motion of the bridge. It
is assumed that only the firstN0 modes of the bridge are
contributing to the response. The equation of motion of
the bridge can be now rewritten as follows:

q̈+C∗
bq̇+K ∗

bq = P∗
b (2)

where it has been assumed that the eigenvectors are nor-
malized with respect to the mass matrixMb. The vectorq
collects the modal coordinates. The matricesC∗

b, K ∗
b and

P∗
b are defined as follows:

C∗
b=2ζΩ, k∗

b=Ω2,P∗
b=ΦTPb

whereΦ is theN0×NDOF matrix of eigenvectors andΩ
is theNDOF×NDOF diagonal matrix of eigenvalues of the
considered modes; The modal damping ratioζ is assumed
to be equal for all considered modes.

B. Train load modeling

The first attempt to represent the action of the vehicle
on the bridge is the so-called moving load model, where
the train is modeled as a series of moving loads. The force
vectorPb can be written as follows:

Pb(t) = Pqs
b (t) =

n

∑
i=1

yi(t)FGi (3)

where the superscriptqs in Pqs
b (t) refers to the fact that

only the quasi-static loading of the bridge is accounted
for. The vectoryi(t) is theNDOF× 1 vector that transfers
a moving unit load to nodal loads according to the posi-
tion of theith axle. The load amplitudeFGi is equal to the
weight of theith axle of the train.

To account for the dynamic effect of the train on the
bridge, vehicle models with a varying degree of sophis-
tication are considered (figure 1). Vehicle model c is an
elaborate model that considers both the vertical motion of
the car body and the bogie, while vehicle models a and b
are simplified versions of vehicle model c.

In a similar way as for the bridge, the equation of motion
of the vehicle can be written as:

M vV̈v +CvV̇v +K vVv = Pdy
v (4)

whereM v, Cv andK v are the mass, damping and stiff-
ness matrices;Vv, V̇v and V̈v are the displacement, ve-
locity and acceleration vectors of the vehicle system;Pdy

v

(a) (b) (c)

bogie

car body

bogie

bogie

bogie

car body

Fig. 1. (a)a 1-DOF (b)a 2-DOF, and (c) a 3-DOF vehicle
model for dynamic train-bridge interaction analysis

is the force vector that collects the dynamic force on the
vehicle [15].

The coupling of the vehicle and bridge subsystems by
the compatibility of the displacements at the contact points
is now illustrated for the case of vehicle model c [15]. The
equation of motion of the vehicle can be derived from the
dynamic force equilibrium (figure 2).
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Fig. 2. A simply supported beam subjected to a moving
vehicle.

The mass matrix of the vehicle can be expressed as

M v = diag[M1,M2,M1] (5)

whereM1 andM2 are the mass of the bogie and the car
body, respectively.

The stiffness matrix of the vehicle system is expressed
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as:

K v =





2KV +KVV −KVV 0
−KVV 2KVV −KVV

0 −KVV 2KV +KVV



 (6)

whereKV andKVV are the spring stiffness coefficients
of the primary and secondary suspension system, respec-
tively.

The damping matrix is derived from the stiffness ma-
trix by replacing the stiffness coefficients (KV , KVV) by the
damping coefficients (CV , CVV) of the primary and sec-
ondary suspension system.

The displacement vectorVv is expressed as:

Vv = [V1,V2,V3]
T (7)

whereV1 andV3 are the vertical displacements of the
front and back bogie, respectively, whileV2 is the vertical
displacement of the car body.

The equations of motion are integrated according to the
Newmark-β method with valuesβ=0.25 andγ=0.5 corre-
sponding to the trapezoidal rule [18]. The integration pro-
cedure is described more elaborately in Ref. [15].

III. PARAMETRIC STUDY

For simply supported bridges, the results of ERRI D214
showed that resonance is unlikely for spans longer than
40 m [16]. This study has been limited however, to the
case of simply supported bridges of relatively short span
without consideration of transverse effects. The simply
supported bridge in Ref. [17] is chosen as the reference
case in the present parametric study. The characteristics
of the bridge are as follows. The bridge has a length L of
34 m, a mass per unit lengthmb=11400 kg/m, a bending
stiffnessEI=9.92×1010 Nm2, and a modal damping ratioζ
of 2% for all considered modes. The fundamental natural
frequencyfb=4.01 Hz.

The train type considered in this study is the Italian
ETR500Y high speed train. The main characteristics of
the train are listed in Table I. It is composed of a locomo-
tive followed by 8 passenger cars and another locomotive.
The length of the locomotive is 19.7 m, while the length
of the passenger cars is 26.1 m. The average static axle
loads for the locomotives and passenger cars are 176.4 and
112.9 kN, respectively. The natural frequencies of the car
body and the bogie can be estimated from the following
equations:

fvc =
1
2π

√

√

√

√

2
1

Kvv+ 1
2Kv

M2
(8)

fvb =
1
2π

√

2Kv+Kvv
M1

(9)

The values forKV and KVV of ETR500Y are used to
estimate the frequencies of the car body and the bogie as
0.49 Hz and 4.06 Hz, respectively.

Item Unit Locomotive Passenger car
Mass of the car body (M2) kg 55,976 34,231

Mass of the bogie (M1) kg 3896 2760
Mass of the wheel set (Mw) kg 2059 1583

Vertical stiffness of the primary suspension system (KV ) kN/m 1,792,200 808,740
Vertical damping of the primary suspension system (CV ) kN ·s/m 15,250 7500

Vertical stiffness of the secondary suspension system (KVV) kN/m 472,060 180,554
Vertical damping of the secondary suspension system (CVV ) kN ·s/m 36,250 16,250

Carriage length (d) m 19.7 26.1

TABLE I
THE DYNAMIC CHARACTERISTICS OF THEITALIAN

ETR500YHIGH SPEED TRAIN.

In order to investigate the conditions under which dy-
namic train-bridge interaction needs to be taken into ac-
count, a parametric study is performed. The following di-
mensionless parameters are defined: the speed parameter
α, the frequency parameterκ and the mass parameterγ.

The dimensionless speed parameterα is defined as:

α =
v

fbd
(10)

wherev is the train speed,d is the characteristic length
of a car andfb is the fundamental natural frequency of the
bridge. The critical speed caused by a long series of reg-
ularly spaced axles is reached atα=1. For the Italian high
speed train ETR500Y, the characteristic lengthd=26.1 m,
so that with a value offb=4.01 Hz for the fundamental nat-
ural frequency, the critical speed is reached at 377 km/h.

The dimensionless frequency parameterκ is:

κ =
fv
fb

(11)

where fv and fb are the frequency of the vehicle and the
first bending frequency of the bridge, respectively. Due to
the low value of the natural frequencyfvc of the car body,
this part of the vehicle is dynamically uncoupled from the
bridge. Therefore the natural frequencyfvb of the bogie is
considered forfv in equation (13). For the train and the
bridge in the current studyfvb=4.06 Hz whilefb=4.01 Hz,
so that the value ofκ is 1.01 in the reference case.

The dimensionless mass parameterγ is defined as:

γ =
Mv

Mb
(12)

whereMv is the total mass of the train andMb is the
mass of the bridge. WithMv=445544 kg andMb=387600
kg, the value ofγ is therefore 1.1495 in the reference case.
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A. Influence of the speed parameter on the dynamic re-
sponse of the bridge

According to Eurocode 1 [1], the frequency range con-
sidered in the determination of the maximum deck acceler-
ation should have an upper limit of 30 Hz or 1.5 times the
frequency of the first eigenmode of the structural element
being considered. The frequency range should at least in-
clude the first three modes. For the present bridge with a
fundamental natural frequency of 4.01 Hz, the threshold
for low-pass filtering is therefore 30 Hz.

Figures 3 and 4 present the dynamic amplification factor
DAFu and the maximum vertical acceleration at mid-span,
respectively, as a function of the dimensionless speed pa-
rameterα. The dynamic amplification factor DAFu is de-
fined as:

DAFu=
udyn(l/2)
usta(l/2)

whereudyn(l/2) is the maximum dynamic displacement
andusta(l/2) is the maximum static displacement at mid-
span of the bridge.

For low values ofα, there is no significant difference be-
tween the different train load models. The difference, how-
ever, gets larger when the speed parameterα approaches a
value of 1, which corresponds to the resonant speed. In
general, the moving load model produces the largest dy-
namic amplification, while the vehicle models a, b, and
c generate a lower dynamic amplification. This is due to
the presence of the suspension system which results in a
reduction of the contact force applied to the bridge.
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Fig. 3. The dynamic amplification factor DAFu as a func-
tion of the dimensionless speed parameterα for the
moving load model (solid black line), vehicle model a
(solid gray line), vehicle model b (dashed black line)
and vehicle model c (dashed gray line).

Figure 5 depicts the acceleration at mid-span in the time
domain and frequency domain for a train passage at reso-
nant speed for the moving load model and vehicle model
c. In both models, a peak occurs at 4.01 Hz, which corre-
sponds to the first bending frequency of the bridge. A re-
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Fig. 4. Maximum vertical acceleration at mid-span as
a function of the dimensionless speed parameterα
for the moving load model (solid black line), vehi-
cle model a (solid gray line), vehicle model b (dashed
black line) and vehicle model c (dashed gray line).

duction of the peak magnitude is observed when dynamic
train-bridge interaction is taken into account.
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Fig. 5. (a) time history and (b) frequency content of the
acceleration at mid-span of the moving load model
(dashed gray line) and vehicle model c (solid black
line)

B. Influence of the frequency parameter on the dynamic
response of the bridge

The dynamic train-bridge interaction is affected by the
natural frequencies of the two subsystems. In the follow-
ing, the stiffness of the suspension system is modified to
investigate the influence of the frequency parameterκ in
the range from 0.1 to 2.0.

Figures 6 and 7 show the dynamic amplification factor
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DAFu and the acceleration, respectively, at resonant speed
as a function of the frequency parameterκ. When the value
of the parameterκ is close to 0, there is a small difference
between the moving load model and vehicle models a, b,
and c. Due to the low stiffness of the suspension system,
the vehicle is dynamically uncoupled from the bridge and
the static load is the only component that affects the re-
sponse of the bridge. In this case, a moving load model
satisfactorily represents the vehicle. In the case where the
stiffness of the suspension system is relatively high, corre-
sponding to a high value forκ, the train can be represented
by a moving mass.
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Fig. 6. The dynamic amplification factor DAFu at res-
onant speed as a function of the dimensionless fre-
quency parameterκ for the moving load model (solid
black line), vehicle model a (solid gray line), vehi-
cle model b (dashed black line) and vehicle model c
(dashed gray line).
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Fig. 7. Maximum vertical acceleration at mid-span at res-
onant speed versus dimensionless frequency parameter
κ for the moving load model (solid black line), vehi-
cle model a (solid gray line), vehicle model b (dashed
black line) and vehicle model c (dashed gray line).

C. Influence of the mass parameter on the dynamic re-
sponse of the bridge

A modification of the vehicle mass changes both the
quasi-static force and the dynamic force and therefore af-
fects the dynamic response of the bridge. In this subsec-

tion, the response of the bridge to a moving train is consid-
ered for different values of the mass parameterγ between
0.1 and 3.

The parameterγ is modified by changing the mass of
the vehicle, while the stiffness of the suspension system is
adjusted correspondingly to maintain a constant value of
1.01 for the frequency ratioκ.

Figures 8 and 9 show that the dynamic response in-
creases linearly with the increase of the mass ratioγ for
the moving load model. For low values of the mass param-
eter, there is a small difference between the three vehicle
models and the moving load model. With an increasing
mass ratio, however, dynamic train-bridge interaction be-
comes more important, and reduces the dynamic amplifi-
cation factor DAFu. Figure 9 shows that for a mass param-
eterγ of 3, the acceleration at mid-span is reduced by 32%
by dynamic train-bridge interaction.
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Fig. 8. The dynamic amplification factor DAFu at res-
onant speed as a function of the dimensionless mass
parameterγ for the moving load model (solid black
line), vehicle model a (solid gray line), vehicle model
b (dashed black line) and vehicle model c (dashed gray
line).
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Fig. 9. Maximum vertical acceleration at mid-span at res-
onant speed as a function of the dimensionless mass
parameterγ for the moving load model (solid black
line), vehicle model a (solid gray line), vehicle model
b (dashed black line) and vehicle model c (dashed gray
line).
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IV. CONCLUSIONS

This study investigates the effect of dynamic train-
bridge interaction on the bridge response during a train
passage. The influence of several dynamic characteristics
of the train and the bridge on the dynamic response of the
bridge is studied. The following conclusions can be drawn
from this study:

1. The dynamic amplification attains its maximum value
at a critical train speed where the passage of a series of
regularly spaced axles excites the bridge at its resonance
frequency.

2. When the train speed approaches its critical value, dy-
namic train-bridge interaction results in a lower dynamic
response of the bridge as compared to the moving load
model. The reduction is larger for the bridge acceleration
at mid-span than for the corresponding displacement.

2. When the ratio of the natural frequency of the vehi-
cle and the bridge is much smaller than one, the response
of the bridge can be estimated by a moving load model.
For an increasing ratio, dynamic train-bridge interaction
becomes more important and reduces the dynamic ampli-
fication at the critical speed. The largest reduction is found
when the natural frequency of vehicle is slightly larger
than the natural frequency of the bridge.

3. The results are dependent on the type of vehicle
model and it is therefore important to choose a suitable
vehicle model in the analysis. Among the vehicle models
adopted in the study, vehicle models b and c give the most
accurate prediction, while vehicle model a provides a good
approximation due to the very low value of the natural fre-
quency of the car body.

4. Dynamic train-bridge interaction is more important
for the situation when the ratio of the mass of the vehicle
and the bridge is relatively large. When the mass ratio
is low, a moving load model is sufficient for the dynamic
analysis of the bridge. With an increasing mass ratio, the
effect of dynamic train-bridge interaction becomes more
important.
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Abstract: In control systems using PAM, most of 
investigators go directly to deal with inherent hysteresis as 
an uncertainty. Therefore a number of advanced control 
algorithms have been developed for PAM control in the 
last 2 decades. In this paper, a PAM hysteresis is shown as 
an interpretable part which can be well described by a 
mathematical model. The proposed model is then 
implemented in the feed forward path of a feedback 
control scheme for a single PAM position control. The 
performance of positioning control shows an effective 
improvement in transient state. The inevitable 
characteristics of the nonlinear flow are also discussed 
later in this paper.      

Keywords:  McKibben-based PAM, hysteresis modeling 
 

I.INTRODUCTION 
PAMs or pneumatic muscles have become a desirable 

candidate for the development of humanlike robots as well as 
anthropomorphic devices. The challenge in using such 
actuator is that it is difficult to control the position precisely. 
The main source leading to the poor performance in position 
control is due to the PAM hysteresis. In our research interest, 
the hysteresis function with non-local memory has been found 
not only suited for the PAM hysteresis interpretation but also 
applicable to the PAM position control system. 

Recently, more effort has been put into the development of 
control strategies for PAM, in which the hysteresis was 
almost leaving as unmodeled parameters and/or disturbances. 
Meanwhile, a few works has been performed for dealing with 
hysteresis. Tondu and Lopez [1] introduced Coulomb dry 
friction model as an additional part to the contracting force in 
order to increase the accuracy of the static force with 
hysteresis consideration as well as to explain the nonlinear 
dynamic behavior due to such a friction. Davis and Caldwell 
[2] afterwards extended Tondu’s hysteresis model by 
considering deeply the strands’ friction. This assessment 
resulted in a cumbersome mode which has many parameters 
needed beforehand. Van Damme et al. [4] described 
hysteresis in Pleated PAM [5] by using Preisach model. 
However, this modeling approach can not interpret for such a 
hysteresis with non-local memory. Chou and Hannaford [3] 
experimentally gave an in-depth description of the hysteretic 
phenomena in a PAM, such as rate independency, history 
dependency, but they did not go further to come up with a 
theoretical foundation. Tri Vo Minh et al. continued Chou’s 
observation and have proved that this kind of hysteresis is 

comparable to the behavior of the presliding regime in the 
friction of two contacting surfaces [6]. 

Control a Pneumatic Artificial Muscle (PAM) with hysteresis 
determination   
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In the control system regarding to using only one muscle 
[8-14], the PAM hysteresis was almost always un-modeled 
and considered as part of the uncertainties of the contracting 
force model. This shortcoming is proposed to be overcome by 
using the pole placement methods [8,9,15] neural networks 
control [17], variable structure control or sliding mode control 
[18-20], or using a combination of more advanced techniques 
such as nonlinear PID control [12], adaptive fuzzy model-
based control [13], adaptive fuzzy logic siding mode control 
[16]. A few contribution has been found for controlling a 
PAM with hysteresis consideration; Hildebrandt et al. 
introduced the hysteresis model developed in [7] in an inverse 
model based control algorithm [14], while Balasubramanian 
and Rattan suggested using an offset for compensating the 
hysteresis [13].  

This paper is organized as follows: a new deterministic 
approach, in which the hysteresis is characterized and 
modeled, is presented in section II. Section III describes a 
new proposed setup and a control scheme as well. Results and 
discussion are placed in section IV. Section V comes up with 
conclusion and future work. 

II.HYSTERESIS MODELING  

A. A similarity of PAM hysteresis to the presiding regime in a 
mechanical contacting element  

As earlier discussed, Chou and Hannaford reported that 
there are two interesting properties of the PAM hysteresis: 
history dependency and rate-independency. These key 
properties show similarities to the pre-sliding regime in 
mechanical contacting elements, which was characterized by 
Swevers in [21]. The analogy of the two phenomena: pre-
sliding regime in the friction of mechanical contracting 
elements and hysteresis in a PAM, allows us to use the 
hysteresis function with non-local memory to model the PAM 
hysteresis.  

The hysteresis function with non-local memory (eq. 1) is 
used to predict the hysteretic output hysF . In this function, the 

hysteresis loop is fully characterized by a virgin 
curve ( )f x and the historical value mF  of the lastly reversed 

point mx . Sketching of the hysteretic output prediction can be 
depicted in Fig. 1.  
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where the i-th Maxwell-slip element is: 

Assume that the displacement x  has not been moved 
before, now it starts moving at origin following to the positive 
direction (to the right hand side). The hysteresis output will 
take virgin cure value ( ). After arriving at ( )y f x= mx the 
motion is reversed (velocity changes sign), the system will 
memorize the last value mF  and the hysteresis output is the 

sum of this value and the flipped-double-stretched virgin 
curve ‘ ’. The behavior is the same when 

the displacement is reversed after arriving at 

2 (( ) / 2)mf x x−

mx x= − . The 

last value will be ‘ mF− ’ and the double stretched virgin 

curve will be ‘ ’. 2 (( ) / 2)mf x x+

x
xm

xm−

Fm

Fm−

( )f x− −

( )f x  
Virgin curve 

 
Fig. 1. Sketching of the hysteresis function 

B.Modeling hysteresis with non-local memory using Maxwell-
slip elements. 

 
Iwan [22] developed a discrete model containing several 

elements in a parallel connection to capture the hysteresis 
behavior with non-local memory, in which each contributed 
element is referred to as a Maxwell-slip element (bottom of 
Fig.2). One element is mass-less and simply determined by 
two parameters, namely a stiffness  and a saturation 
force [23, 24]. When the element starts to displace from an 
equilibrium state, it will stick and behave like a linear spring 
with certain stiffness, k . If the element is continuously 
displaced, it will reach a maximum output hysteresis force, 
which is referred to as the saturation force, . Beyond this 
state, the elementary hysteresis still keeps the saturation value. 
By putting several elements (with different parameters of 
‘stiffness’ and ‘saturation force’) in parallel, the complex 
behavior of non-local memory hysteresis can be modeled 
discretely, referred to as Maxwell-slip model. 

k
w

w

Assume that the pressure/contraction hysteresis is found. A 
Maxwell-slip modeling approach can be resembled as shown 
in Fig. 2. The output pressure at any instant motion of a PAM 
can be calculated by using the following equation:  

1

n
P Phys i=∑                   (2) 

where represent a number of elements. n
 
 

 
Fig. 2.  Modeling hysteresis using the Maxwell-slip model. 

 
With the above analysis, the hysteresis loop is fully 

characterized by a virgin curve. The key problem now is to 
find the hysteresis loop, from which the virgin curve will be 
withdrawn. We have also the Maxwell-slip model approach 
where the contributed elements to hysteresis can be 
represented by Maxwell elements. The procedure to identify 
representative elements can be found in [23, 24], which is 
briefly given in appendix A.  

III.EXPERIMENT SETUP 

A.Constrained setup 
Constrained setup is a novel setup in PAM study where the 

hysteresis is assumed to be disappeared. The aim of this 
experimental setup is to find the empirical model of the 
contracting force without hysteresis. The test muscle is 
constrained at its two tips, of which one is connected via a 
force sensor. After being constrained at a certain length, the 
pressure inside the muscle was increased and, as a result, the 
contracting force was accordingly increased (see Fig.3). 

constF

 

 
Fig.3. Photo of the constrained test setup. 
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 The achieved model in this case is called ‘constrained 
model’, which takes a form as: 

2 3

0 0
i jC Ci jconst i j

F P ε ε∑ ∑
= =

= +              (3) 

where , iC jC  are the coefficients of the polynomial 

function, is the internal pressure of the muscle, andP ε  is the 
contraction ratio defined as the ratio of the difference between 
the maximum length  and  the actual length l to the 

maximum length of the muscle: 

maxl

max

max

l l
l

ε −
=  

This model is comparable to the model developed by 
Hildebrandt et al. [25]. Even though this model is not satisfied 
our control purpose yet due to no hysteresis presented, we use 
this model as a base to extract the pressure/length (or 
pressure/contraction) hysteresis in the isotonic tests. An 
isotonic test is carried out as the test muscle hangs and moves 
a certain mass up and down (see Fig.4). The curves of 
isotonic tests with different masses are shown in Fig. 5. In this 
figure we can also see the single-line type curves which are 
reconstructed from the constrained model at the same load. 
 

 
 
Fig.3. Photo of the isotonic test setup. 
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Fig.5. The isotonic test (loop-type curve) at different loads 
compared to the constrained model (single-line curve). 

B.Proposed scheme for single PAM position control  
 
To date, for the plant of a control system with existing 

hysteresis, the most effective way is found to use a 
feedforward hysteresis compensation as shown in Fig. 6 [26]. 
In this scheme, the acquired pressure for the muscle to lift a 
carrying mass up and down is assumed to be well served. A 
PI controller is introduced to cope with the nonlinear 
dynamics of the plant (in this case, a mass-spring system) 

Feedforward 
Hysteresis 

Compensation

PI 
Controller 

Single 
Muscle-Mass 

Measured 
position 

Desired  
position 

 
Fig. 6. The proposed control scheme. 

IV.RESULTS AND DISCUSSIONS 
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Fig. 7 The extracted hysteresis (resulting from the subtraction 
of the loop-type curves from single-line curves in fig.5). 

 
Thanks to the constrained model, the pressure/contraction 

ratio hysteresis during muscle contraction/extension with 
carrying masses is found. By applying the procedure given in 
appendix A, the model (i.e a virgin curve) is identified. This 
model is fed forward to compensating for hysteresis. By this 
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way, the PAM position control is significantly improved. As 
we can see in Fig. 8, the oscillation in transient state is 
removed when the hysteresis compensation is activated. The 
proposed model takes an action because the stiffness in the 
transient state is instantly increased by introducing a parallel 
connection ‘springs’ as described in the way of how a 
Maxwell-slip model works (section II.B). 

 

 
Fig.8. Position control with/without hysteresis 

compensation 
 
A small overshoot is not completely gone. This can be 

explained due to the nonlinear flow as shown in appendix B. 
In fact, the required pressure is served by a pressure regulated 
system, in which a proportional valve is used as a control 
element to supply the air mass. No matter what type of the 
valve is used, the flow function (appendix B, eq. B5, B6, B7) 
is in the sonic or near sonic stage, where the air mass velocity 
rises very fast and is independent on flow function but 
dependent on flow conductance. It means that the small 
overshoot is inevitable. However, it does not give much effect 
on the transient response in a single PAM position control.  

V.CONCLUSION/FUTURE WORK 
The PAM hysteresis has been shown to be modelable based 

on the hysteresis function with non-local memory. The 
position control of a single PAM with hysteresis model-based 
feedforward compensation shows a significant improvement 
in transient state, which can sequentially improve the 
bandwidth of the overall system. As in our expectation, the 
same procedure is going to be resembled in the antagonistic 
structure, where the pressure difference/angular displace 
hysteresis is expected to have the same behavior.      
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APPENDICES 

A.Procedure to obtain Maxwell-slip model parameters  
As the virgin curve is identified, a piecewise-linearization 

method can be applied to calculate the representative 
Maxwell-slip elements. Four segments , , , and  

are intuitively picked up to represent for four Maxwell-slip 
elements. Eight parameters qualifying these four elements 
have to be identified, which consist of four stiffness 
parameters , , ,  and four saturation values 

, , , . The system of eight equations (eq. A1) is 
thus established based on a coordinate analysis, where 

, , ,  and , , , are directly measured in the 
graph. Solving these equations yields eight parameters. These 
parameters are later on introduced to the hysteresis model. In 
the case of pressure/length hysteresis, the predicted output 
pressure of the model at any PAM position is used to 
compensate in the position control scheme as shown in Fig.6.  
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Fig. a1.  Calculating parameters for representative Maxwell-
slip elements based on virgin curve. 

 

B.Asymmetric flow 
Assume that during charging and discharging of the air, the 

process is in-between the isothermal and adiabatic states. The 
relationship of the mass of air, the muscle volume and the 
internal pressure is governed by the polytrophic gas law:  
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.VP const
m

γ
⎡ ⎤ =⎢ ⎥⎣ ⎦

            (B1)  

 Taking the total differential of equation (B1), one can get: 
 

For an ideal gas, we have also: 
PV mRT=             (B2) 
Substituting (B2) into (B1), the building-up pressure can be 

described by the following equation: 

P m RT PV
V
γ• •⎛ ⎞= −⎜ ⎟
⎝ ⎠

•

           (B3) 

where: 
P  is the pressure inside the muscle, 
V  is the volume of the muscle, 
m  is the mass of air inside the muscle, 
γ  is the polytrophic exponent, 
R  is the universal gas constant, and 
T  is the air temperature inside the muscle.   
The muscle volume varies during contraction/extension, 

thus one can obtain the volume as a function of the 
contraction ratio as follows:  

3

0

n
n

n

V C ε
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= ∑              (B4) 

where: 

nC  are the coefficients of the polynomial function. 
     

The mass flow rate through a non-ideal nozzle is governed 
by the following equation: 
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where: 

uP ,  are the upstream and downstream pressure 
respectively, 

dP

b  is the critical pressure ratio, 
.

m  is the mass flow rate through the nozzle, 
C  is the flow conductance, 

0ρ , T  are the air density and air temperature respectively 
at standard condition , and 

0

1T  is the air supply temperature.  
Equation (B5 and B6) can be rewritten in short from as the 

follows: 

.
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⎟  is called the flow function, which is dependent 

only on the pressure ratio. 
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Abstract— Research in robot-assisted gait rehabilitation
has seen significant improvements in human-robot inter-
action, thanks to high performance actuator technologies
and dedicated control strategies. In this context we pro-
pose a combination of lightweight, intrinsically compliant,
high power actuators (Pleated Pneumatic Artificial Muscles,
PPAMs) with safe and adaptable guidance along a trajectory
by means of Proxy-based Sliding Mode Control (PSMC).
This paper reports on the development of a gait rehabili-
tation exoskeleton prototype intended as a platform for the
evaluation of design and control concepts in view of im-
proved physical human-robot interaction. The performance
of proxy-based sliding mode control as a ”robot-in-charge”
control strategy is evaluated both in simulation and in ex-
periments on a test setup. Compared to PID control, test
results indicate good tracking performance and safe system
behavior.

Keywords—robot-assisted gait rehabilitation, powered ex-
oskeleton, compliant actuator, proxy-based sliding mode
control, human-robot interaction

I. INTRODUCTION

LOCOMOTION training is considered an effective ap-
proach to helping incomplete spinal cord injured sub-

jects recover their walking capabilities [1],[2]. The au-
tomation of locomotion training by means of a powered
exoskeleton potentially improves training efficacy and re-
habilitation outcome [3],[4]. Physiological gait patterns
can be produced and adapted with higher accuracy. Au-
tomatic monitoring of the patient’s progress allows the de-
velopment of more adequate training schemes. The robotic
device relieves strain on therapists, thus enabling longer
training sessions and allowing the same number of thera-
pists to supervise more patients.
Several research groups are developing powered exoskele-
tons for the rehabilitation of gait. The Lokomat (Hocoma
AG, Switzerland) is one of the few commercialized step re-
habilitation systems and well reported in literature [5],[6].
The Biomechatronics Lab of the University of California
has developed several robotic devices (ARTHuR, PAM,
POGO) to study automated gait training of spinal cord in-
jured patients [7]. With their LOPES project the Biome-
chanical Engineering Lab of the University of Twente fo-
cuses on task-specific gait training of post-stroke patients
[8]. Powered leg exoskeletons are also being developed at

for instance the University of Delaware [9], the University
of Michigan [10] and the University of Salford [11]. Al-
though the clinical results of automated treadmill training
reported in literature are encouraging [12], existing gait
rehabilitation devices do suffer from a few limitations and
future research faces some important challenges. First of
all, most devices do not actively support the ankle joint,
which results in poorly constrained and unnatural motion
of the foot. Consequently, certain causes of gait dysfunc-
tion like dropped foot or spastic foot extension cannot be
adequately countered during therapy. Secondly, the use of
a suspension system with a harness leads to an unnatural
body weight distribution and hinders balance and postu-
ral reactions of the patient, required in functional walk-
ing. Additionally, due to their actuation system and con-
trol approach these robots often lack compliance, which is
considered an important prerequisite for safe human-robot
interaction [13]. There is a growing tendency towards
patient-cooperative control strategies, where, instead of
predefined movements being imposed, the patient’s inten-
tions and efforts are taken into account [7],[8],[14]. Still,
in many cases, either compliant behavior is only built-in
on the control level or only partially built-in on the hard-
ware level.
We hypothesize that a device providing full body weight
support, active ankle assistance and adaptable compliant
behavior, that is both built-in in the actuation system and
taken advantage of on the control level, has the potential to
improve the quality of automated treadmill training. Our
goal is to develop such a device and to meet the aforemen-
tioned challenges by means of a special type of actuator:
the pleated pneumatic artificial muscle (PPAM) [15]. This
actuator is inherently compliant and we believe it will pro-
vide the necessary soft touch for a better human-robot in-
teraction. Additionally, the actuator’s high pulling force
enables the robot to carry the full weight of the patient,
without resorting to an overhead suspension system.
Before starting the development of a complete gait rehabil-
itation robot however, it is sensible to reduce the scale and
complexity of the problem in order to identify and address
technical problems in an early stage. Therefore the first
phase of the project involves the development of a unilat-
eral leg exoskeleton with a PPAM powered knee joint.
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This paper reports on the mechanical design of the pro-
totype and a study of control performance. The paper is
organized as follows. Section II describes the mechani-
cal design of the prototype. The design specifications are
outlined, the dimensioning of the actuators is briefly ex-
plained and a description of the mechanical structure is
given. In section III the control approach is introduced
and control performance is discussed on the basis of sim-
ulation results and experiments on a simplified test setup.
The final section gives a brief overview of future work and
conclusions.

II. MECHANICAL DESIGN

A. Design Specifications

The device consists of a unilateral exoskeleton and a
supportive arm. The supportive arm is intended to pas-
sively gravity-balance the device to avoid asymmetrical
loading of the subject. For the exoskeleton, articulation is
required at the ankle, knee and hip, but only the knee joint
is to be powered in this stage. The actuation system should
provide sufficient knee joint torque to support human gait
in walking experiments on a treadmill. As mentioned in
the introductory section, the exoskeleton prototype will be
a proof-of-concept device, primarily intended for the de-
velopment and testing of design and control concepts. For
this reason, the design has been tailored to the require-
ments of an average male subject. For the adjustability
of the device only small inter-subject variations have been
taken into account. The actuation system needs to be di-
mensioned carefully according to the kinematical and dy-
namical requirements. Representative Clinical Gait Anal-
ysis (CGA) data serves as a first estimate of the required
output characteristics [16]. A knee joint range of motion of
90◦ in flexion is sufficient in normal overground walking.
Torque requirements are predominantly determined by the
large peak torque occurring at early stance, typically 50Nm
for an average male subject in normal overground walking
[16]. The generated torque is to be transferred to the sub-
ject’s lower limb avoiding any excessive load or displace-
ment at the interface. To this end, the exoskeleton needs to
be fitted properly.

B. Actuator Configuration and Dimensioning

The pleated pneumatic artificial muscle (PPAM) is a
lightweight, air-powered actuator that generates linear mo-
tion [15]. Its core element is a reinforced pleated mem-
brane that expands radially and contracts axially when
pressurized. To obtain a bidirectional rotational actuator,
one can configure two single-acting actuators in an antago-
nistic configuration. The actuator forces can be transferred
to the joint in different ways, for instance a pulley-and-
belt system (Fig. 1(a)) or a direct connection through fixed

(a) (b) (c)

Fig. 1. Antagonistic configurations of PPAM’s driving a
robotic joint.(a) Pulley-and-belt connection. (b) Con-
nection through fixed levers. (c) Connection based on
four bar linkages.

Fig. 2. Torque-angle characteristic of the exoskeleton’s
knee joint compared to the minimal required charac-
teristic based on CGA data and a typical torque cycle
out of CGA data

levers (Fig. 1(b)). We have chosen a configuration based
on a four bar linkage mechanism (Fig. 1(c)), as it combines
the advantages of both of the aforementioned configura-
tions, namely compactness and good torque matching.
The output characteristics of the proposed configuration
are determined by a large number of design parameters.
In order to find an optimal configuration, we have formu-
lated the design problem as an optimization problem with
multiple nonlinear objectives and multiple nonlinear con-
straints. We have used an exhaustive search based opti-
mization approach in order to find a valuable solution that
meets the design specifications without recurring to com-
plex optimization techniques. For a detailed description
the reader is referred to [17]. Figure II-B shows the maxi-
mal knee joint torque characteristic of the selected optimal
actuator configuration, compared to the minimal required
angle-torque envelope based on CGA data (taking into
account inter-subject variability) and to a typical angle-
torque cycle out of CGA data for normal walking [16].
Due to design bottlenecks and the fact that the torque-
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angle relationship cannot be arbitrarily shaped, the actua-
tor system is overdimensioned in the range corresponding
with low PPAM contraction levels and high pulling forces.

Fig. 3. Lab setup with treadmill, exoskeleton and support-
ive arm.

C. Exoskeleton Design

Figure 3 depicts the gait rehabilitation exoskeleton in a
lab setup for walking experiments. The exoskeleton con-
sists of adjustable hip, thigh, shank and foot links inter-
connected by hinge joints. Two-piece rigid thermoplas-
tic shells with a foam inlay and Velcro straps provide an
adaptable fit at the lower and upper leg and the hip. Their
position and orientation with respect to the exoskeleton
frame are adjustable by means of slider mechanisms. The
actuators are tethered to an external pressurized air supply
system with high performance pressure regulating servo
valves. Mechanical limiters prevent hyperextension of the
knee and flexion angles exceeding 90◦. The telescopic
supportive arm is connected to the hip link by means of
a ball joint. Additionally, the arm can pivot about a hori-
zontal and vertical axis near the supporting wall. A zero
free length spring mechanism is incorporated to passively
gravity-balance the supportive arm and the exoskeleton
[18].

III. CONTROL

A. System Requirements

Since a medical rehabilitation device closely interacts
with patients, we consider safety the most important pre-
requisite. Moreover, due to impaired motor control, mus-
cle weakness and deconditioning, the patient is virtually a
slave to the machine during therapy and literally in a vul-
nerable position. Therefore, safety aspects are to be con-
sidered in all stages of design and safety measures should
be incorporated on the software level (control) as well as

the hardware level.
Thanks to the intrinsic compliance of the actuation sys-
tem deviations from the target position are allowed and
passively counteracted without complex feedback control
mechanisms. Obviously this affects tracking performance,
however our goal is to achieve functional walking with-
out putting too much emphasis on the accuracy of the gait
pattern. We believe the compliant behavior might substan-
tially improve human-robot interaction, especially for pa-
tients with spastic hypertonicity of the leg muscles.
Although we aim at a specific target patient group, namely
motor incomplete spinal cord injured (SCI) patients, there
is a large intersubject variability in terms of for instance
residual motor control. Therefore we envisage different
control strategies: a trajectory tracking approach (”robot-
in-charge”) with compliance adaptation for patients with
poor motor control and a force amplification approach
(”patient-in-charge”) for specific gait support of patients
with sufficient voluntary locomotor capability. Intermedi-
ate or hybrid control strategies might be appropriate for
patients who do not fit in either end of the spectrum.
The exoskeleton prototype will serve as a test setup for
the implementation of these control strategies on a single
actuated joint. For the sake of simplicity, the trajectory
tracking approach is investigated first. In this context we
propose proxy-based sliding mode control, a new control
method introduced by Kikuuwe and Fujimoto [19]. It has
been demonstrated experimentally in [19] and [20], that it
combines good tracking performance with a safe response
to large deviations from the target position. The follow-
ing section briefly explains the general idea behind proxy-
based sliding mode control applied to the gait rehabilita-
tion exoskeleton. For a detailed description of the control
methodology, the reader is referred to [19].

B. Proxy-based Sliding Mode Control

In proxy-based sliding mode control (PSMC) a proxy or
virtual object is simulated, that is connected to the robot’s
end-effector by a PID-type virtual coupling. The proxy’s
position is controlled by an ideal sliding mode controller
in order to track the reference position. In [20] a modified
form of PSMC is suggested, so that each robot link is con-
trolled separately instead of solely the end-effector.
Now, let us consider a simplified representation in the
sagittal plane of a human leg in swing phase attached to
the exoskeleton as depicted in Fig. 4. Assuming an ideal,
rigid connection, we model the combined system as a 3
degree of freedom (DOF) serial linkage consisting of a hip
link fixed to the reference frame and a thigh, shank and
foot link. To simplify the model further we lock the ankle
joint so that the foot link is perpendicular to the shank link.
This leaves us with a 2 DOF system.
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Fig. 4. Serial linkage model (right) of the system (left)
consisting of the gait rehabilitation exoskeleton and a
human leg in swing phase.

Returning to PSMC and applying the control method to
the powered knee joint, we distinguish the actual position
q2 of the lower leg link, the target position q2d and the
position of the proxy q2p, in this case a virtual lower leg
link (Fig. 4). The virtual link is attached to the real link
by means of a torsional PID-type virtual coupling exert-
ing a torque τc. This is also the real torque applied by
the actuators to the real link. On the other hand a virtual
torque τa, the output of a sliding mode controller, is ap-
plied to the virtual link in order to track the target link.
The response characteristics of the PSMC controller are
largely determined by the PID gains for small positional
errors, ensuring tracking performance, and in case of large
deviations by the sliding mode controller part, ensuring a
smooth recovering motion. In fact, PSMC can be seen as
an extension to both conventional PID control and sliding-
mode control.

C. Simulation

The primary objective of the simulation study is to as-
sess the control performance of PSMC, before proceeding
with the experimental validation on the prototype. The dy-
namical model of the 2 DOF system, described in III-B, is
formulated in Eq. (1), with H and C the inertia and cen-
trifugal/coriolis matrix, G the gravitational torque vector,
τ = [τh− τk,τk]T the vector of net torques acting on each
link and q = [q1,q2]T the vector of joint angles. The iner-
tial properties have been estimated by means of CAD soft-
ware and anthropometric data [21]. In Eq. (2) the pressure
dynamics are modeled by a combination of a first-order
system, approximating valve dynamics, and the polytropic
law linking angular variations to pressure variations inside
the PPAMs [22]. Here Ti is a time constant, pid the de-

Fig. 5. Simulation results regarding system safety: a step
change in the trajectory to −50◦ @ t = 3s and a vir-
tual patient torque of−13Nm @ t = 5.25s are imposed
during tracking.

sired pressure, Vi(θ) the muscle volume, Patm the atmo-
spheric pressure, n the polytropic coefficient, θ = q2− q1
and i = 1,2.

H(q)q̈+C(q, q̇)q̇+G(q) = τ (1)

ṗi =
pi

Ti
+

pid

Ti
−n(pi +Patm)

1
Vi(θ)

dVi(θ)
dθ

θ̇ (2)

Taking into account the force-contraction characteristic of
the PPAMs [15] and the kinematics of the configuration,
we can formulate the knee joint actuator torque as in Eq.
(3), with torque functions mi, depending on joint angle θ
and the design parameters. With the ∆p−approach [22],
controller outputs pi are reduced to one single output ∆p,
added to or subtracted from the desired mean pressure pm.
The controller implemented in this simulation is based on
an adapted PSMC formulation proposed in [20]. A grav-
ity and inertia compensation term ∆p f f are added, which
results in the control law stated in Eq. (4). The reader is
referred to [20] for the definition of ∆ppsmc and a detailed
description.

τact = p1m1 + p2m2 = pm(m1 +m2)+∆p(m1−m2) (3)

∆p = ∆p f f +∆ppsmc (4)

In simulation the virtual patient performs a gait like motion
with the leg suspended and attached to the exoskeleton. He
is assumed to generate the total required power at the hip
joint and no power at the actuated knee joint. The required
hip and knee joint trajectories are based on CGA data [16].
Since we are mainly interested in the knee joint dynam-
ics at this point, the hip joint kinematics are tracked by a
high gain tracking controller. By means of the simulation
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model, implemented in MATLAB, we have evaluated the
performance of the PSMC controller in case of undisturbed
trajectory tracking and in case of large deviations from the
target position and perturbations. PID control with gravity
and inertia compensation was used as a reference. Figure
5 illustrates safe system behavior in case of PSMC: devi-
ations from the target trajectory, due to for instance high
level controller failure or interaction with the patient, are
allowed without severe corrections and countered with a
slow and smooth recovering motion. These simulation re-
sults encouraged experimental validation of PSMC on the
prototype.

D. Experiments

TABLE I
TUNED PSMC AND PID CONTROL PARAMETERS

PSMC PID
Parameter Value Parameter Value

Kp[bar/rad] 3.5 Kp[Nm/rad] 120
Ki[bar/rad.s] 3.25 Ki[Nm/rad.s] 80
Kd [bar.s/rad] 0.25 Kd [Nm.s/rad] 10

λ[s] 0.3
∆plim[bar] 0.5

Fig. 6. Simplified 1 DOF test setup for control evaluation.

We have tested PSMC on a simplified test setup with
one single (actuated) degree-of-freedom (Fig.6). The in-
ertial parameters of the lower link match those of the ex-
oskeleton’s lower leg link combined with estimated body
segment parameters. PID control with gravity and inertia
compensation was used as a reference for evaluating sys-
tem behavior. Both controllers were implemented on the
setup and tuned on a trial-and-error basis. Table I lists the
tuned control parameter values for the PSMC and PID con-
troller. Parameter λ is a time constant that determines the
recovery motion in case of large perturbations. Parameter
∆plim limits the output pressure and in this way sets the

Fig. 7. PSMC (top) and PID (bottom) tracking experiment
with manually imposed disturbances: desired, actual
(and proxy) trajectories.

transition between the small perturbation response and the
large perturbation response. Due to this decoupling rel-
atively higher values can be assigned to the PSMC gains
compared to the PID gains, especially the integral gain.
PSMC and PID showed comparable undisturbed tracking
performance, but as expected very different system behav-
ior in case of external disturbances. In Fig. 7 the de-
sired and actual trajectories are depicted originating from
PSMC and PID tracking experiments respectively, dur-
ing which disturbing forces were being imposed manu-
ally. The corresponding desired and actual angular veloc-
ities are shown in Fig. 8, the corresponding torque im-
posed by the actuation system in Fig. 9. In the absence
of force sensor measurements, the latter have been esti-
mated by means of muscle pressure measurements and the
model in Eq. (3). In case of PID control external torques
below the maximal torque output hardly cause any tra-
jectory deviation, whereas large trajectory deviations pro-
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Fig. 8. PSMC (top) and PID (bottom) tracking experiment
with manually imposed disturbances: desired and ac-
tual angular velocities.

voke high torques and recovery motions with angular ve-
locity values up to 2.5 times the maximal desired value.
In view of robot-assisted rehabilitation of gait we con-
sider such behavior not compatible at all with the occur-
rence of muscle spasms or voluntary muscle activity. In
PSMC however the smooth, adjustable recovery motion
and adjustable maximal restoring force considerably im-
prove system safety. Thanks to the latter, the actuation
system output hardly exceeds the torque imposed during
undisturbed trajectory tracking, as can be seen from Fig.
9. These experimental results show the potential of PSMC
as a safe ”robot-in-charge” control strategy for the gait re-
habilitation exoskeleton prototype.

Fig. 9. PSMC (top) and PID (bottom) tracking experi-
ment with manually imposed disturbances: estimated
actuation system torque.

IV. CONCLUSIONS AND FUTURE WORK

A gait rehabilitation exoskeleton prototype with a knee
joint powered by pleated pneumatic artificial muscles has
been developed for the assessment of design and control
concepts. The mechanical design process was mainly fo-
cused on the optimization of the actuation system. In view
of the system’s safety requirements and envisaged com-
pliant behavior, we have focused on proxy-based sliding
mode control (PSMC) as a trajectory tracking based ap-
proach to gait training in SCI patients with poor motor
control. Control performance has been explored in a sim-
ulation study and in experiments on a test setup, indicat-
ing good tracking performance and safe system behavior
in comparison with PID control. Next, we will evaluate
wearability and control performance of the exoskeleton
prototype in treadmill walking experiments with healthy
subjects.
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Abstract— This paper presents the development of SAM,
the Sensoric Arm Master, a 7-DOF portable exoskeleton
with integrated actuation and sensors. Local joint control,
based on an impedance and admittance approach, is imple-
mented to improve performances of the device. Some ex-
periments have been conducted with the system to show the
functionality of the exoskeleton device linked to a virtual
reality. This system is used also in the frame of the EXO-
STATION project aimaing at developing a complete control
chain for space haptic teleoperation.

Keywords— haptic, exoskeleton, teleoperation, virtual re-
ality, NCTAM 2009

I. INTRODUCTION

HAPTIC devices are used to produce force sensation
to the operator either in the case of the teleoperation

of a real slave robot or in the field of virtual reality. They
enhance the level of immersion compared to a simple vi-
sual display. The position of the user is measured by the
device’s sensors and used to control the robot or interact
with virtual objects. Interactions forces are then reflected
on the human through actuators.
One family of haptic device is exoskeleton. It consists of
an external mechanical structure attached to the body of
the operator and following his anatomy. Compared to sim-
ple desktop haptic device, the exoskeleton structure allows
measuring simultaneously the position of different parts
of the body and producing multipoint contacts. More-
over, in the field of haptic rendering, the use of a fully
portable/transportable device can be advantageous in spe-
cific applications as the operator is not linked to a fixed
base. Applications are found in robotic arm teleopera-
tion for space exploration missions or for CBRNE (Chemi-
cal, Biological, Radioactive, Nuclear and Explosive) crisis
management . The haptic device is usable near the slave
robot avoiding transmission delays. An other field is the
virtual training in large environments.
Most of the exoskeletons developed until now are
grounded [1][2][3][4][5]. This is due to the use of a heavy
structure and big DC-based actuators to allow high torque
level comparable to the human arm joints capabilities.
Most of them are foreseen also for rehabilitation applica-
tions for which a high torque level is needed.
Only a few fully portable devices have been reported in the
literature. In [6] water cooling is used to allow higher level

of current and torque for a given actuator size. In [7], it was
envisaged to delocalize the actuators, with bowden-cables,
in the back of the operator to reduce the weight carried
by the arm. In [8] and [9], the DC actuation is replaced
by pneumatic muscle actuators with a better power/weight
ratio allowing a low system weight. However, these con-
cepts bring more complexity due to the requirement of an-
nex systems and cable routing. In [10] electric brakes are
implemented, making the device light and compact. How-
ever the use of brakes can limit the type of sensations that
the operator can feel, as the reaction forces from springs.
This paper presents the design of the Sensoric Arm Mas-
ter (SAM), a new 7-DOF anthropomorphic fully portable
exoskeleton. Considering only haptic activities, the speci-
fications in terms of achievable actuation torque can be re-
duced. As reported in [11] for desktop devices, only 1/20th
of the maximum human force level is required to produce
a good haptic sensation. Based on this principle, the actua-
tors were selected to fit this level, allowing the design of a
light and simple system with on-joint actuation. In the first
section, the design of the exoskeleton is described related
to the kinematics design, the mechanical structure, the se-
lection of the actuation and sensor technologies. The sec-
ond section presents different control strategies that have
been implemented and tested on the system. Section 3 il-
lustrates the achieved results. Finally, section 4 presents
the application of SAM in the frame of the EXOSTATION
project aiming at developing a demonstrator for a teleoper-
ation robotic manipulator for the International Space Sta-
tion.

II. EXOSKELETON DESIGN

A. Mechanical Design

SAM consists of a serial kinematics, isomorphic to the
human arm (Fig. 1). There are 7 actuated DOF from the
shoulder to the wrist, which corresponds to the minimum
number of joint allowing full immersion of the operator.
The exoskeleton can be adapted to the morphology of the
user by a set of 5 sliders located in the various Aluminum
links.
The kinematics is chosen to be simple and to maximize
the workspace without singularities. As shown in Fig.
2, if 3 orthogonal rotational joints parallel to the refer-
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Brushed DC motor
+ gearbox
+ encoder

Capstan wheel
+ integrated torque
sensor

Torque sensor
electronic conditioning

Fig. 1. CAD view of the Sensoric Arm Master (SAM) and joint 2 physical implementation.

ence axis (X ,Y,Z) are used to represent the spherical joint
of the shoulder, singularities appear in the center of the
workspace. In order to move these singularities from the
center to the frontier of the workspace, the joint configura-
tion of the shoulder has been modified by two successive
rotations, respectively α around Y and β around Z of the
inertial reference frame (Fig. 2), to reach the final configu-
ration used in this study. An other singular region exists at
the wrist in the initial design. The same method has been
used to delocalize the singularity, leading to a rotation of γ
of the joint 6.
The exoskeleton is attached to the user body by four points
at the back, the upper and lower arm and the hand. The er-
gonomic dorsal backplate is made from hard plastic and
implements the body fastening system. On the arm, shell
polypropylene orthesises, with internal foam layers, are
used. They allow comfortable fixation and adaptation to
different arm diameters.
The final weight of the device is 7kg, including the me-
chanical structure, the actuators and the on-board elec-
tronic. This value allows the operator to use correctly the
system, but gravity compensation can improve the com-
fort.

B. Actuation

Based on the results of a previous study where sev-
eral actuation technologies were compared [12], each joint
is composed of a brushed DC motor coupled with a ca-
ble capstan and gearbox with reduction ratio between 3
and 23 depending on the joint. The capstan type reducer,
often used in haptic devices, allows zero-backlash trans-
mission as well as low friction at the expense of a low
torque/volume ratio. The diameter of the wheel is pro-
portional to the reduction ratio. At the opposite, gearbox
presents a good compactness but with a higher level of fric-
tion and some backlash. The purpose of combining the two
types of reducers is to achieve a high enough torque com-
bined with high compactness, low friction and low back-
lash transmission. Table I summarizes the selected actu-
ators and the target torque corresponding to 1/20th of the
human capabilities for each joint [4][13].

C. Sensors

In order to allow implementing different kind of control
strategies, position and force/torque are measured on the
exoskeleton. Incremental encoders, located on each actua-
tor, measure the angular position of the joints. A value of
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Fig. 2. Influence of the kinematics structure on the singularity level in the plane Y = 0 in front of the operator (theoretical
workspace, not considering interactions between body and mechanical parts). The singularity level is based on the
evaluation of the condition number (ratio between extreme singular values) of the Jacobian Matrix, considering the
4 first joints and the arm aligned with plane Y =0.

512 pulses/revolution, associated with the reduction ratio,
bring a high resolution with good speed measurement ca-
pabilities (derived from digital position signal).
Each joint is equipped with a local torque sensor, based
on strain gages technology. They measure the deforma-
tion of the ribs inside the capstan reducer, through a full
Wheatstone bridge. The ribs dimensions define the sen-
sitivity of the torque sensor. They were chosen to resist
a torque two times greater than the maximum deliverable
torque of the actuators. A local programmable electronic
conditioning board amplifies the torque signal and sends
it to the controller through a current loop to decrease the
noise sensitivity.

III. SYSTEM CONTROL

In a force feedback teleoperation system, the informa-
tion of position and force/torque is exchanged between the
master and slave devices (virtual or real robot) to control
the other side. As they are usually kinematically different,
the exchange of information between them has to be done
in Cartesian space (with a possible scaling).

A. Impedance Control

There exist two great families of control method, de-
pending on the direction of the information exchange be-
tween the master and the slave device. In Impedance con-
trol (Fig. 3), the position is sent from the Master to control
the slave and, at the same time, the force/torque measured
on the slave or estimated in the VR is used to control the
exoskeleton. The cartesian position of the master is esti-
mated from the joint angular position through the direct
kinematics, and the force/torque set-point of the slave (in
Cartesian coordinates) is converted into joint coordinates

through the Jacobian transpose.
The disadvantage of the plain impedance control strategy
is that the operator is sensitive to the friction and inertia of
the mechanical system. To alleviate this, a local control is
implemented on each joint to reduce friction in free mo-
tion (when the slave sends zero force set-point) and at the
same time to increase the fidelity and stabilize the arm in
contact (when the slave sends a non-zero set-point). This
requires a set of force/torque sensors on the joints of the
master.
The local joint controller used here is called hybrid con-
troller [14]. It consists in the coupling of a torque feedback
controller and a feedforward friction compensator. The lat-
ter is based on the friction model

Model = τc(sign(θ̇mi))+bvθ̇mi (1)

with τc being the Coulomb friction and bv the viscous co-
efficient estimated for the joint i. Due to the discontinuity
of the model around null speed, instabilities or sticking
sensations can appear. For this reason, when the velocity
of the joint approaches zero, the controller switches to the
torque feedback,

H = τdi +K(τdi − τhi) (2)

with τdi being the joint torque set-point from the Slave
or VR, τhi the torque measured on the joint and K the
feedback gain. Stability considerations limit the feed-
back gains and thus the level of compensation that can be
achieved. However, by switching to the Model for higher
velocities, a higher value for K can be used. By merging
both methods, the Hybrid controller can reduce the dis-
advantages of each of them. To avoid discontinuous sen-
sations, the switching between the two methods is done
by multiplying respectively the Model term and the torque
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TABLE I
JOINT ACTUATION DESCRIPTION.

Joint
Maximum

human torque
[Nm]

Torque in
daily life

[Nm]
Motor type Gear type

Total
reduction

ratio

Maximum
permanent

torque[Nm]

Maximum
driver torque

[Nm]

1 130 10 Maxon A-max 32 Maxon GP-32C (1:23) 264.5 9.3 14.3

2 120 10 Maxon A-max 32 Maxon GP-32C (1:23) 264.5 9.3 14.3

3 60 3.1 Maxon A-max 26 Maxon GP-26B (1:19) 342 4.8 14.2

4 72 3.8 Maxon A-max 26 Maxon GP-26B (1:19) 218.5 3.1 8.7

5 9 0.4 Maxon A-max 22 Maxon GP-22A (1:19) 299.25 1.3 4.5

6 21 0.38
Faulhaber
2232-024

Faulhaber GP-20/1
(1:3.7)

33.33 0.6 1.73

7 21 0.38
Faulhaber
2232-024

Faulhaber GP-20/1
(1:3.7)

33.33 0.6 1.73
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Slave / VR
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Jacobian
Transpose
Jacobian

Transpose
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+

tm tg

Operator
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Fig. 3. Impedance type control with hybrid local torque
control.

feedback term by the output gain of a high-pass and a low-
pass filter based on the velocity measurement. Finally, a
weight compensation torque τg, based on the computation
from CAD model, can be added to the command torque. It
helps to reduce the weight that the user has to carry with
his arm. The gravity load is balanced between the arm and
the back of the user through the back plate fixations. The
motor command for joint i is given by,

τmi = Model

∣∣θ̇mi

∣∣
α+

∣∣θ̇mi

∣∣ +K(τdi − τhi)
β

β+
∣∣θ̇mi

∣∣ + τdi + τg

(3)
with α and β being coefficients to fix the bandwidth of the
filters. The setpoint τdi is not scaled by the filter’s gains to
insure torque tracking during contact.

B. Admittance Control

The other family of control method is admittance con-
trol. From the master point of view, the exchange of
information is done in a opposite way. Generally, the
force/torque information measured on the master and the
slave (or in the VR) are applied to a virtual device with
a given dynamic. The position, velocity and/or accelera-
tion of this device is then used as set-point for the master
and the slave. The purpose of this method is to replace the

master dynamic (inertia, frictions,...) with that of the vir-
tual device. This can be achieved by using high position
control gains.
Depending on the type of force/torque measurement ac-
cessible on the master, different types of virtual device can
be considered. If a end-point sensor is used, the virtual
device is represented by a virtual mass with damping in
cartesian space. The cartesian forces measured at the ex-
oskeleton tip and in the slave/VR environment are applied
to this mass. Its velocity is then converted in joint velocity
set-point with the inverse Jacobian.
If no end-tip force information is available but only local
joint torque, as for the presented exoskeleton, the virtual
device is then represented by a dynamic model of the ex-
oskeleton arm (Fig. 4). The joint position set-point is es-
timated by the computation of the inverse dynamic. How-
ever the inverse of the mass matrix has to be calculated.
To avoid that, here, we use a decoupled model of the arm
dynamic. With the hypothesis of small velocity and accel-
eration (the human is inside the system), we neglect the
centrifugal and centripetal contributions and we consider
a diagonal mass matrix. Each joint can then be computed
independently. The position of joint i of the virtual device
will be given by,

θ̈di =
τhi − (JT Fd)i−Biθ̇di

Mi
(4)

with Mi and Bi the selected mass and damping for joint i.
These values have to be decreased, as they will fix what the
operator will feel. However, their choice is limited by sta-
bility considerations. On the master, the motor command
is given by,

τm = Kpi(θdi −θmi)−Kdi(θ̇di − θ̇mi)+ τg (5)

with Kpi and Kdi the gains of the position controller of joint
i. The contribution for gravity compensation can also be
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Fig. 4. Admittance type control.

added. It has to be noted that for devices with an end-tip
force sensor, the gravity compensation is automatically in-
cluded in the command.
The advantage of admittance control, compared to
impedance control, is the inherent capacity of this method
to decrease the dynamic of the system felt by the user (fric-
tions, inertias) to tend to the dynamic of the virtual device
(if high enough gains are used in the position controllers).
This method is then well suited for high dynamic devices.
Moreover a better stability can be presented when contact-
ing hard surfaces in the slave world.

IV. EXPERIMENTS AND RESULTS

Experiments have been conducted on SAM exoskele-
ton (Fig. 5) for the different control methods presented
earlier. The master has been used in combination with a
simplified VR based on CHAI3D. The control was firstly
implemented using the DS1103 dSpace control board cou-
pled with MATLAB SIMULINK. In a second stage, the
controller hardware has been replaced by a PC running
real-time QNX operating system (ECO) and delocalized
electronic boards mounted near the joints on SAM as seen
in Fig. 5. ECO implements the communication with the
slave system and the control algorithms. All other features
are managed by the local boards : PWM generation for the
actuators, quadrature encoder, torque sensor and joystick
interfaces. Each board is able to drive two joints. They
are inter-connected through a 24V power bus and a serial
data bus allowing communication rate of 1Khz. ECO is
connected to the network through the Joint Dispatcher, im-
plemented on a PCI plug-in board. It dispatches global re-
quests from ECO to individual requests for each joint, col-
lects individual answers and merges them for ECO. Each
joint controller and the Joint Dispatcher are built around
a Microcontroller from Texas Instruments’ F281x family.
The purposes of this distributed configuration is to limit
the size of the actuators and sensors wires, reduce the com-
putation load on ECO and allow using a simple computer
to command the whole exoskeleton.

Fig. 5. SAM exoskeleton prototype.

A. Free motion and wall contact

In free motion or when contacting a wall with the slave
or in the VR, the hybrid control can help to increase the fi-
delity and the stability of the contact. Fig. 6 compares the
torques measured on joint 2 with and without local hybrid
control when contacting a horizontal wall with stiffness
Kwall = 50N/m (soft contact). Without control we observe
a mismatch between the torque set-point and the measured
one during the contact. Although the open loop gain is ap-
propriate, this problem comes from sticking phenomenon
inside the gearbox when the motor produces high torque
with a low velocity. That blocks the position of the user
who can apply higher torque without producing motion
deeper in the wall and thus without set-point modification.
On the other hand, with Hybrid control, a better agreement
between the torque set point and the measured one is ob-
tained.
We can observe also a reducing of the friction in free mo-
tion when the slave force set point is zero.
According to the application, friction can be added or re-
moved through the model part of the hybrid control. If a
higher stiffness has to be simulated, adding friction when
a hard contact is detected can help to stabilize the system.
The same experiment has been conducted with the admit-
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Fig. 6. Comparison of torque set-point and measured
torque on joint 2 with open loop and hybrid control
when the exoskeleton is contacting an horizontal plane
with Kwall = 50Nm (in front of the operator).

tance control (Fig. 7). Similar results are obtained in terms
of global sensations from the operator side view. A deeper
analysis shows that, for the selected parameters, in admit-
tance control, the remain level of friction is slightly greater
than hybrid control. At the same time, the follow-up of the
slave set-point is better. As said before, the use of ad-
mittance control has shown moreover a better stability for
high stiffness rendering.

B. Haptic rendering

So far, the results obtained in terms of haptic rendering
have been very satisfying. Firstly they show the possibil-
ity for SAM to produce enough force to the operator in
order to create a sensation of rigid contact. Secondly, sev-
eral geometrical forms can be presented to the operator.
Fig. 8 represents the position of the operator when he fol-
lows a sphere in the 3D VR (projection in front plane).
We observe a good match between the real position and
the virtual object showing that the user feels a spherical
shape. During these experiments, the gravity compensa-
tion has also been tested. The level of compensation can
be selected between 0 and 100%. To reduce the load on
the motor (in term of current) and keep some margin for
the torque output,we usually select 50% of compensation,
which significantly increases the comfort of the operator.

0 1 2
-7

-6

-5

-4

-3

-2

-1

0

1

T
o

rq
u
e 

[N
m

]

Time [s]

-7

-6

-5

-4

-3

-2

-1

0

1

0 1 2

Time [s]

Set-point command

Measured data

Open Loop Admittance Control

Friction in
Free motion

Sticking in
contact

Fig. 7. Comparison of torque set-point and measured
torque on joint 2 with open loop and admittance con-
trol when the exoskeleton is contacting an horizontal
plane with Kwall = 50Nm (in front of the operator).

V. APPLICATION FOR SPACE EXPLORATION

SAM exoskeleton has been used in the frame of the EX-
OSTATION project, an ESA-funded project aiming at de-
veloping a complete teleoperated haptic control chain for
slave robots in the International Space Station or for plan-
ets exploration. Compared to the previous experiments,
this system allows the operator who is wearing the ex-
oskeleton, to remotely control a complete virtual slave
robot. The slave is following every movement done by the
operator and the exoskeleton procures him force-feedback
sensations.
The global system is composed of four main components.
The first component is the 7-DOF exoskeleton SAM, play-
ing the role of the master robot in the haptic loop. The sec-
ond component is the exoskeleton controller (ECO) com-
posed of the master controller and local integrated joint
controllers, presented earlier. These implement the real-
time control strategies and manage the communication
links with the slave robot simulator. The system also in-
cludes a virtual reality training environment composed of
a Slave Simulator and a Visualisation Client. The Slave
Simulator is a modular application simulating, on top of
ODE (Open Dynamics Engine) a 7-DOF actuated slave
arm, cinematically equivalent to SAM. The 3D Visualisa-
tion Client, based on OpenGL, allows one to several users
to visualize the state of the slave arm and provides a GUI
to remotely control the simulator (Fig. 9).
Experiments conducted with this system have shown the
ability of the exoskeleton to teleoperate haptically a slave
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Fig. 8. Shape rendering experiment : comparison of the
virtual sphere position and the real exoskeleton end-
point position when the user is trying to follow the
shape.

robot during specific scenarios as object screening, manip-
ulations, peg int the hole or screwing operations. The next
step of this project is the teleoperation of a real slave robot.
This project has been conducted in collaboration with two
belgian companies : Micromega Dynamics (ECO con-
troller) and Space Application Services (virtual robot and
3D visualization client)

Fig. 9. : 3D Visualisation client representing the slave
robot.

VI. CONCLUSIONS

This paper has introduced and described a 7-DOF fully
portable exoskeleton device with a specific kinematics to

avoid singularities in the normal workspace. On each joint
a local controller is implemented to reduce friction in free
air motion and increase fidelity and stability in contact. It
has been shown that the exoskeleton is able to provide high
quality 3D haptic rendering when interacting with a sim-
plified Virtual Reality. The use of the local Hybrid con-
trol increases significantly the performances of impedance
control. An other approach, based on admittance control,
has also been presented, showing similar results.
Based on the acquired experience, a new exoskeleton de-
vice will be designed, taking into account the use of other
materials to decrease the global weight and increase the
total structure stiffness. The use of other reducers like har-
monic drives will also be investigated. Indeed, although
these present a great friction and limit the natural backdriv-
ability of the system, the use of the hybrid or admittance
control allow their implementation.
Pictures and videos of the exoskeleton and the EX-
OSTATION setup can be found on the website :
http:\\www.ulb.ac.be\scmero.
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Dynamic simulation and embedded control of the AMRU 5 hexapod robot
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Abstract— A complete dynamic model of the six-legged
robot AMRU 5 has been established, by means of a multi-
body approach in generalized coordinates. It includes grav-
ity and contact ground forces, as well as DC motors and con-
trollers. At an higher level, a gait algorithm has been elabo-
rated to compute the reference joint trajectories sent to the
controllers. It works for fixed gait patterns and is composed
of a general inverse kinematics algorithm, allowing a com-
pletely free motion of the main robot body according to its 6
DOF. It has been successfully implemented on the robot.

Keywords—walking robots, gait generation, decentralized
control, dynamic model

I. INTRODUCTION

F
OR many years, walking robots are a wide challenge
for researchers. Even if they are less fast, energeti-

cally greedier and more complex at command level than
wheeled robots, they have the ability to get over obsta-
cles and to move on unstructured ground. This aptitude
makes them potentially interesting to replace the human
in hardly tasks like demining, exploration in hostile condi-
tions, nuclear site maintenance or building guard. The gait
generation and its adaptation to rough environments (colli-
sions detections, holes, ...) is more than ever a present and
relevant topic for engineers. A huge number of walking
robots exists, each of them having its own structure and its
own usefulness. Two main approaches have been envis-
aged to make them walking [1] : the first one is called the
engineering approach. The leg motion is a consequence
of the references computed by a central agent imposing
a motion to the main body of the robot. One of the first
implementations was on the DANTE II robot, on the oc-
casion of the Alaskan volcano exploration in 1994. Re-
cently, Porta and Celaya [2] worked in this way on LAU-
RON III and GENGHIS robots. The second approach is
biologically inspired : initiated by Wilson in 1966 (and
still used nowadays), it is based on the insects observation.
Global motion of the robot is here a consequence of the leg
motions. If a central agent exists, it just arbitrates when
conflicts arise. This progressive reflexion allowed to de-
fine types of gaits, basic motions of the legs (produced by
CPG’s for example), structures for control, enhancement
of mechanical design for the legs and so on. Parker [3]
with cyclic genetic algorithms or Cruse [4] with neural net-
works, and many other research teams tried to mimic the

animal behaviour in different ways on walking machines
like HANNIBAL, STIQUITO or TARRY II. Even if these
implementations were successful, there are very few com-
plete dynamic models of legged robots. Most of them are
purely kinematic. Nevertheless, this kind of model can be
greatly useful for selecting and designing the controller.
In the following, section II gives details about the dynamic
model of AMRU 5. Section III describes the gait algo-
rithm. Section IV presents some results obtained by the
dynamic model. Section V outlines the hardware imple-
mentation and gives some experimental observations, and
finally section VI discusses the results and outlooks.

II. AMRU 5 DYNAMIC MODEL WITH EASYDYN

A. Description

AMRU 5 (figure 1) is a six-legged robot with 3 degrees
of freedom per leg. Initially devoted to demining mission,
it has been built by the Royal Military Academy of Bel-
gium, within the framework of the AMRU project (Au-
tonomous Mobile Robot in Unstructured environment).
The robot is 30 kg heavy and has an outer diameter of
about 1.2 m. Each Degree Of Freedom (DOF) is controlled
by a DC motor. The leg is based on a pantograph mecha-
nism actuated by 2 DC motors. Hence, the foot (extremity
of the leg) can be moved independently according to a ra-
dial and a vertical motion. Tangential motion is allowed
by the rotation of the pantograph chassis about a vertical
axis.

Fig. 1. AMRU 5
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B. Multibody model of AMRU 5

The equations governing the dynamic behavior of a
multibody system can be written in the following form :

M(q) · q̈+h(q, q̇) = g(q, q̇, t) (1)

with q ancp×1 vector gathering thencp configuration pa-
rameters,M(q) the mass matrix of dimensionncp× ncp,
h(q, q̇) of dimensionncp× 1 representing the centrifugal
and Coriolis forces, andg(q, q̇, t) of dimensionncp×1, the
contribution of applied forces. These equations are built
from inertia properties, kinematics and appplied forces,
by using the theoretical mechanics laws, for all the bod-
ies composing the robot.
In the case of AMRU 5, figure 2 gives the considered de-
grees of freedom for leg 0.

||AD||xfoot =          q8
||AB||

zfoot = −          q7||BD||
||AB||

vern      = 
2*pi*33/0.003

rotn     = 531*50/20

horn      = 
2*pi*28/0.003
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Fig. 2. Kinematic description of the leg 0

The first body is the frame of the robot, which can move
freely, and consequently has 6 DOF denoted byq0 . . .q5.
Leg 0 consists of 8 bodies : the pantograph support part
body[1] which rotates about the vertical axis (q6), 4 bod-
ies for the pantograph mechanism (body[2] to body[5]),
and 3 bodies for the rotors of the three actuators (body[6]
to body[8]). q7 is the vertical displacement leading to the
up and down motion of the footzf oot, andq8 is the horizon-
tal displacement resulting in the radial foot motionxf oot.
(q6,q7,q8) are related to the corresponding rotor position
by a reduction ratio(nrot ,nver,nhor). The same kinematic
description is applicable to the five other legs. To build the
set of equations (1), inertia properties of the bodies, ap-
plied forces and complete kinematics at position, velocity
and acceleration levels are needed. Both inertia properties
and applied forces are quite easy to determine. But kine-
matics in global coordinates is relatively difficult to ex-

press by hand. At position level, we use the Homogeneous
Transformation Matrices (HTM) to express coordinates of
bodies in the global reference frame.
Considering figure 3 : Relative situation of framej with
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Fig. 3. Homogeneous transformation matrices

respect to the framei can be described by the HTM

T i, j =

(

Ri, j {r j/i}i

0 0 0 1

)

(2)

where
• {r j/i}i is the coordinate vector of framej with respect to
framei, projected in framei;
• Ri, j is the rotation tensor describing the orientation of
frame j with respect to framei.
To express the coordinates of a point P belonging to frame
j (of coordinates{rP/ j} j ), in framei, we can write :

(

{rP/i}i

1

)

= T i, j ·
(

{rP/ j} j

1

)

(3)

which is equivalent to

{rP/i}i = {r j/i}i +Ri, j · {rP/ j} j = T i, j ◦{rP/ j} j (4)

The operator◦ of Eq. (4) is introduced for the sake of
simplicity. To obtain a complete kinematic description at
velocity and acceleration level in global coordinates (that’s
to say, projected in the frame 0), it can be demonstrated
that velocities and acceleration of the center of mass of
each body is related to the configuration parameters by :

{vi}0 = {JSi}0 · q̇ (5)

{ωi}0 = {Jωi}0 · q̇ (6)

{ai}0 =
d
dt
{vi}0 = {JSi}0 · q̈+{J̇Si}0 · q̇ (7)

{ω̇i}0 =
d
dt
{ωi}0 = {Jωi}0 · q̈+{J̇ωi}0 · q̇ (8)

where{JSi}0 and {Jωi}0 are the velocity transformation
matrices projected in the global frame 0, and can be de-
duced from derivative operations on homogeneous trans-
formation matrices. In the following,{}0 is omitted for
the sake of clarity.
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C. EasyDyn library

Building and solving equations of motion is made
thanks to the C++ EasyDyn library, developed in the
TMDV department ([5]). This library allows the simu-
lation of problems represented by second-order (or first-
order) differential equations and, more particularly, multi-
body systems. The whole kinematics of all the bodies is
computed by means of a MuPAD routine called CAGeM
(Computer Aided Generation of Motion), which performs
the first and second time derivatives of the position and
projects them in the global frame. This script also gen-
erates a C++ application file. When launched, it builds
equations of motion (1) and integrates them following a
Newmark scheme. It also creates a scene for visualisation
and a text file with the resulting (q, q̇, q̈). Interest of Easy-
Dyn is double :

• EasyDyn is completely free and open source;
• The C++ application file can be completed by force ele-
ments, actuators, controllers and so on : the only condition
is that physics has to be described by a first or second-order
differential equation.

D. Multiphysics model

D.1 Ground contact forces

We use a visco-elastic contact model for the foot-ground
interaction. Visco-elastic normal contact force between a
point (foot) and a plane (ground) is calculated as follows
(in the direction of the normal vector, see figure 4) :

Fn = Knpenpk +Cnpenpd
dpen

dt
(9)

wherepen is the penetration of the contact point (foot of
AMRU 5) in the plane (ground),Kn the stiffness coefficient
(rigid ground means a high stiffness coefficient, typically
1e6 N/mpk), pk the exponent of the penetration for the nor-
mal elastic force,Cn a damping coefficient relative to the
normal contact force,pd the exponent of the penetration
for the normal damping contact force. The tangential fric-
tion force is calculated as follows :

Ft = − f Fn∗
vg

vglim
if ||vg|| < vglim (10)

= − f Fn∗
vg

||vg||
if ||vg|| ≥ vglim (11)

where f is the friction coefficient,vglim the limit slip ve-
locity, andvg is given by Eq. (12)

vg = n× (vAf oot/plane
×n) (12)
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Fig. 4. Principle of ground contact forces computations

D.2 Friction forces

In the pantograph mechanism and in the nut-screw sys-
tems, the mechanical backlash is strongly reduced. There-
fore, friction forces are really important. We choose the
LuGremodel [6] from university ofLund andGrenoble.
More complete than the Coulomb friction, it is very spread
thanks to its simplicity and its capacity to model both static
and dynamic effects. At very low velocities, it is based on
the average deflectionz of the contact asperities, some-
times called bristles, while at steady state velocities it is
close to the well-known General Kinetic Friction model
(Coulomb + viscous friction with Stribeck’s effect). Fric-
tion force is determined by Eq. (13)

Ff = σ0z+ σ1
dz
dt

+ σ2v (13)

whereFf is the friction force,σ0 is the contact stiffness
and σ1 the contact damping. A term proportional to the
relative velocity between the surfaces,σ2v, can be added to
take into account the viscous friction. Average deflection
of the bristles,z, is given by :

dz
dt

= v−σ0
|v|

g(v)
z (14)

whereg(v) models the Stribeck’s effect ([6]). This func-
tion is positive and depends on many factors such as mate-
rial properties, lubrication, temperature, ... Investigations
have already lead to a rough estimation of the friction pa-
rameters, but a better refinement and identification for the
six legs is necessary to take friction into account more pre-
cisely.
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D.3 Motion control

Each actuator drives one and only one degree of free-
dom thanks to the decoupling of the pantograph mech-
anism. Then, decentralized control is envisaged, where
each loop is a single-input single-output model (figure 5).

φ1
R + sLPI

1
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φ /n

τ +τ 

τ q

−

+

−

+ −

f app

e
.
qqref u usat + 1

sJ(q)n

Controller Motor + transmission

Fig. 5. PI control scheme for a leg

The electrical motor and the transmission model are drawn
from the following equations :

u = Ri+L
di
dt

+kφ
q̇
n

(15)

τe = kφi (16)

τe = J(q)n2 d(
q̇
n)

dt
+ τapp+ τ f (17)

where u is the voltage command,i the current,kφ the
torque constant of the motor,R the armature resistance and
L the inductance.τe, τ f andτapp are respectively the elec-
trical, the friction and the applied torques. Equations are
written from the DOF point of view, thus reduction ration
of the transmission appears, and inertiaJ(q) is expressed
consequently. Discrete PI controller is implemented in
the model following the well-known equation (18), which
gives the voltage command at timek :

uk
= kp · εk

+ Ik−1
+ki ·∆t · εk−1 (18)

wherekp andki are controller gains,ε is the error signal,
Ik−1 is the integral term at timek−1 and∆t is the sample
time. To move the robot, the dynamic model needs the
joint references for the controller. The latter are given to
the model by means of the gait generation algorithm.

III. G AIT GENERATION

Gait patterns can be splitted up into two categories :
• fixed gait : sequence of leg step is known in advance,
therefore it is difficult to deal with rough terrain with ob-
stacles because any interaction with the environment needs
a desynchronization of the leg sequence. This kind of gait
includes the tripod and forward wave gaits which are the
quickest for the six-legged robots.
• free gait : several algorithms of free gait exist (see for
example [2], [7]). They are able to handle with rough ter-
rains, and leg coordination depends strongly on the inter-
action with environment, i.e. searching ground and obsta-
cles avoidance.

Presently, we only have position informations on the robot,
which leads to the development of a fixed gait algorithm.
The free gait needs more sensing capabilities, like force or
current sensing. Posture of the robot could also be con-
trolled by minimizing the gap with respect to a reference
posture. the robot has to keep its posture parallel to the
ground when walking on non-flat surfaces. Again, ex-
tra sensors like an inclinometer would help to reach this
goal. In section VI, further works are envisaged and details
about current sensing and posture control are outlined. Our
gait algorithm consists of two steps :
1. An Inverse Kinematics Algorithm (IKA), used to find
the joint variables of one leg on the ground for the desired
motion of the body;
2. The gait generation itself, which manages the swing
and the support phase of the legs.

A. Inverse kinematics

In the following, we assume :
• Tripod gait;
• Rigid and flat ground;
• No slip between ground and feet.
Consider the body andn legs supporting the robot (not nec-
essary 6). We have 6+3·n DOF. Because we consider no
slip and a point contact, we have 3 constraints per contact.
Finally, we find :

6do f,body+3·ndo f,leg−3·ndo f, f ootcontact (19)

which means that, whatever the number of legs on the
ground, there are always 6 DOF for the robot, even if the
number of actuators is greater than six. Consequence is
that the solution for inverse kinematics is unique, Thus un-
der the previous assumptions, our algorithm is valid for
any number of legs (but at least 3) touching the ground.
Consider one leg in figure 6 : The actual body position is

q2

q1

q0

Leg Frame
Body Frame

r
P0/leg

e
P0

Foot Frame

P(x, y, z)

s 

r
P/leg

body, leg(i)T

0, bodyT

body
q

q
ref,body

T0, foot(i)

Fig. 6. Inverse kinematics principle
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represented in plain line, and the desired position in dot-
ted line. The initial foot position is defined in the local leg
reference frame as{rP0/leg}leg, and in the global reference
frame aseP0. They are related by Eq. (20) :

{rP0/leg}leg = (T0,body∗Tbody,leg)
−1◦eP0 (20)

When robot moves,T0,body is changing with respect to the
desired referencesq

re f,body
. Tbody,leg is a constant, proper

to the architecture of the hexapod. Because there is no slip
of the foot during the motion,eP0 is also constant. Once
the newT0,body is known,rP/leg is computed with Eq. (20).
The leg kinematics links up the latter and the researched
joint references by :

{rP/leg}leg = f(q
re f,leg

) (21)

A Newton-Raphson algorithm is applied to Eq. (21) to
determine the leg joint references.

B. Gait algorithm

The gait algorithm could be seen as the upper level of
the IKA. It manages the swing and support phases of the
six legs. Some definitions are useful for the following :
• τ defines the tranfer phase or swing phase, i.e. the time
during which the leg is in the air : the terminal position of
the swing phase (for an observer linked to the robot body)
is called Anterior Extreme Position (AEP);
• sdefines the support phase : the terminal position of the
support phase (for an observer linked to the robot body) is
called Posterior Extreme Position (PEP);
• a complete step is performed in a timeTcycle= τ+s;
• βi is the fraction cycle during which the legi is in sup-
port;
• φi is the cycle time fraction between the beginning of the
leg i cycle (beginning of support phase) and the one of the
reference leg;
• φ is the normalized time. Ift is the current time, it is
given by :

φ =
t −nstep·Tcycle

Tcycle
(22)

wherenstep is the number of steps already done.
In this section, we only envisage forward wave gait, be-
causethe longitudinal wave gait stability margin of a 2n-
legged robot is maximized by wave gaits([8]). Figure 7
shows the well–known tripod and forward wave gaits.
The gait diagram can be decomposed intondiv divisions,
each of them corresponding to a set of leg states. For ex-
ample, in the tripod gait, there are two different sets of leg
states (ndiv = 2). We define thestate matrixS (nleg×ndiv),
fulfilled with 1 if leg is in support phase, and 0 otherwise.
At each time slice, the state of the gait can be found by
computing the normalized timeφ. For legs on the ground,
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1

1/2 1
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3

1 0

2

4

φ

φ

Fig. 7. Gait diagram

IKA is performed from afictive support bodywhich moves
according to the desired main body references. For legs in
swing phase, afictive swing bodyis defined and moves fol-
lowing :
• a reverse motion of the desired travel of the main body;
• a triangular profile, which is reported to the feet, allow-
ing them to leave the ground for the step execution.
Velocities of the fictive swing body are not exactly the
same as those of the fictive support body : considering a
forward wave gait, legs in swing phase have to move three
times faster than legs on the ground. For example, ifVx is
the X main body velocity reference, we compute at timek
qk

re f,0 andqk
re f swing,0, which are the support and the swing

bodies references :

qk
re f,0 = qk−1

re f,0 +Vx∆t (23)

qk
re f swing,0 = qk−1

re f swing,0−
β

1−β
Vx∆t (24)

In section IV, we show that this gait algorithm can not
lead to a proper gait. The real motion has shocks and a lag
with respect to the support body reference because legs
triplet have an antagonist motion during the state change
from swing to support giving rise to high friction forces on
the ground.

C. Enhancement of the gait

To overcome antagonist motion of the legs during the
state change, the leg profile has to be modified to have
a smoother transition. In figure 8, blue profile is the en-
hanced profile. The swing phase is decomposed into five
parts :
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• PEP Overlap 1© : motion of the foot goes on as if leg
was pushing the robot;
• Takeoff 2© : same as1© but foot leaves the ground;
• Swing phase3©
• Landing 4© : motion of the leg goes on as if leg was
pulling the robot, but leg is still in the air;
• AEP overlap 5© : same as4© but leg lands on the ground
and begins its support phase.

enhanced reference
old reference

φ=1−2φ c

φ= c1−φ

1
2

3

5
4

φ= 0 0.5φ=

Foot 0 − Z reference

Foot 0 − X reference

φ=0.5+ φ c

φ=0.5+2 φ c

AEP PEP

Fig. 8. Enhancement of the swing

Pratically, in the gait algorithm, the support and the swing
bodies motions become the same during a period called
overlap time. This overlap allows a smooth transition
when changing the legs state, and avoids useless friction
forces with the ground. It will be shown in section IV that
the real motion of the robot is better, and body reference
tracking is enhanced.

IV. SIMULATION RESULTS

In this section, we define for the main body (withi =

0. . .5) :
• qi : the real motion of the DOFi, obtained by the dy-
namic simulation;
• qre f,i : the desired motion of the DOFi, given as an in-
put of the gait algorithm. It is used to compute the joint
references of the legs in support phase;
• qre f swing,i : the reverse motion of the DOFi, given as an
input of the gait algorithm. It is used to compute the joint
references of the legs in swing phase.

At each timestep, the joint references of the legs (q
re f,i

with i = 6. . .23) are computed by the gait algorithm and
delivered to the controllers. The commands are given as
input to the motors, which supply the torques used in the
multibody model of the robot.

A. IKA results

IKA is applied to the six legs, which are in contact with
the ground. Inputs of the IKA are the main body desired
references(qre f,0 . . .qre f,5) presented in figure 9 and 10.
The IKA ouputs are the eigthy joint references of the legs.
We only present those of leg 0(qre f,6, qre f,7, qre f,8) in
figure 11. The multibody model gives the resulting joint

motions(q6,q7,q8), and the real body motion(q0 . . .q5).
Note that at 0 s, the robot is “falling down” : this is needed
to establish correctly the ground contact forces. The mo-
tion only begins after 0.3 s. The accurate tracking of the
body references shows that our inverse kinematic algo-
rithm works correctly.
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Fig. 9. Displacements of the main body [m]
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B. Gait algorithm results

Simulation has been done for a straight motion of the
robot along X-axis, with a velocity of 0.3 m/s. In figure
12, we define :
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• q0 : the real motion of the main body along W-axis, ob-
tained by dynamic simulation;
• qre f,0 : the desired motion of the main body, followed by
a fictive support body: as before, it is the input of the gait
algorithm, used to compute the joint references of the legs
in support phase;
• qre f swing,0 : the reverse motion of the fictive support
body, calledfictive swing body: it is the input of the gait
algorithm, used to compute the joint references of the legs
in swing phase;
At time 3 s, the robot begins to move. A complete step
cycle lasts 5 s. From 3 s to 5.5 s, the legs in support phase
have their reference from the IKA executed withq0

re f . For

legs in swing phase, IKA is executed withq0
re f,swing. At

time 5.5 s, the six legs are on the ground, and position
of the fictive swing and support bodies are adjusted to the
same value.
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Fig. 12. Reference, fictive reference and motion along
X-axis

During the state change in figure 12, friction forces with
the ground are really important. Consequently, a drift be-
tweenq0 andqre f,0 appears. The latter disappears in figure
13, where simulation for enhanced gait allows a smoother
transition and gives higher tracking performance.
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Fig. 13. Illustration of the overlap period for a motion
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V. HARDWARE AND EXPERIMENTAL RESULTS

Each leg owns a slave board (PIC18F6627 based mi-
crocontroller), and all of them communicate with a mas-
ter board (PC INTEL DUAL CORE 3GHz, with 1.5Go
RAM) through UDP/IP ethernet protocol. It defines pack-
ets of data, which are dispatched on the local network by
means of sockets as depicted in figure 14 . The master
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Fig. 14. Global communiation scheme

board handles the gait algorithm, i..e the leg coordination
and the inverse kinematics. The control loop is rated at 10
ms with a precise timer. When top arises, joint references
computed during the previous time slice are sent to the six
slaves through abroadcastpacket. Gait algorithm is then
executed to find the further joint references. Finally, re-
ception of informations coming from the slave occurs. Be-
cause UDP/IP is not a connexion-oriented protocol, some
informations could be lost. Consequently, a selection rou-
tine is used : it consists in a polling action, amongst a set
of file descriptors, each of them representing one connec-
tion with a slave. As soon as a socket is received, it is
treated by the master, which saves joint positions, current
and voltage in the motors. This selection is accompanied
by a timeout, allowing the master to go on the task control
even if a packet never reaches it. Moreover, tests have been
performed and reveal that if communication with a leg is
broken, the master board is able to detect it, and thus could
adapt its gait algorithm to move the five-legged robot.
As far as slave boards are concerned, figure 15 shows a
time diagram representing the local tasks. Immediatly they
receive the new joint references, they compute the dis-
cretized PI controller to have new command values for the
motors. Thereafter they save current and voltage in the
motors, then new command is applied. Protection against
broken communication with the master is given by stop-
ping the motor commands if they do not receive any new
joint references after 12 ms. Even if the master can receive
data in a non-ordered way, each slave sends out in turn :
this is represented by the waiting time h) in figure 15. It is
interesting to note that 3 ms are sufficient for the control
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itself : then the approximation of an instantaneous control
(no delay between the computations and the application of
the new command) is correct.

AMRU 5 is able to move according to any fixed forward
wave gait on a flat ground, with velocities from 0.3 m/s to
0.5 m/s. Main body can move in the XY plane, go up and
down and can have roll, pitch and yaw references. Results
of the references tracked by the controllers are quite simi-
lar to those described in section III. Main differences with
the multibody model are the following :
1. friction : because friction is not yet identified, parame-
ters of the controllers are not the same between simulation
and experience;
2. flexibility in the legs : flexibility in the pantograph
slows down the velocity of the gait with respect to the sim-
ulation. Indeed, even if the vertical degrees of freedom are
responding instantaneously to the command, the feet do
not leave the ground immediately. A proper gait requires
an extension of the cycle time, consequently limiting the
velocity of the main body.

VI. CONCLUSIONS AND OUTLOOKS

A dynamic multibody model of the six-legged robot
has been developed, including actuators, controllers and
ground contact forces. Joint references are computed by
a fixed gait pattern algorithm, and sent as input to the dy-
namic model of the robot. This gait algorithm has been
successfully implemented on the decentralized control ar-
chitecture of the hexapod machine.
The usefulness of a dynamic model has been emphasized
through the overlap phase necessity : the consequences
of an antagonist motion of the legs are not easy to guess,
and direct implementation on the robot could lead to joint
damages because of useless friction between the feet and
the ground.
To reach an higher reactivity with the environment, which
is the goal of walking robots, fixed gaits have to be re-
placed by free gaits. The algorithm proposed by Porta and

Celaya in [2] is made of simple priority rules, which al-
lows the leg to execute a step. It presents the advantage
of simplicity, and converges towards tripod gait on a flat
ground. Combined with the gait, a posture control mini-
mizes a criterion based on the quadratic error between the
actual posture and a reference posture : this gives to the
main body a stable position.
However, the rules are not only based on position informa-
tions, but also on interaction with the environment.
Two main tasks are attributed to the sensing : detect con-
tact with the ground, and avoid obstacles. In our ap-
proach we envisage to use current sensors in the motor to
deal with the environment. Friction parameters for LuGre
model must be identified, and implemented in the multi-
body model, which will allow to determine if current sens-
ing in the motor is sufficient as sensing information or not.
Indeed, because of joint friction, current in the motors will
always be different from zero if there is a motion : con-
sequently, it is important to have a precise friction model
to separate friction and interaction effects. This approach
presents two advantages : the integration of a current sen-
sor is much easier and cheaper than a force sensor and the
sensing is not only located at the extremity of the leg :
therefore an obstacle collision could be detected wherever
this collision occurs on the leg.
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Kristof Goris1, Jelle Saldien1, Dirk Lefeber1

1Vrije Universiteit Brussel, Department of Mechanical Engineering
Pleinlaan 2-1050 Brussel

email: kristof.goris@vub.ac.be, jelle.saldien@vub.ac.be, dirk.lefeber@vub.ac.be

Abstract— The concept of the huggable robot Probo is a
result of the desire to improve the living conditions of chil-
dren in hospital environment. These children need distrac-
tion and lots of information. In this paper we present the
concept of this new robot. The robot will be employed in hos-
pitals, as a tele-interface for entertainment, communication
and medical assistance. To communicate according to social
rules, the robot needs the ability to show facial expressions.
Using a well defined set of Action Units (AU) it’s possible to
express some basic emotions. The emotions, represented as
a vector in an 2D emotion space, are mapped to the DOF
used in the robot. A prototype of the robot’s head, capable
of showing these basic emotions is presented. Besides the
prototype of the real robot, a virtual model has been devel-
oped. With user friendly software these models can be used
as an interface between an operator and a child. That way,
Probo becomes a platform for experiments concerning hu-
man robot interaction with great opportunities in different
disciplines.

Keywords— emotional interface, human-robot interac-
tion, huggable robot, multidisciplinary research platform

I. INTRODUCTION

During hospitalization, children are confronted with dif-
ficult situations. This can lead to serious mental health
and other health consequences. Moreover, in hospital, a
child’s experiences are more limited due to the closed and
protective environment. Several projects already exist that
aim to use Information and Communication Technologies
(ICT) like internet and webcams to allow hospitalized chil-
dren to stay in contact with their parents, to virtually attend
lectures at school and to provide information [1]. How-
ever, these ICT applications are usually computer anima-
tions displayed on PC, television screens or laptops. In
fact, people are used to interact with embodied creatures
and have evolved communication skills, which both need
a body for expression [2], [3].

In this scope, the development of a social robot, called
Probo, has started. The main objective is to offer solutions
to some specific needs of hospitalized children by making
use of a user friendly robot platform. The huggable robot
Probo will assist in providing information and moral sup-
port to hospitalized children.

II. PROBO,
A FRIENDLY USER INTERFACE

A. Concept

Probo has to be seen as an imaginary animal based
on the ancient mammoths. Its name is derived from the
word Proboscidea, the order of animals with a proboscis
or trunk. By choosing a imaginary animal there are no
exact similarities with well known creatures, so there are
no or less expectations compared with a real animal. Safe
interaction will be the first focus of Probo. Therefore the
dimensions of this social pet robot are limited and com-
parable to the figure of a five years old child. Moreover,
all moveable parts are actuated with soft actuators [3].
Probo’s huggable and soft appearance, intriguing trunk
and interactive touch screen in its belly, are striking (Fig-
ure 1). To communicate with the children, the robot is
equipped with a fully actuated head. In [4] the importance
of facial expressions in human face-to-face communica-
tion is described. For the display of emotions most of the
DOF in its face are based on the Action Units (AU) defined
by the Facial Action Coding System (FACS) developed by
Ekman and Friesen [5]. AU express a motion of mimic
muscles as 44 kinds of basic operation, with 14 AU to ex-
press the emotions of anger, disgust, fear, joy, sorrow, and
surprise. These emotions are often supported as being the
6 basic emotions from evolutionary, developmental, and

Fig. 1: The huggable social robot Probo, with and without
removable fur jacket.
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TABLE I: DOF and ranges of the actuated joints of Probo’s
head in comparison with other non-humanoid robot heads.

Kismet iCat Probo
DOF [#] Range [ ◦]

Eyes (3) Eyes (3) Eyes (3) Pan 100
Tilt 80

Eyelids (2) Eyelids (2) Eyelids (2) 150
Brows (4) Brows (2) Brows (4) 45

Ears (4) Ears (2) 90
Yaw (1) Mouth (3) Yaw 45
Lips (4) Lips (4) Lipcorners 60

Neck (3) Neck (2) Neck (3)
Rotate 120

Nod 70
Bend 70

Trunk (3) 360

cross-cultural studies [6]. Table I shows the different de-
grees of freedom (DOF) of Probo’s robot head in compar-
ison with MIT’s social robot Kismet [2] and Philips’ iCat
[7].

B. Emotional Interface

To realize a translation from emotions into facial ex-
pressions, emotions need to be parameterized. In [2],
Kismet’s facial expressions are generated using an inter-
polation based technique over a three-dimensional, com-
ponential affect space (arousal, valence, and stance). Cf.
[2] our model has two dimensions; valence and arousal
to construct an emotion space, based on the circumplex
model of affect defined by Russell [8].

Figure 3a shows the emotion space of Probo. The x-
coordinate represents the valence and the y-coordinate the
arousal, consequently each emotion e(v,a) corresponds to
a point in the valence-arousal-plane (Figure 3a). In this
way we can specify basic emotions on a unit circle, plac-
ing the neutral emotion e(0,0) in the origin of the coordi-
nate system. Now each emotion can also be represented
as a vector with the origin of the coordinate system as ini-
tial point and the corresponding arousal-valence values as
the terminal point. The direction α of each vector defines
the specific emotion whereas the magnitude defines the in-
tensity of the emotion. The intensity i can vary from 0 to
1, interpolating the existing emotion i = 1 with the neu-
tral emotion i = 0. Each DOF that influences the facial
expression is related to the current angle α of the emotion
vector. An adjustable interface is developed to define the
desired value for each angle (0◦− 360◦) of the different
DOF. By selecting one degree of freedom, we set a value
for each basic emotion on the unit circle and use linear
interpolation to obtain a contiguous relation. By adding

elated

neutral

surprised

angry

unhappy

bored

tired

relaxed

happy

Arousal

Valence
e

α

(a) Emotional space based on Russells
circomplex model of affect.

(180°)(180°) (225°)(225°) (270°)(270°) (315°)(315°)

11

00

-1-1

Position eyelidPosition eyelid

(open)(open)

(closed)(closed)

(0°)(0°) (45°)(45°) (90°)(90°) (135°)(135°)

α

(b) Adjustable interface for defining the values of the
DOF, in this case an eyelid, for each emotion.

Fig. 3: Display of emotions.

more (optional) points or values the curve can be tuned to
achieve smooth, natural transitions between different emo-
tions. An example for the degree of freedom controlling
the eyelid is shown in Figure 3b.

C. Real and Virtual Model

To interact and communicate with children a new 3D
embodied social robot has been designed. During the de-
velopment phase, a virtual model has been derived from
the real CAD model. The virtual model, based on the real
mechanics, was used as a tool to control the design criteria.
For instance, by actuating the virtual model, the necessary
DOF and ranges of the actuated joints could be checked,
so that the robot head would be able to express some basic
emotions. Additionally, with the virtual model it was pos-
sible to develop control software, without the need of the
real model. That way, fast progress in software and hard-
ware developments could be made simultaneously. The
left figure in Figure 2 shows some movements of the robot
during an experiment where the real model was linked with
the virtual one.

D. Friendly User Interface

The huggable and friendly Probo will function as a
robotic user interface between an operator and a child. The
friendliness refers not only to the funny and attractive be-
havior of the robot pet, but it refers also to the easy and
convenient way to control the robot. An operator, for in-
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Fig. 2: Left: Real robot head with fur. Right: Mechanical head linked with virtual model.

stance a doctor, a nurse, a parent, a classmate or a teacher
can manipulate the robot’s actions, by either make use of
a Xbox game controller, or an easy graphical user interface
(GUI) made for a Microsoft operated system (PC, or smart-
phone). With this GUI, one can control the robot and make
some sequences in movements, like animations. This can
be done, intuitively, by dragging and dropping some icons
on the screen.

III. CONCLUSIONS

To inform and comfort hospitalized children in an inter-
active and playful way, a new social pet robot, called Probo
is being developed. Probo’s main goal is to communicate
with the children. Therefor a fully actuated robot head, ca-
pable of showing facial expressions, has been designed and
build. Compared with other non-humanoid robot heads
Probo has an intriguing trunk. By use of soft and flexible
materials together with compliant actuators, the design is
safe and as a consequence safe human/child robot inter-
action is assured. In addition to this, user friendly con-
trol software, and a virtual model based on the real robot
are developed. With this real or virtual multidisciplinary
testbed, new opportunities like robot assisted therapy will
be explored in collaboration with pediatricians, sociolo-
gists and psychologists.
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Abstract— This paper first introduces the concept of col-
lective robotics and then focuses on the self-reconfigurable
robots subclass in section II.
After that, the locomotion control is tackled in section III
where CPG’s are described. The presented structure is
based on the well-known Matsuoka oscillator detailed in sec-
tion IV-B and is illustrated in section V where a CPG-based
control of a double pendulum is studied.

Keywords—CPG, locomotion, control, self-reconfigurable,
matsuoka

I. INTRODUCTION

NOWADAYS , we find more and more technology
concentrates in which many functionalities are em-

bedded within single devices. This commercial niche par-
ticularly succeeds thanks to its natural convenience (all-in-
one package) but also for its cost-effectiveness.
This principle can also be applied in robotics even if so
far, the multi-task ability has always been limited. That’s
how, for a few years, the technical progresses have led to
a new generation of robots able to fulfill a large number
of different functions. The idea relies on the design of a
generic structure that can adapt itself to its environment
and according to the desired purpose rather than one with
some specific and predetermined abilities. Such things are
possible thanks to the developpment of collective robotics
which thus particularly fits to exploration missions or to a
rescue scenario in disaster area.
However, this technology brings new challenges and opens
many research issues despite its attractive potential. More
particularly, in the locomotion control point of view, suited
bio-inspired control structures are thus considered and has
already provided conclusive results.

In this paper, an introduction of collective robotics
is given in section II with more details about self-
reconfigurable robots in section II-C.
We then focus on the locomotion issue by describing
CPG’s and their interest in section III whose principles are
detailed in section IV.
Finally, an example of a CPG-based control applied to a
double pendulum is presented in section V.

II. COLLECTIVE ROBOTICS

A. General Principle

Collective robotics is based on the use and interaction
of several robotic entities to achieve a common goal. Its
principle relies on the adage ”Unity is Strength” : the ful-
fillment of a given task is made possible thanks to the mu-
tual assistance of several robots instead of a single one.
Indeed, the abilities of each entity taken apart remain ba-
sic and limit its field of applications. Their collaboration
considerably increases the number of possibilities which
become greater than the sum of individualities.

In this way, many simple robots can accomplish com-
plex missions and benefit from a substantial increase of the
reliabiliy and of the flexibility by comparison with conven-
tional robots.
Sections II-B and II-C describe two distinct categories in-
cluded in collective robotics.

B. Robots Swarms

Robots swarms (see example in Fig. 1) can be compared
to an ants colony : they are composed of many simple and
autonomous entities which benefit from a collective intelli-
gence. In both cases, an isolated individual can’t do much
but once gathered with others, complex behaviours emerge
from the group. So, robots swarms are characterized by
individuals able to move on their own and to communi-
cate with their fellow beings on a more or less evolved
way. They are thus autonomous in terms of displacement
but the decision making results from a collective process
which belongs to the community.
Robot swarms are particularly suited for reconnaissance
missions, covering wide area in no time or combining ef-
forts on a common goal (like moving an heavy load).

C. Self-reconfigurable Robots

A self-reconfigurable robot (SR robot) is a set of ele-
mentary robots that link and organise themselves in order
to form an overall structure like lego bricks (see Fig.2).
According to the combination of these robotic cells (also
called modules) the resulting configuration suits to fulfill a
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Fig. 1. The Swarm-Bots project [1]

given function. This means that SR robots can potentially
present some multifunctions abilities.
To achieve this interesting characteristic, the design of the
modules have to allow motion generation (through mobile
parts and actuators) and self-reconfiguration (need of an
interconnection mechanism).

Fig. 2. The M-TRAN project [2]

C.1 Classification

Two main properties are often used to classify SR robot
projects.

The first one is the geometric distribution of the mod-
ules in space : we destinguish lattice, chain and hybrid
configurations (see Fig. 3).
• Lattice structures are organised according to a regular
and periodic pattern showing similarities with molecular
networks of crystals. The management and the movement
of the modules within the structure is made easy thanks to
the natural symmetry but they also suffer from a lack of
mobility and flexibility. These systems would then rather
be used in changing shape object applications than in dex-
terous motions generation.

• In chain-type structures, modules are assembled in
serial-like link so that the resulting effect in obtained by
addition of the modules dof’s. These connections allow
complex and dexterous motions as compensation of sym-
metry which makes the control of this flexible structure
more tricky (combination of many dof’s). They thus par-
ticularly fit to application requiring mobility like object
manipulations or even locomotion.
• Finally, hybrid structures combine both lattice and chain
principles so that they allow dexterous motion generation
while keeping properties of a lattice organisation. This
is a very interesting compromise between lattice-type and
chain-type architectures in terms of mobility and modules
organisation.

Fig. 3. Structures of SR robots : lattice-type (a) vs chain-
type (b) - extracted from [3]

On the other side, SR robots projects can be classified
according to the modules population.
• Homogeneous systems are composed of many strictly
identical modules which means that every module has to
embed every function (motion generation, interconnection
device, power source,...). The design of such modules
is thus particularly important and difficult but having a
generic module lowers the production costs and is bene-
ficial in terms of flexibility and robustness.
• Conversely, an heterogeneous system deals with a vari-
ety of specialised modules. The latter are thus designed to
provide a specific contribution within the population and is
thus very effective with regard to this function. However,
the modules organisation has to manage different types of
elements which is more complex and reduces the global
flexibility.

III. LOCOMOTION CONTROL USING CPG’S

In the following sections our interest is taken in ho-
mogeneous self-reconfigurable robots and the associated
locomotion issue. Indeed, this technology has many ad-
vantages including multifunctionality, self-reconfiguration
and high reliability but the control of such architecture is
difficult to achieve with conventional techniques. Central-
ized control could be envisaged but presents bad robust-
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ness, bad adaptiveness and is dependent on communica-
tion performances. This is also true for distributed archi-
tectures sharing global information between the modules.
In this section we thus consider a special control structure
able to deal with the huge number of dof’s, to provide a co-
ordinated and coherent motion of the whole and to work in
a distributed way. This is a solution that has already been
successfully applied to SR robots and which also seems to
be, at present time, the most popular one due to the very
promissing results it has provided as in [4] and [5].

A. Origin

Men have always tried, more or less successfully, to im-
itate biological principles based on his observations in or-
der to extend his own abilities. With this in mind, advances
in neurobiology and robotics have naturally led to new bio-
inspired control structures.
Particularly, this work is about the locomotion issues re-
lated to rhythmic patterns generation. Indeed, oscillations
are natural patterns that can be found in almost every liv-
ing beings. Their implication in respiration or even heart
beat is obvious but it’s also a key point in the locomotion
generation which is a periodic activity on its own.
The following sections detail how to take advantage of this
and apply it in modular robotics.

B. CPG’s

Strictly speaking, ”Central pattern generators (CPG’s)
are neural networks that can endogeneously (i.e without
rhythmic sensory or central input) produce rhythmic pat-
terned outputs” [6]. Actually, this is the device that gener-
ates the fore-mentioned rhythmic activities.
This definition implies that a CPG is able to produce a pe-
riodic signal even with continuous steady-state input and
without any feedback which also fits to the generation of
locomotion underlying signals. Moreover, experiments on
cats that had undergone a complete transection of their
spinal cord have shown that they were able to produce a
normal walk gait [7]. By extension, we can thus say that
the rhythms generation of the locomotion mechanisms is
separated from the cognitive part1 and is thus produced lo-
cally.

C. Interest

Beyond the principle of biomimetism, the use of CPG’s
benefits from several properties especially interesting in
our case.

1Even if the brain plays a major role in the whole locomotion process.

C.1 Distributed Architecture

As its oscillation is self-sustained, a CPG can deal with
only simple input signals. This relieves the higher center
of control of providing rich and complex signals which is
significant, especially for complex systems having many
dof’s. Therefore, the input signal can be reduced to small
dimension and high level data shared by every dof, like a
value representing the required motion speed.
Moreover, several CPG’s can be coupled together so that
they oscillate in or out of phase according to a global pat-
tern. The coupling can only involve the neighbouring en-
tities so that the information is broadcast gradually.
That is to say that CPG’s particularly fit to work in a dis-
tributed way.

C.2 Adaptiveness

As explained previously, the rhythms generation doesn’t
require any feedback contribution. However, the latter
plays a major role to shape the periodic output and pro-
vide adaptiveness [8].
First of all, one can observe global entrainment, that is to
say that the oscillation tends to align itself with the natu-
ral frequency of the entrained body. This property allows
the control part to take the mechanical phenomena into ac-
count which leads to a good interaction between them.
Moreover, the sensory feedback is usefull for disturbance
rejection which brings adaptiveness with regard to direct
environment. The cycle is thus self-adapted to changes
like ground geometry or friction conditions.
A consequence of CPG adapiveness is its ability to show
complex behaviour like natural gait transitions. Accord-
ing to environment changes, the modular robot can switch
from a gait to an other like Ijspeert’s salamander robot
which naturally and gradually switches from swimming
to crawling when it reaches the bank [9]. Gait transitions
can also happen due to input variations which only give
global information. So, a legged robot naturally adapts its
gait (walk,trot or gallop) depending on the required motion
speed thanks to the cycle modulation of CPG’s.
These properties are very attractive and interesting but the
inner mechanisms that rule them are not fully masterized
yet.

IV. MODEL OF A CPG-BASED CONTROL

ARCHITECTURE

A. Control Structure

A multibody system controlled by a structure using
CPG, inspired from [4], is represented in Fig. 4. Each
degree of freedom is driven by a CPG, we thus have a dis-
tributed control architecture. According to the complexity
of the structure, the model can present different contribu-
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Fig. 4. A CPG-based control structure

tion of sensory feedback and coupling between the CPG’s.
As an example, the model of Fig. 4 considers direct feed-
back of the controlled dof and a simplified coupling. In-
deed, the latter only involves neighbouring CPG by oppo-
sition with a complete coupling where each one depends
on the others. Such structures are easily scalable to big
systems as confirmed by biological experiments that have
showed a lot of coupled rhythmic generators distributed in
the lamprey spinal cords [8].

B. Non-Linear Oscillators

By definition a CPG-based control structure requires the
use of non-linear oscillators :
1. Due to its periodic output, a CPG is defined as an oscil-
lator ;
2. The self-sustained oscillations must be produced endo-
geneously which means that the use of linear systems has
to be banished.

B.1 The Matsuoka Neural Oscillator

The Matsuoka oscillator described below is largely used
in CPG-based controls and has many variants depend-
ing on the kind of contribution of coupling and feedback.
It benefits from an easy and stable numerical integration
compared to other models like the Van Der Pol oscillator
[10]. It is modelled by two coupled neurons : an extensor
motoneuron (subscript e) and a flexor motorneuron (sub-
script f ), each of them having two state variables as de-
picted in Fig. 5 and described by the following equations.

τuu̇e = u0 + fe−ue +w f ey f −βve (1)

Fig. 5. Representation of The Matsuoka Oscillator in-
spired from [4]

τvv̇e = ye− ve (2)

τuu̇ f = u0 + f f −u f +w f eye−βv f (3)

τvv̇ f = y f − v f (4)

ye = max(ue,0) (5)

y f = max(u f ,0) (6)

yout = y f − ye (7)

u is called the firing rate and increases with the input u0
and the feedback contribution while the fatigue v (scaled
by β) tends to decrease the value of u. As the positive
fire rate y of each neuron inhibits (through w f e) the other,
they constantly oscillate out of phase, τu and τv beeing the
time constants related to the firing rate and the fatigue re-
spectively. The output is generated by the difference of the
positive fire rates (ye and y f ). Each parameter of the oscil-
lator affects the frequency of the ouput except u0 that only
changes its amplitude (even if modified structures of this
oscillator allow more evoluted contribution of the input).
Fig. 6 represents a simulation of the presented oscillator
with simulink and illustrates its working. This simulation
has been led for a constant input u0 in open loop (no feed-
back contribution) and for the parameters given in Table I.
It is of interest to mention that the periodic output is only

guaranteed for a certain range of parameters values [11].
When the CPG is used on an actual system, the parame-
ters of the oscillator are generaly tuned with a learning or
optimization algorithm as in [12] where different solutions
are compared. In most cases, the opimisation is based on
a high-level performances criteria like the motion speed or
energy consumption.
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Fig. 6. Simulation of The Matsuoka Oscillator

Parameter Value
τu 0.05
τv 0.6
β 5

w f e 2.5
u0 8.0

TABLE I
SIMULATION VALUES OF FIG. 6

V. EXAMPLE ON A DOUBLE PENDULUM

A. System Description

To illustrate the use of the Matsuoka oscillator as CPG,
we have chosen a simple and common dynamical sys-
tem: a double pendulum. The system is the one depicted
in Fig.7 and is inspired from [13]. The rotational joint
that links the first bar (parameter q1) to the frame is kept
free while the joint linking the two bars together (param-
eter q2) is controlled, the pendulum is thus underactuated.
The CPG output sets the angular value q2 and has a feed-
back contribution of the pendulum through q1 and is com-
manded by its input u0.
In the following, no friction has been added, the system
and the rotational joints are thus considered as ideal.

B. Simulation

The first step is the observation of the system response
when controlled by a CPG in open loop. The oscillator
model is the same as the one described in section IV-B.
Fig. 8 thus shows the time responses of q1 and q2 without
any sensory feedback. One can observe that q2 actually
corresponds to the output of the CPG which has no adap-
tiveness since its cycle remains unchanged and q1 keeps a

Fig. 7. Simulation of double pendulum

chaotic response.

Fig. 8. Simulation of double pendulum without feedback

In order to observe global entrainment, sensory feed-
back has been added: fe and f f are then connected to the
rotational value q1 through a common weight factor fc that
sets the amplitude of the feedback contribution. The re-
sults in Fig. 9 are obtained for the values given in Table II
: as the excitation increases the value of q1, the feedback
contribution becomes dominant and the excitation cycle
tends to copy the natural frequency of the pendulum. After
a while, the CPG output doesn’t generate any excitation
anymore since the pendulum has reached a steady swing
state and has no friction to compensate.

This has been simulated again with several values of the
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Parameter Value
τu 0.4
τv 0.5
β 5

w f e 2.5
u0 1.0
fc 8.0

TABLE II
SIMULATION VALUES OF FIG. 9

Fig. 9. Simulation of double pendulum : normal swing
mode

CPG input u0 and the same behaviour is observed. How-
ever, the amplitude of the pendulum swing globally in-
creases with the value of u0 until it reaches a giant swing
mode : the pendulum describes a full rotation arround the
first joint at constant angular speed. The latter has been
observed in simulation (see results Fig. 10).

C. Parameters Tuning

The tuning of the parameters, that has led to the results
presented in section V-B, has been obtained by trial and
error. However, this has been done by observing the differ-
ent contributions of some parameters on the global system.
For example, the parameter fc sets the importance of the
feedback contribution in the cycle (that must be balanced
with the order of magnitude of u0) while τ1 and τ2 influ-
ence the CPG natural frequency. From our observations,
the latter should be kept relatively close to the mechanical
one to achieve adaptiveness.
Some tests have been led to observe natural mode transi-
tion (between normal swing and giant swing modes) but
the system doesn’t respond much to variations of u0 on-
line. We think that better results could be obtained with

Fig. 10. Simulation of double pendulum : giant swing
mode

perturbation on the system (in the form of friction for ex-
ample) and with a more evolved contribution of the input.
Some values would certainly be more effective but the
main purpose of this first simulation is to exhibit the global
entrainment of a CPG-controlled mechanical system.

VI. CONCLUSION & FURTHER WORK

In this paper, we have introduced the concept of self-
reconfigurable robots in order to focus on their locomo-
tion issue. Therefore a bio-inspired control architecture
that particularly fits to distributed systems have been pre-
sented. The latter has then been illustrated with the sim-
ulation of an underactuated double pendulum controlled
with the Matsuoka oscillator. By analysing the effects of
its parameters variations we have got a step closer in the
understanding of its inner mechanism and have succeeded
in showing its global entrainment property. However, a
more quantitative approach has to be led which implies a
complete parametric analysis and the use of optimisation
algorithms. Moreover, as the purpose is the application in
real condition, it also would be apropriate to use a more
complete model which includes friction and external dis-
turbances.

This comes within the scope of the establishment of a
complete methodology to design CPG’s applied to self-
reconfigurable robots locomotion.
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Abstract— This article overviews the major disciplines in-
volved in the design and construction of an autonomous
ducted rotor UAV, developed in the Onera mini-drones com-
petition framework. The concept as well as its prime com-
ponents will be explained, issues exposed and possible so-
lutions addressed. First flight tests without stability system
have shown the feasibility of the concept. Flight tests with
an operational inertial reference unit is part of future work.
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I. INTRODUCTION

FOLLOWING a succesfull ”mini-drones” competition
organized by Onera (the French Office National

d’Etudes et de Recherches Aéronautiques) in 2007, the or-
ganization decided to continue on its élan by launching
a second inter-university competition for the design and
the development of small airborne observation platforms
or MAVs in cooperation with the French Ministry of De-
fense DGA (Délégation Générale de l’Armement), which
commenced in 2007 and is due to end in 2009. The goal of
the competition comprises in short : find platforms useful
for military purposes, directly or indirectly, by developing
new and diverse technologies and by taking best of worlds.
The platform must pass several milestones showing e.g.
autonomous takeoff and landing, sufficient stability in per-
turbed atmospheres (gusts, steady wind), etc. Thanks to a
successful collaboration in a similar framework in the past,
Université Libre de Bruxelles (ULB) was contacted by
Ecole des Mines d’Alès (France) to join the competition.
It was then decided to use a Rotor Wing UAV (RUAV)
configuration, based on a former design (Ema’tador, [1])
but smaller in size with only one rotor placed in a duct
and with movable blades for control (Fig.1). The disci-
plines discussed in the subsequent sections are : rotor and
propulsion, aerodynamic design, structure and mass & bal-
ance, flight control system and finally data transmission
and camera. Each discipline will be described briefly. It is
obvious that the operational ability of the RUAV not only
depends on the successes made in several disciplines, but
also by their capability to work as a whole system.

Fig. 1. The Dulbema RUAV with bare duct.

II. ROTOR AND PROPULSION SYSTEM

RUAV design is larded with trade-offs between several
parameters. First, the mission must be specified impos-
ing directly minimum payload specifications, in this case
a well performing camera, which has to navigate itself au-
tonomously to targets of interest. Also, maximum dimen-
sions (transportability) and minimum performance char-
acteristics must be set. All these parameters affect the
mass of the RUAV and its power consumption, thus also
define the rotor geometry and the propulsion system in
general (i.e. motor, gearbox, batteries). Since an inter-
nal combustion engine makes lots of noise and heat, pro-
duces greasy and camera obscuring smoke and introduces
sufficient vibrations to the structure, all of which harming
the operational effectiveness, an electrical brushless mo-
tor was selected, powered by high performance Lithium-
Polymer batteries. The difficulty here is finding an en-
ergy efficient synergy between rotor, motor and batteries,
all having their own optimum efficiencies while making a
gearbox obsolete, which leads to a lower Empty Weight.
From the experience gained with the Ema’tador project,
one learnt that designing a rotor is a time consuming and
complex business. As the prove of flight of the concept
was a key requirement, the decision was made to reduce
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Fig. 2. The selected propulsion system components.

the platform’s complexity using an off-the-shelf model air-
craft propeller. The selection was eased using a software
program Motocalc. The program allows studying a com-
bination of several engine and propeller configurations.
The result of the study is a two bladed Menz 16/8 aircraft
propeller driven by a Scorpion S4020-12 brushless motor.
The energy comes from 4 ThunderPower LiPo batteries of
3850 mAh each. Plate 2 gives an overview. During flight,
the batteries are discharged. This causes a drop of the bat-
tery voltage (Fig.3). The maximum performance of the
RUAV depends strongly on the maximum thrust of the ro-
tor. The maximum thrust of the rotor is in turn a function
of the maximum rotor speed, which is proportional to the
maximum voltage applied to the engine. Since this volt-
age decreases with time while the battery is discharged, the
performance envelope of the RUAV gets narrower, a prob-
lem becoming critical when appealing on the last 10% of
the battery capacity. Therefore each flight should be pre-
ceded by a meticulous evaluation of the mission in order
to maximize the chances of recovering the platform. Ta-
ble I gives a summary of some technical figures concern-
ing the propulsion system. Future research will address
the development of a new optimized rotor with the aid of
CFD (Fine/TurboT M of Numeca Int.) with special atten-
tion given to the interaction between duct and rotor.

III. AERODYNAMIC DESIGN

A real challenge with this type of RUAV is dimen-
sioning all components such that they perform well aero-
dynamically within the constraints set by, inter alia, the
propulsion system1 and mass & balance limits2. The
RUAV must operate in hover and in translational flight
with angles of attack ranging from 0◦ to 180◦ (i.e. de-
scent), and this at various speeds and atmospheric condi-
tions [2]. A duct can improve the thrust-to-power-ratio of
the rotor [3], but a bad rotor integration causes just the
opposite [4]. Considering a flawless integration of the ro-

1By omitting for example the gearbox, the rotor must work at rela-
tively high and variable angular velocities.

2E.g. it will be explained in Section IV that the center of gravity must
be positioned as high as possible with respect to the control blades.

Fig. 3. LiPo battery cell voltage variation with output
capacity (source ThunderPower Batteries Inc.).

TABLE I
PROPULSION SYSTEM COMPONENT PARAMETERS

Brushless motor
Scorpion S4020-12

Pmax, Cont. (W) 1500
Kv (RPM/V) 542
Imax (A) 85
Rm (Ω) 0.020
mass (kg) 0.304

Lithium polymer batteries
Thunder Power TP3850-3SXV

Capacity/unit (mAh) 3850
Cells/unit (-) 3
Unit voltage (V) 11.1
Mass/unit (kg) 0.384
Units installed aboard 4 (2x2)

Propeller
Menz 16/8

Diameter (m) 0.4064
Pitch (m/rev) 0.2032
Installed thrust (N) 43
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tor with disk area AR in the duct with exit area Ae, then
one would observe for a given lift an induced ducted-to-
unducted rotor power ratio given by [3] :

Pi,ducted

Pi,unducted
=

1√
2ad

(1)

where,

ad =
Ae

AR
(2)

Equation 1 clearly shows that a value for ad larger than
unity reduces the rotor induced power. [5] explains that a
ducted rotor becomes particularly interesting when used
for stationary flight, an important phase in the mission
specifications typical for RUAVs. Though beneficial, the
models neglect interference losses (rotor-duct and rotor-
fuselage3), the effects of the duct lip radius, the duct chord
length, the duct profile thickness, and the air flow condi-
tions. Therefore, wind tunnels tests are necessary which
are above all required to improve and validate the, in most
cases, less costly CFD calculations. Thanks to this ap-
proach, an appropriate profile with corresponding dimen-
sions and angle settings can be found for the duct, rotor and
control blades (example in Fig.4). Full scale wind tunnel
tests will also serve as an aid to determine critical values
for the flight control model. Some general aerodynamic
characteristics are given in Table II.
The use of a ducted rotor with flight controllability ob-
tained by blades put below the rotor requires a detailed
aerodynamic study. On Figure 5, one can distinguish two
rows of blades. The upper blade row serves as anti-torque
mechanism, used to compensate the torque put by the elec-
tric motor on the structure, but also vouches for sufficient
yaw control. The blades have flaps on the trailing edge
(Fig.6), which is mandatory to gain acceptable levels of
controllability. The lower row of symmetrical blades en-
ables pitch and roll control. Since the exerted forces on the
lower part of the airframe are less important, it was possi-
ble to give these blades a variable angle of incidence. Sev-
eral blade profiles were examined with Xfoil. The blade
chord dimensions for both blade rows depend strongly on
the required rotor power and aerodynamic characteristics
of the duct, but they are also particularly sensitive to the
position of the centre of gravity. Remark that for the lower
row, a biplane configuration has been selected.

IV. STRUCTURE AND MASS & BALANCE

Needless to say that the use of high quality compos-
ite materials is mandatory when pursueing a stiff and
lightweight structure. High stiffness allows the distance

3The outside torus wherein the rotor is installed is called duct, while
the center part in which the rotor and motor are integrated is called
fuselage.

Fig. 4. Relative speed orientation of the airflow near the
rotor and the anti-torque-blades (2D).

Fig. 5. Two blade rows must produce sufficient anti-
torque, pitch, roll and yaw control.

Fig. 6. The anti-torque blades are equipped with a trailing
edge flap.
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TABLE II
GENERAL AERODYNAMIC CHARACTERISTICS

Ratio of duct LE radius to rotor diameter (-) 0.11
Duct chord (m) 0.30
Duct profile thickness-to-chord ratio (-) 0.15
ad 1.1

between the rotor and duct to be minimized. This mini-
mization is somewhat tricky since on the one hand it in-
creases the possibility of an impact of the rotor with the
duct wherein the batteries are installed, but on the other
it is necessary to avoid detrimental aerodynamic interfer-
ence losses [4] [6]. Lowering the structural weight nor-
mally results in a lower power consumption - unless one
opts for a larger payload capability or more performance
-, which in turn makes the installation of a less powerful
propulsion system possible. The associated benefit is that
the engine and its peripherals such as the batteries will
be lighter, which again reduces the weight of the struc-
ture. Another important parameter is the position of the
center of gravity relative to the rotor and the duct suspen-
sion planes since it influences the inertial forces exerted
on the platform, the required aerodynamic forces to gain
controlled flight and thus the necessary structural strength
and associated weight [7]. The higher the center of gravity
is positioned, the more control authority will be obtained,
but one should avoid doing so by lengthening the duct and
fuselage since this increases the weight of the platform,
which is an unwanted effect for reasons explained before
(Fig.7). The best way to comply with this condition is by
installing the heaviest parts such as the batteries in the up-
per part of the platform.
Thorough FEM calculations in Solidworks allow optimiz-
ing the structure (Fig.8), while modal analysis will allow
the rotor to work at frequencies sufficiently remote from
the critical frequencies. Besides the use of carbon com-
posites for the duct and fuselage skin, balsa wood was
selected for the ribs of the control surfaces and the duct
(Fig.9), while glass fiber reinforced plastics assure ade-
quate strength for the installed landing gear.

V. FLIGHT CONTROL SYSTEM

Key elements of the flight control system are the iner-
tial reference unit (IRU) and the control-electronics. These
components must determine the position of the RUAV with
respect to the earth coordinate system, steer the RUAV to-
wards the selected waypoints and targets and keep a bal-
anced flight at all times (including takeoff and landing).
This is done with the aid of a GPS receiver, accelerome-

Fig. 7. Sufficient distance between the center of grav-
ity (G) and the application points of the control blade
forces must be strived for.

Fig. 8. The balsa ribs are fixed on PMMA rings (test con-
figuration). Each ring is a critical part : it keeps the
rather heavy batteries in place and guarantees the cir-
cular shape of the duct.

ters, an electronic compass and gyroscopes, all integreted
in the IRU, installed in the fuselage of the RUAV. The IRU-
signals enter an in-house made controller wherein conse-
quently software determines the propeller angular veloc-
ity and the required angle settings of the control blades,
brought in position via servos installed in the fuselage,
and eventually used to control the position of the aircraft
(Fig.10). Table III summarizes technical information of
the IRU unit. The IRU unit should normally be installed in
the center of gravity, which requires a detailed CAD ana-
lysis. In order to electrically uncouple the flight control
system as from the propulsion system, a separate battery
pack is foreseen in the fuselage.
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TABLE III
MTI-G INERTIAL REFERENCE UNIT

GPS

Receiver type 16 channels, L1 frequency, C/A code
GPS Update Rate (Position / Velocity) 4Hz / 120Hz
Accuracy Position SPS 2.50 m
Maximum altitude 18 km
Maximum velocity 515 m/s

Interfacing

Digital RS-232
Operating voltage 4.5-30 V
Power consumption 540 mW

General data

Dimensions (WxDxH) 58x58x33 mm
Mass 68 g
Ambient temperature operating range -20 . . . 55◦C

Fig. 9. Extensive use of balsa wood helps to reduce the
weight significantly.

VI. DATA TRANSMISSION AND CAMERA

Besides the requirement that the RUAV must be able
to fly its mission autonomously at all times, a live video
stream must be guaranteed to enable the operator to in-
spect the (pre)determined targets, while a flight command
data link must assure the ability to instantly modify or can-
cel parts of the flight plan. The live video stream under-
goes special filtering to stabilize the image, even when a
high optical zoom is selected. This capability allows the

Fig. 10. MTi-G IRU (orange box) and circular print
plates upon which CPUs will be soldered. The circu-
lar shape of the print plates increases the useful area
available for the electronic components and facilitates
the installation and fixation when placed in the cylin-
drical fuselage.

operator to recognize targets more easily, which increases
the efficiency of the platform and probably its operational
range (more flying time, less detecting time). The cam-
era will be installed in the belly of the fuselage and is fed
by the flight control system battery pack. A sophisticated
mechanical system allows the camera to pitch horizontally
and vertically (Fig.11). Table IV gives an overview of typ-
ical characteristics of the camera.
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TABLE IV
CAMERA SPECIFICATIONS

SONY FCB-IX11AP Camera

Image sensor 1/4 type Exview HAD CCD
Effective pixels 440 000
Lens optical zoom 10x
Lens digital zoom 4 x
Minimum illumination 1.5 lux
Video output PAL
Operating temperature 0 . . . 50◦C
Power consumption 1.6 . . . 2.1 W
Supply voltage range 6 . . . DC 12V
Mass 95 g
Dimensions (WxHxD) 39.3x44.8x65 mm

Fig. 11. A powerful lightweight camera installed on a
flexible platform makes a perfect combination.

VII. CONCLUSIONS AND PERSPECTIVES

Until now, only flight tests at slow horizontal speeds
and hover were performed but without the flight control
system incorporating the IRU (Fig.12). Piloting the he-
licopter manually remains a demanding job for the pilot
because of the severe coupling between the pitch, roll and
yaw axes. This clearly proves that a sophisticated flight
control system will be indispensable. Wind tunnel tests
evaluating a broad flight envelope are due anytime soon,
which will allow to examine and expand the flight enve-
lope of the RUAV considerably and in a safe way, directly
or indirectly via CFD. As a consequence of the chosen
RUAV concept, better hover performance can be achieved
thanks to the installation of a duct, however it was shown
that then the aerodynamic and structural design are heav-
ily interrelated. Also, special attention was given to the
fact that the position of the center of gravity significantly
affects the aerodynamic and structural design parameters

and should therefore be closely monitored with the aid of
a CAD program. Although not yet apt to fly autonomously,
the Dulbema is on the verge of exploring its potential.

Fig. 12. Hover flight without the installation of the com-
plex and expensive IRU-equipped flight control sys-
tem.
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Abstract—To predict the performance of a travelling wave
linear piezoelectric actuator, the deformations of the beam
through which the wave propagates is modelled via a rigid-
multibody approach: the beam is considered as a succes-
sion of rigid segments linked by revolute joints with a given
stiffness. Contrary to a finite-element modelling of the
beam, this finite-segment model enables faster simulations
and moreover an easier implementation of the contact model
between the beam and a slider moving on it. In this work,
it has been proposed to interpolate in a smooth manner be-
tween the positions and velocities of the rigid segments in
order to smooth the contact model and therefore avoid nu-
merical discontinuity problems. The simulation results are
very promising and an accurate identification of the model
parameters with the experimental results of a prototype will
allow us to optimize the performance of the actuator.

Keywords— piezoelectric actuator, linear piezomotor,
finite-segment modelling, multiphysic modelling.

I. I NTRODUCTION

T
RAVELLING wave linear piezoelectric actuators use
the limited deformations of piezoelectric ceramics

to produce linear displacements of large amplitude. The
working principle of these actuators is the following: when
a travelling wave propagates through a beam, each mate-
rial point on the beam surface describes an elliptic motion.
Therefore, when a rigid slider is placed in contact with the
beam, these material points successively enter into contact
with the slider and transfer to it, by friction, a motion in a
direction opposite to that of the travelling wave.

Obviously, the effective generation of a travelling wave
is the key point for the efficiency of the driving system.
There exist two main ways of generating such a travelling
wave in a finite-length elastic beam.

The first one consists in locating two piezoelectric actu-
ators at both ends of the beam. One is used to generate a
wave while the other is used to absorb it in order to pre-
vent the appearance of standing waves due to the reflec-
tion. However, in practice, it is difficult to find the right
impedance of the absorbing actuator because it varies with
the load, the temperature and the frequency (see [5]).

Another way of generating a travelling wave consists in
using two piezoelectric actuators located at a specific dis-
tance from the tips of the beam. These distances are cho-

sen in order to preferentially excite two similar standing
waves space-shifted and time-shifted of a quarter period,
their superposition producing a travelling wave [3]. The
main advantage of this method is its easiness. For instance,
the motion direction can be reversed by simply changing
the phase shift from 90◦ to -90◦. Nevertheless, it does not
work at a resonant frequency of the beam, the amplitude of
oscillations being therefore severely limited. In this work,
this second method is implemented.

One of the main issues of this linear actuator system
is how to model the friction contact between the flexible
beam and the slider. The behaviour of the flexible beam
can be simulated using analytical or finite-element models
but these approaches cannot easily deal with the contact
model when simulating the displacement of the slider on
the beam [1]. This is why a model for a travelling wave lin-
ear piezomotor has been developed using a finite-segment
multibody approach (see [2]) combined with an interpola-
tion smoothing technique to solve the geometrical contact
problem. The kinematic and dynamical equations of this
model have been automatically generated using theRobo-
tran c© software, which provides the equations in a sym-
bolic form using recursive algorithms [4]. The generated
code is thus compact and efficient for simulations of large
systems such as the finite-segment formulation used here.

In the following, the multibody model of the flexible
beam and its interaction with the slider are first described.
Then, the simulation results of the slider displacement on
the beam are presented. Finally, some prospects will given
in conclusion.

II. M ULTIBODY MODEL

The finite-segment model itself is described first before
giving the details of the contact model between the beam
and the slider.

A. Finite-Segment Model of the Flexible Beam

As proposed in [2], the basic idea of this multibody
model is to consider the beam as a succession of small
rigid segments. To model the bending motion of the beam,
these segments are linked by revolute joints with stiffness
parameterki j between two segmentsi and j (see Fig. (1)).
It is also possible to consider structural damping effects
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ki j
i j

Fig. 1. Finite-segment model

via lumped dashpots. The stiffness parameterki j is given
by:

ki j =
2EiE j Ii I j

Ei I j l j +E j Ii l i
, (1)

whereEi andE j are the Young’s moduli,Ii andI j are the
geometrical moments of inertia of the cross-sections,l i and
l j are the lengths of the respective segments. In this case
of identical segments, Eq. (1) reduces to:

ki j =
E I
l

, (2)

whereE = Ei = E j , I = Ii = I j andl = l i = l j .
The formalism chosen to model the multibody system

uses relative generalized coordinatesq to describe the rel-
ative joint variables between each body. To simulate the
multibody system, the equations of motion are integrated
after the reduction of the differential-algebraic equations
using theCoordinate Partitioning method[6]. This par-
titioning between independent and dependent coordinates
must be carefully performed since it may greatly affect the
behaviour of the integrator in the case of closed-loop sys-
tems with long kinematic chains. The finite-segment ap-
proach provides excellent results for such a system with
small deformations: the results of modal analysis are very
close to the analytical solutions even for higher normal
modes, providing that the number of segments is sufficient.
For example, it has been shown in [1] that 49 segments are
needed to obtained the right frequency of the 22nd mode
(4467 Hz) with a good accuracy (relative error less than
1%).

B. Friction Contact Model

The main advantage of the multibody formulation of
this system is to be able to consider pretty easily the fric-
tion contact between the beam and a slider moving over it.
Computing the contact force at a given instant requires:
• finding the contact point or contact surface;
• determining the constitutive law applying the contact
force to each body.
In this preliminary model, it is assumed that the slider is a
point with massms and the chosen constitutive law of the
tangential dry friction forceF has the following form:

F = −µ ms g tanh
(

K
(

q̇slider
t − q̇beam

t

))

, (3)

whereµ is the coefficient of kinetic friction,g is gravity,
q̇slider

t andq̇beam
t are, respectively, the velocity of the slider

êt

~vp

Fig. 2. Spline interpolation of the contact surface of the
beam

and the velocity of the beam, along the tangential direc-
tion with respect to the beam, andK is the slope of the
hyperbolic tangent at origin. Coefficientsµ andK will be
identified experimentally.

Since the beam is modeled as a succession of rigid seg-
ments, the contact line is thus piecewise linear with a dis-
continuous tangential velocity and may lead to numerical
difficulties, like in the case of cam-follower contact mod-
elling [7]. Therefore, it is proposed here to make the shape
and the slope of the beam continuous when determining
the contact point and the tangential direction. A possibil-
ity is to use a spline interpolation between the upper-corner
point positions of each segment as shown in Fig. (2). As-
suming that the slider always remains on the beam, the
contact point is therefore taken at the longitudinal coordi-
nate of the slider on the correct spline section. The tan-
gential velocity of the beam ˙qbeam

t = ~vp · êt (see Fig. (2) is
also computed thanks to a spline interpolation on the joint
point velocities projected along the tangential direction.

III. S IMULATION

In order to produce a travelling wave, the piezoelectric
actuators must vibrate at a given frequencyf and must
be located at a given distanced from both ends of the
beam as explained in [1]. In this example, since the beam
is made of aluminum and is 500 mm long, 20 mm large
and 1 mm thick, the corresponding values off andd are:
f = 4276 Hz andd = 11.6 mm. For this frequency, 49
segments are sufficient to obtain a reasonable accuracy on
the closest normal frequencies as explained in [1].

As a first result (see Fig. (III) and Fig. (III)), the dis-
placement of the slider was simulated from 0 to 1 mil-
lisecond, considering only the tangential contact force act-
ing on the slider by a segment of the beam. The slider
is assumed to stick to the spline-interpolated beam. Fig-
ure (III) shows that the slider moves from the center
of the beam (longitudinal position = 0 m) towards the
left (negative position). Its mean longitudinal velocity is
1.5 cm/s. In Fig. (III), it is observed that the tangential
contact force varies abruptly between its saturation values
of ±2 · 10−3 N, according to Eq. (3). However its mean
value is negative as is the mean tangential velocity of a
beam surface contact point.
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Fig. 3. Simulation results of slider trajectory from 0 to 1
ms when the beam is excited at 4276 Hz
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Fig. 4. Simulation results of the tangential contact force
on slider when the beam is excited at 4276 Hz

IV. CONCLUSION AND PROSPECTS

This paper presents a rigid-multibody modelling ap-
proach to simulate the behaviour of a linear piezoelec-
tric actuator made of a flexible beam. With respect to
a finite-element modelling approach, this method is less
time-consuming and enables a pretty easy implementation
of a contact model between the beam and a slider body
moving on it. This contact model has been implemented
with a smoothing interpolation of the contact line to satisfy
the real physical system geometry and to avoid numerical
difficulties. The simulation of this model has shown very
promising results to predict the displacement of the slider.
A particular attention has been paid to time-integration ac-
curacy and efficiency.

To refine the model, multiple contact points between
the beam and the slider will be considered, as should be
the case. The design of a prototype will also be made to

identify the model parameters with the experimental re-
sults. Another improvement will be the implementation
of an electromechanical model of the piezoelectric actua-
tors themselves, called Mason’s model [8]. This will lead
to a full integrated multiphysics model of the system, in-
cluding the multibody model of the beam, the electrome-
chanical model of the piezoelectric actuators and a con-
troller model. Thanks to simulations of this multiphysic
model after identification with the experimental prototype,
the slider motion could be predicted and the actuator per-
formance could be optimized.
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Abstract— In this paper we study a Hamiltonization procedure for me-
chanical systems with velocity-depending (nonholonomic) constraints. We
first rewrite the nonholonomic equations of motion as Euler-Lagrange
equations, with a Lagrangian that follows from rephrasing the issue in
terms of the inverse problem of Lagrangian mechanics. Second, the Leg-
endre transformation transforms the Lagrangian in the sought-for Hamil-
tonian. As an application, we compare some variational integrators for the
new Lagrangians with some known nonholonomic integrators.

Keywords— nonholonomic systems, Lagrangian and Hamiltonian for-
malism, inverse problem, geometric integration.

I. INTRODUCTION

MANY interesting mechanical systems are subject to ad-
ditional velocity-dependent (i.e. nonholonomic) con-

straints. Typical engineering problems that involve such con-
straints arise for example in robotics, where the wheels of a mo-
bile robot are often required to roll without slipping, or where
one is interested in guiding the motion of a cutting tool.

The direct motivation for our paper [2] was to be found in in-
teresting results that appeared in [3], where the authors propose
a way to quantize some of the well-known classical examples of
nonholonomic systems. On the way to quantization, the authors
propose an alternative Hamiltonian representation for those non-
holonomic systems. However, the “Hamiltonization” method
introduced in [3] can only be applied to systems for which the
solutions are already known explicitly.

Nonholonomic systems have a more natural description in the
Lagrangian framework. In [2], we explained how one can as-
sociate to the nonholonomic equations of motion a family of
systems of second-order ordinary differential equations and we
applied the conditions of the inverse problem of the calculus of
variations on those associated systems to search for the existence
of a regular Lagrangian. (The inverse problem of the calculus
of variations deals with the question of whether or not a given
system of second-order differential equations is equivalent with
the Euler-Lagrange equations of a yet to be determined regular
Lagrangian, see e.g. [12]). If such an unconstrained regular La-
grangian exists for one of the associated systems, we can always
find an associated Hamiltonian by means of the Legendre trans-
formation. Since our method only made use of the equations of
motion of the system it did not depend on the knowledge of its
explicit solutions.

A system for which no exact solutions are known can only be
integrated by means of numerical methods. In addition to the
above mentioned application to quantization, our Hamiltoniza-
tion method may also be useful from this point of view. Numer-
ical integrators that preserve the underlying geometric structure
of a system are called geometric integrators. A geometric inte-
grator of a Lagrangian system uses a discrete Lagrangian that re-
sembles as much as possible the continuous Lagrangian (see e.g.
[11]). On the other hand, the succes of a so-called nonholomic

integrator (see e.g. [4], [7]) relies not only on the choice of a
discrete Lagrangian but also on the choice of a discrete version
of the constraint manifold. It seems therefore reasonable that
if a free Lagrangian for the nonholonomic system exists, the
Lagrangian integrator may perform better than a nonholonomic
integrator with badly chosen discrete constraints.

In the next section we recall the set-up and the main results
of our paper [2]. In section III we compare some nonholonomic
and variational geometric integrators for a few of the classical
nonholonomic systems. In section IV, we indicate some ideas
on how we wish to extend the results of this paper.

II. A CLASS OF NONHOLONOMIC SYSTEMS

We will consider only a certain class of nonholonomic sys-
tems on Rn: We will assume that the configuration space of
the system is a space with coördinates (r1,r2,sα), that the La-
grangian of the system is given by the function

L =
1
2
(I1ṙ2

1 + I2ṙ2
2 +∑

α

Iαṡ2
α) (1)

and that the nonholonomic constraints are all of the form

ṡα =−Aα(r1)ṙ2. (2)

The nonholonomic equations of motion follow from d‘Alembert’s
priciple (see e.g. [1]). For systems in our class they are given by
the equations 

d
dt

(
∂L
∂ṙ1

)
− ∂L

∂r1
= 0,

d
dt

(
∂L
∂ṙ2

)
− ∂L

∂r2
= λαAα,

d
dt

(
∂L
∂ṡα

)
− ∂L

∂sα

= λα,

together with the constraint equations (2). After eliminating the
Lagrange multipliers by means of the constraints, one gets

r̈1 = 0,

r̈2 =−N2Kṙ1ṙ2,

ṡα =−Aαṙ2,

(3)

where N(r1) = (I2 +∑α IαA2
α)−

1
2 is related to the invariant mea-

sure of the system and K = ∑β IβAβA′
β
. with A′

β
= ∂r1Aβ.

Some basic examples of nonholonomic systems that lie in this
class are the following ones. The classic example of a nonholo-
nomically constrained free particle has a Lagrangian and con-
straint given by

L =
1
2
(
ẋ2 + ẏ2 + ż2) and ż+ xẏ = 0.
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A knife edge on a horizontal plane corresponds physically to a
blade with mass m moving in the xy plane at an angle φ to the
x-axis. Its Lagrangian and constraint are given by

L =
1
2

m(ẋ2 + ẏ2)+
1
2

Jφ̇
2 and ẋsin(φ)− ẏcos(φ) = 0.

Also the vertically rolling disk is an example in our class. The
assumption that the disk rolls without slipping over the plane
gives rise to nonholonomic constraints. Let R be the radius of
the disk. If the triple (x,y,z = R) stands for the coördinates of
its centre of mass, ϕ for its angle with the (x,z)-plane and θ for
the angle of a fixed line on the disk and a vertical line, then the
nonholomic constraints are of the form

ẋ = Rcosϕθ̇ and ẏ = Rsinϕθ̇.

The Lagrangian of the disk is

L =
1
2

M(ẋ2 + ẏ2)+
1
2

Iθ̇
2 +

1
2

Jϕ̇
2,

where I = 1
2 MR2 and J = 1

4 MR2 are the moments of inertia and
M is the total mass of the disk. For the vertically rolling disk N
is a constant and K = 0.

yO

z

x

C vC

θ

ϕ

1

Fig. 1. The vertically rolling disk

Finally, also the examples of the mobile robot with fixed orien-
tation and the two-wheeled carriage (see e.g. [8]) lie within our
class.

The equations of motion (3) are a mixed set of first- and
second-order differential equations. On the other hand, the
Euler-Lagrange equations

d
dt

(
∂L̃
∂q̇i

)
− ∂L̃

∂qi = 0

of a regular Lagrangian L̃ are second-order differential equations
(only) [The tilde in L̃ will always denote that the Lagrangian is
free, and that it should not be confused with the original La-
grangian L of the nonholonomic system.]. We therefore need
a way to associate a second-order system to our nonholonomic
system. One possible choice of doing so is the system

r̈1 = 0,

r̈2 =−N2Kṙ1ṙ2,

s̈α =−
(

A′α−N2KAα

)
ṙ1ṙ2.

(4)

The above second-order system has the property that its solution
set contains, among other, also the solutions of the nonholo-
nomic dynamics (3) when restricted to the constraints. Another
choice for an ‘associated system’ with the same property is e.g.

r̈1 = 0,

r̈2 =−N2Kṙ1ṙ2,

s̈α = (A′α−N2KAα)ṙ1

(
ṡα

Aα

) (5)

(no sum over α). It is clear, that there are in fact an infinite num-
ber of such associated second-order systems, but we will con-
centrate in this paper on the above two. For some other possible
choices, see [2].

Proposition 1: 1. There does not exist a regular Lagrangian
whose Euler-Lagrange equations are equivalent with the
second-order system (4) (for the classical examples cited
above).
2. The Euler-Lagrange equations of the Lagrangian

L̃ =
1
2

I1ṙ2
1 +

1
2N

(
C2

ṙ2
2

ṙ1
+∑

β

Cβ

ṡ2
β

Aβṙ1

)
(Cα 6= 0) (6)

are equivalent with the second-order system (5). If the invariant
measure density N is a constant, then also

L̃ =
1
2

I1ṙ2
1 +

1
2

I2ṙ2
2 +

1
2N ∑

β

aβ

ṡ2
β

Aβṙ1
(Cα 6= 0) (7)

is a regular Lagrangian for the system (5).
Proof: We give here only an outline of the method we’ve

used to prove the statements. For full details, see [2]. As-
sume we are given a system of second-order ordinary differen-
tial equations

q̈i = f i(q, q̇).

The search for a regular Lagrangian is known in the literature
as ‘the inverse problem of the calculus of variations’, and has
a long history (for a recent survey on this history, see e.g. [10]
and the long list of references therein). In order for a regular
Lagrangian L̃(q, q̇) to exist we must be able to find functions
gi j(q, q̇), so-called multipliers, such that

gi j(q̈ j− f j) =
d
dt

(
∂L̃
∂q̇i

)
− ∂L̃

∂qi .

It can be shown [6], [12] that the multipliers must satisfy

det(gi j) 6= 0, g ji = gi j,
∂gi j

∂q̇k =
∂gik

∂q̇ j ;

Γ(gi j)−∇
k
jgik−∇

k
i gk j = 0,

gikΦ
k
j = g jkΦ

k
i ;

where

∇
i
j =−1

2
∂q̇ j f i

and

Φ
k
j = Γ

(
∂q̇ j f k

)
−2∂q j f k− 1

2
∂q̇ j f l

∂q̇l f k.
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The symbol Γ stands for the vector field q̇i∂qi + f i∂q̇i that can
naturally be associated to the system q̈i = f i(q, q̇). Conversely,
if one can find functions gi j satisfying these conditions then
the equations q̈i = f i are derivable from a regular Lagrangian.
Moreover, if a regular Lagrangian L̃ can be found, then its Hes-

sian
∂2L̃

∂q̇i∂q̇ j is a multiplier.

The above conditions are generally referred to as the
Helmholtz conditions. They are a mixed set of coupled alge-
braic and PDE conditions in (gi j). We will refer to the penul-
timate condition as the ‘∇- condition,’ and to the last one as
the ‘Φ-condition.’ The algebraic Φ-conditions are of course the
most interesting to start from. In fact, we can easily derive more
algebraic conditions (see e.g. [5]). For example, by taking a
Γ-derivative of the Φ-condition, and by replacing Γ(gi j) every-
where by means of the ∇-condition, we arrive at a new algebraic
condition of the form

gik(∇Φ)k
j = g jk(∇Φ)k

i ,

where
(∇Φ)i

j = Γ(Φi
j)−∇

i
mΦ

m
j −∇

m
j Φ

i
m.

This (∇Φ)-condition will, of course, only give new informa-
tion as long as it is independent from the Φ-condition (this
will not be the case, for example, if the commutator of matri-
ces [Φ,∇Φ] vanishes). One can repeat the above process on
the (∇Φ)-condition, and so on to obtain possibly independent
(∇ . . .∇Φ)-conditions. A second route to additional algebraic
conditions arises from the derivatives of the Φ-equation in q̇-
directions. One can sum up those derived relations in such a
way that the terms in ∂q̇k gi j disappear on account of the symme-
try in all their indices. The new algebraic relation in gi j is then
of the form

gi jR
j
kl +gl jR

j
ik +gk jR

j
li = 0,

where
R j

kl = ∂q̇ j(Φk
i )−∂q̇i(Φk

j).

As before, this process can be continued to obtain more alge-
braic conditions. Also, any mixture of the above mentioned
two processes leads to possibly new and independent algebraic
conditions. Once we have used up all the information that we
can obtain from this infinite series of algebraic conditions, we
can start looking at the partial differential equations in the ∇-
conditions.

Let us now come back to the second-order systems (4) and (5)
at hand. The proof of the proposition relies on the fact that for
the first systems (4), the only matrices (gi j) that satisfy the first
few algebraic conditions must be non-singular. On the other
hand, the two Lagrangians for the system (5) follow from an
analysis of the Helmholtz conditions with carefully chosen an-
szatzes. For more details, see [2].

Remark that the Lagrangians are not defined for ṙ1 = 0, and
we will in general exclude the solutions with that property from
the further considerations in this paper. Any regular Lagrangian
system with Lagrangian L̃ can be transformed into a Hamilto-
nian one, by making use of the Legendre transformation

(qi, q̇i) 7→ (qi, pi =
∂L̃
∂q̇i ).

The corresponding Hamiltonian is then

H̃ = piqi− L̃.

Similarly, the Legendre transformation maps the constraints,
viewed as a submanifold of the tangent manifold, onto a sub-
manifold in the cotangent manifold.

Proposition 2: Using the Legendre transformation, the
Hamiltonian that corresponds to the Lagrangian (6) is given by

H̃ =
1

2I1

(
p1 +

1
2

N

(
p2

2
C2

+∑
β

Aβ

p2
β

Cβ

))2

.

The corresponding constraints are

C2 pα =−Cα p2.

If N is constant, the Hamiltonian that corresponds to the La-
grangian (7) is

H̃ =
1

2I2
p2

2 +
1

2I1

(
p1 +

1
2

N

(
∑
β

Aβ

aβ

p2
β

))2

,

and the constraints transform into

I2Nṙ1 pα +aα p2 = 0,

where ṙ1 = (p1 + 1
2 N ∑α Aα p2

α/aα)/I1.
In [2], [9] we explain how the above Hamiltonians can be

directly derived from Pontryagin’s Maximum principle.

III. GEOMETRIC INTEGRATORS

A. Set-up

As we explained in the introduction, there are now two ways
to compute a numeric approximation of a solution of a system
in our class: we can use either a nonholonomic integrator for
the original Lagrangian (1) and constraints (2) , or we can use a
variational integrator for one of the Lagrangians (6) and (7) we
have found in Proposition 1. Let us come to some details.

Geometric integrators are integrators that preserve the under-
lying structure of the system. In particular, variational inte-
grators are integrators that are derived from a discrete version
of Hamilton’s principle. From this discrete variational princi-
ple one obtains the so-called discrete Euler-Lagrange equations
as follows. For a mechanical system with Lagrangian L, one
needs to choose a discrete Lagrangian Ld(q1,q2) (a function on
Q×Q which resembles as close as possible the continuous La-
grangian). A solution q(t) is then discretised by an array qk
which are the solutions of the so-called discrete Euler-Lagrange
equations

D1Ld(qk,qk+1)+D2Ld(qk−1,qk) = 0. (8)

These integrators preserve the symplectic and conservative na-
ture of the algorithms. It is important to realize that a different
choice for the discrete Lagrangian may lead to a different ge-
ometric integrator. The presence of additional holonomic con-
straints (i.e. ‘integrable’ nonholonomic constraints) can be in-
cluded by introducing Lagrange’s multipliers.

On the other hand, for a nonholonomic integrator of a non-
holonomic system with Lagrangian L and constraints ωa(q)q̇a =
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0, we need to choose both a discrete Lagrangian Ld and discrete
constraint functions ωa

d on Q×Q. The nonholonomic discrete
equations are then{

D1Ld(qk,qk+1)+D2Ld(qk−1,qk) = (λk)aωa(qk),

ωa
d(qk,qk+1) = 0.

(9)

Usually, if Q is a vector space, one takes the discretization in
one of the following ways (for certain α and certain h):

Ld(q1,q2) = L
(

q = (1−α)q1 +αq2, q̇ =
q2−q1

h

)
,(10)

ω
a
d(q1,q2) = ω

a
i (q = (1−α)q1 +αq2)

qi
2−qi

1
h

. (11)

For the rest of the paper, we will concentrate on this discretiza-
tion procedure. There are, however, many more possibilities to
obtain a discrete Lagrangian and discrete constraints. For ex-
ample, one could take a symmetrized version of the above pro-
cedure and use discrete Lagrangians and discrete constraints of
the form

Ld(q1,q2) =
1
2

L
(

q = (1−α)q1 +αq2, q̇ =
q2−q1

h

)
+

1
2

L
(

q = αq1 +(1−α)q2, q̇ =
q2−q1

h

)
,

ω
a
d(q1,q2) =

1
2

ω
a
i (q = (1−α)q1 +αq2)

qi
2−qi

1
h

+
1
2

ω
a
i (q = αq1 +(1−α)q2)

qi
2−qi

1
h

.

Also, if the system is invariant under a symmetry group, it is
advantageous to construct the integrator in such a way that the
discrete system inherits as many as possible of those symmetry
properties, see e.g. [4].

The bottom line of the next sections is the following one. If a
free Lagrangian for the nonholonomic system exists, it seems
reasonable that the Lagrangian integrator may perform better
than a nonholonomic integrator with badly chosen discrete con-
straints. In the next sections, we will test this conjecture on a
few of the classical examples in our class: the vertically rolling
disk, the knife edge and the nonholonomic particle. It will be
convenient that for those systems an exact solution of the non-
holonomic equations (3) is readily available.

B. The vertically rolling disk

For the vertically rolling disk, we have (r1,r2,sα) =
(ϕ,θ,x,y). It is well-known that the solutions of the non-
holonomic equations with initial conditions uϕ = ϕ̇(0) 6= 0 and
uθ = θ̇(0) are all circles with radius R(uθ/uφ):

θ(t) = uθt +θ0, ϕ(t) = uϕt +ϕ0,

x(t) =
(

uθ

uϕ

)
Rsin(ϕ(t))+ x0,

y(t) = −
(

uθ

uϕ

)
Rcos(ϕ(t))+ y0. (12)

Let us put for convenience M = 1 and R = 1 and therefore I =
1
2 and J = 1

4 . With that the (nonholonomic) Lagrangian and
constraints are simply

L =
1
2
(ẋ2 + ẏ2)+

1
4

θ̇
2 +

1
8

ϕ̇
2, ẋ = cosϕθ̇, ẏ = sinϕθ̇.

We will first compute the solution of the discrete nonholonomic
equations (9) with the discrete Lagrangian (10) and the discrete
constraints (11). Second, since the vertically rolling disk is one
of those examples with a constant invariant measure density N,
we can choose a Lagrangian from the second type (7). The sim-
plest choice is probably

L̃ = 1/2
(

ϕ̇
2 + θ̇

2 +
ẋ2

cos(ϕ)ϕ̇
+

ẏ2

sin(ϕ)ϕ̇

)
. (13)

We now investigate the variational integrator of this Lagrangian,
where the discrete Lagrangian is given by (10). We will fix h
(changing it did not have a significant effect) and only concen-
trate on what happens if we keep α variable. In figure 2 we have

Fig. 2. Vertically rolling disk with α = 0.

plotted the situation for α = 0. For a given set of initial positions
(x0,y0,θ0,ϕ0,θ1,ϕ1) the other initial conditions were chosen in
such a way that the solution lies initially on the discrete con-
straint manifold, i.e. in such a way that

x1 = x0 + cosϕ0(θ1−θ0), y1 = y0 + sinϕ0(θ1−θ0).

Unlike the nonholonomic integrator (in grey with circle sym-
bols) the variational integrator (in black with cross symbols)
does not show a strong spiral-type solution but a circular path. It
is true, however, that the variational solution deviates from the
circle predicted by the initial conditions of the solution (12) (in
grey in figure 2). However, since any circle is determined by 3 of
its points, we can find a better match for the circle the variational
discrete solution follows by considering the outcome (xki ,yki) at
three different times and by solving the three equations

(xki −A)2 +(xki −B)2 = C2

for (A,B,C). If we do so, we obtain the matching circle (in dots)
in figure 3.

It is well-known that the energy

E =
1
2
(ẋ2 + ẏ2)+

1
4

θ̇
2 +

1
8

ϕ̇
2,
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Fig. 3. Vertically rolling disk: circular path.

is conserved along the solutions (12) of the nonholonomic equa-
tions of motion. In figure 4 we investigate the performance of
the two integrators on the energy function. The discrete version
of the energy is the function we get by substituting, as usual,
1/h(qk− qk−1) for q̇ in the function E above. The straight line
in figure 4 is the energy level predicted by the initial conditions.
It is clear that the variational integrator (with crosses) does a
better job than the nonholonomic one (with circles).

Fig. 4. Vertically rolling disk: the energy.

By construction the nonholonomic integrator conserves the
constraints and the variational integrator does not. Indeed, in fig-
ure 6 we have plotted the constraint ẋ−Rcos(ϕ)θ̇ = 0. Positive
is that, although the variational integrator does not conserve this
constraint, it reasonably oscillates around the zero level. More-
over, there is a method to fix this problem. We can introduce a
‘modified’ variational integrator which does conserve the con-
straints. This integrator considers the constraints as a constant
along the (nonholonomic) motion. That is, it will use the varia-
tional discrete Lagrange equations (8) for the variables θ and ϕ

(for the free Lagrangian L̃ given in (13)), but not the correspond-
ing equations for x and y. To get a full system of equations, we
supplemented this with the discrete constraints ωa

d(qk,qk+1) = 0
which can be written in terms of xk+1 and yk+1. Figure 5 shows
the modified integrator for α = 0 (with box symbols). The circle
in that figure is the one we had before, i.e. the one that matches
the variational integrator. It shows that the modified integrator

has the same circular behaviour as the variational integrator, and
on top, it keeps the constraints conserved, see the box symbols
on the zero level in figure 6.

Fig. 5. Vertically rolling disk: the modified integrator.

Fig. 6. Vertically rolling disk: the constraints.

Finally, figure 7 shows the effect of changing the parameter
α. The results for the variational integrator (in black with cross
symbols) remain accurate and more or less unchanged. For the
nonholonomic integrator (in grey with circle symbols) the ef-
fect of changing α is that the inward spiral becomes an outward
spiral. At some point (here α = 1/2) the variational and non-
holonomic integrator have the same accuracy.

Fig. 7. Vertically rolling disk with α = 1/3,1/2,1, repectively.

C. The knife edge

As was the case with the vertically rolling disk, also the so-
lutions of the knife edge form a circular path in the (x,y)-plane.
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Continuing the analogue with the previous example, the non-
holonomic integration (in grey with circle symbols) results in a
spiral, while the variational integration (in black with crosses)
follows more closely the circular path, see figure 8.

Fig. 8. The knife edge with α = 0

D. The nonholonomic particle

The function

L̃ =
1
2

ẋ2 +

√
1+ x2

2

(
ẏ2

ẋ
+

ż2

xẋ

)
is a free Lagrangian for the nonholonomic particle. In each of
the figures 9 and 10 the dashed black curve represents the exact
solution, the thick black the variational solution and the thick
grey the nonholonomic solution. The figures show that both the
variational method and the nonholonomic one do not give very
accurate solutions. However, changing the parameter α does
not seem to affect the variational solution as much as it does
the nonholonomic one. Indeed, the variational solution remains
more or less of the same accuracy for the different α-values. On
the other hand, the nonholonomic solution can be made more
or less accurate by changing α. It seems that the best accuracy
is reached somewhere in the neighbourhood of α = 1/3, but
how could one have guessed this beforehand? Remark also that
this value is not same as the the best choice we had found for
the nonholonomic integrator of the vertically rolling disk (where
α = 1/2 gave the best accuracy).

E. Preliminary conclusion

In each of the discussed examples the variational integra-
tor (with one of the Lagrangians (6) and (7) of proposition 1)
seemed to give better results than the known nonholonomic in-
tegrators. Unlike the outcome for the nonholonomic integra-
tor, the results for the variational integrator seemed to be inde-
pendent of or, at least, stable under changing the parameter α.
Needless to say, the results above are, of course, very partial
and are they are only intended to motivate further investigation
on this topic. For example, we need to check if more involved
discretization procedures, such as the ones mentioned at the end
of section IIIA demonstrate the same behaviour as the one we
have encountered so far.

Fig. 9. The nonholonomic particle: xy-, xz- and yz-solution with
α = 0.

IV. FURTHER SYSTEMS

The class of nonholonomic systems treated above is very re-
stricted. The reason is, of course, that the search for a solution
of the inverse problem of the calculus of variations (in the proof
of proposition 1) is too hard and too technical to be treated in
the full generality of a nonholonomic systems with an arbitrary
given Lagrangian and arbitrary given constraints. Also, since
there are infinitely many possible choices for the associated sys-
tems, it is not clear from the outset which one of them will be
variational, if any.

For these reasons, future extensions of the obtained results
will strongly depend on well-chosen particular new examples.
For example, we could try to find a free Lagrangian for a non-
holonomic system with a potential of the form V (r2). Typical
examples of such systems are the mobile robot with a fixed ori-
entation

L = 1
2 m(ẋ2 + ẏ2)+ 1

2 Iθ̇2 + 3
2 Jψ̇2−10sinψ,

ẋ = Rcosθψ̇, ẏ = Rsinθψ̇,

(an example that also appears in the paper [4]) or the knife edge
on an inclined plane, where

L =
1
2

m(ẋ2 + ẏ2)+
1
2

Jφ̇
2 +mgxsinα, ẋsinφ = ẏcosφ.

In more general terms, such systems have a Lagrangian of the
form

L =
1
2
(I1ṙ2

1 + I2ṙ2
2 + I3ṡ2)−V (r2)

and a constraint of the form

ṡ =−A(r1)ṙ2,
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Fig. 10. The nonholonomic particle: xy-solution with α =
0,1/5,1/3,1/2,2/3,4/5, respectively.

and we can we can consider associated second-order equations,
in a way that is analogous to the way we arrived at the second
system (5) before: They are now of the form

r̈1 = 0,

r̈2 = Γ2(r1)ṙ1ṙ2 + t2(r1,r2),

s̈ = Γ3(r1)ṙ1ṡ+ t3(r1,r2).

(14)

Remark that compared to the equations (5), the presence of the
extra potential brings the terms ti(r1,r2) into the picture. A first
result is the following.

Proposition 3: There does not exists a regular Lagrangian
for the second order systems (14).

Proof: As before, the proof follows from a careful anal-
ysis of the algebraic conditions which can be derived from the
Helmholtz conditions.

For systems with more than one constraint, the result is still
open. Remark that the proposition does not exclude the exis-
tence of an other variational ‘associated’ system.
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Abstract— Current modelling techniques only allow real-
time simulation of strongly simplified models of flexible
mechanisms. Both the number of degrees of freedom needed
to accurately describe flexibility as the DAE-character of the
system equations limit the computational efficiency. Body-
level model reduction such modal synthesis is typically used
to decrease the computational load of a simulation, but
this cannot fully meet the demands for real-time simula-
tion of flexible mechanisms. In this research, Global Modal
Parametrization, a model reduction technique initially pro-
posed for controller design for flexible mechanisms, is fur-
ther developed to speed up simulation of multibody systems.
The reduction is achieved by a system-level modal descrip-
tion, as opposed to the classic body-level modal description.
As the dynamics is configuration-dependent, the system-
level modal description is chosen configuration-dependent in
such a way that the system dynamics is optimally described
with a minimal number of degrees of freedom. Another nov-
elty is GMP-based simulation. In a numerical experiment,
simulation results for the original model equations are com-
pared with simulation results for the model equations ob-
tained after model reduction, showing a good match. The
approximation errors resulting from the model reduction
techniques are investigated by comparing results for differ-
ent mode sets. The mode set affects the approximation error
similarly as it does in linear modal synthesis.

Keywords— Non-linear Model Reduction, Flexible Multi-
body Dynamics, Global Modal Parametrization, Real-Time
Simulation

I. INTRODUCTION

BODY-LEVEL model reduction, e.g. linear modal
synthesis, is used extensively in flexible multibody

dynamics to efficiently represent the flexibility of a mech-
anism component. However, the resulting set of equations
is still a rather large set of differential-algebraic equations
(DAE). Both the DAE-character of the model equations,
and the number of degrees of freedom needed to accu-
rately represent flexibility, prohibit fast simulation of these
systems. There is however an increasing demand for real-
time and faster-than-real-time simulation of flexible multi-
body systems, such as in Hardware/Human/Software-in-
the-Loop and Model Predictive Control applications. For-
mulations based on relative generalized coordinates may
lead to efficient simulation tools [1] but the undesired

DAE-character remains for systems with kinematic loops.
Few techniques exist for system-level model reduction

of flexible multibody models. Most system-level model
reduction techniques for non-linear models build reduced
models based on data obtained from user-defined numeri-
cal experiments of the original unreduced model, e.g. tech-
niques based on neural networks [2] and techniques based
on projection on a fixed vector space [3]. The resulting re-
duced models only offer an accurate approximation in sce-
narios similar to the numerical experiments on which they
are based. For these techniques, a good approximation for
all possible states of the system requires many numerical
experiments and limits the computational efficiency of the
reduced model equations.

In this research, Global Modal Parametrization (GMP),
a model reduction technique for flexible multibody sys-
tems proposed by Brüls for controller design of flexible
mechatronic systems [4], is developed further for the pur-
pose of speeding up simulation of flexible multibody sys-
tems. The reduction of the model is achieved by projection
on a curvilinear subspace [5] instead of the classically used
fixed vector space. Using a fixed vector space for highly
non-linear systems requires the inclusion of many vectors
in the vector space to ensure the state-dependent domi-
nant dynamics of the system, i.e. the system’s dominant
eigenmodes and relevant static deformation patterns, are
spanned by the vector space for each state of the system.
The curvilinear subspace, however, is defined by impos-
ing the tangent space spans, exactly and only, the state-
dependent dominant eigenmodes, the rigid body modes
and low-frequency elastic eigenmodes, and the relevant
static deformation patterns. In this way, the dominant dy-
namics of a highly non-linear system can be represented
by a minimal number of coordinates.

The use of GMP for simulation purpose is validated in a
numerical experiment. Simulation results for the original
model equations are compared with simulation results for
the model equations obtained after the proposed model re-
duction methodology. The latter require much less degrees
of freedom to represent the studied dynamical phenomena
as compared to unreduced and body-level reduced models.
The approximation errors resulting from the model reduc-
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tion techniques are investigated by comparing results for
different mode sets.

II. MODEL REDUCTION BY PROJECTION ON

CURVILINEAR COORDINATE SYSTEM

Flexible mechanisms can be represented by means of
several modelling techniques, an overview can be found
in [6]. Each technique offers its distinct trade-off between
computational load and degree of approximation of sev-
eral (non-linear) effects. Irrespective of the type of gener-
alized coordinates used to represent a flexible mechanism,
the equations of motion of a (flexible) multibody system
can be written as a (non-linear) second-order DAE in terms
of its generalized coordinates q:

Mqq(q) q̈+hq(q, q̇)+V,q +Φ
T
,q λ = gq (1)

Φ(q) = 0 (2)

In these equations:
• q is a vector of the n generalized coordinates, the value
of q defines the configuration of the system.
• Mqq(q) is the configuration-dependent mass matrix.
• V,q is the gradient of the potential energy with respect
to q. Only potential energy due to structural deformation
is considered in this term. The generalized forces due to
other potential energy sources (e.g. gravity) will be taken
into account through the source term gq.
• gq denotes the generalized forces due to external loads
on a mechanical component.
• Φ(q) = 0 expresses m kinematic holonomic constraints1.
Its gradient ΦT

,q is assumed to be of full rank for all config-
urations q.
• λ is a vector of m Lagrange multipliers associated with
the constraints.
• Φ,q is the matrix of constraint gradients, ΦT

,q λ represents
the reaction forces and moments enforcing the constraints.
• hq gathers the centrifugal and Coriolis inertia forces
which are quadratic in q̇. Using the index summation con-
vention, we have

(hq)i = (Γqqq)i jkq̇ jq̇k (3)

where (Γqqq)i jk is:

(Γqqq)i jk =
1
2

(
∂(Mqq)i j

∂qk
+

∂(Mqq)ik

∂q j
−

∂(Mqq) jk

∂qi

)
(4)

The overal motion is decomposed into a large ampli-
tude rigid body motion qr and a small amplitude elastic
displacement q f .

q = qr +q f (5)

1Non-holonomic constraints are not considered in this work.

Both q and qr satisfy the constraint equations Eqn. (2).
qr represents a non-deformed configuration. qr will be fur-
ther referred to as the rigid body motion. The term V,q in
Eqn. (1) represents generalized forces due to elastic de-
formation. As only the elastic displacement q f results in
a change of the potential energy and as the small elastic
deformation allow a linearization around the undeformed
configuration qr, this term can be rewritten as:

V,q = Kqq(qr) q f +O(q f 2
) (6)

The number of rigid body degrees of freedom of the
multibody system is referred to as s. The rigid body mo-
tion can be represented by θ, which is a selection of s
coordinates out of the set of coordinates q. This repre-
sentation of the system inevitably leads to singularities in
the dead points corresponding to the coordinates θ. If the
system has dead points corresponding to the coordinates
θ, the analysis of the system should be limited to an area
in which this representation is valid, i.e. away from the
system’s dead points. It will further be assumed that this
is the case. The invertible, sufficiently continuous coor-
dinate transformation ρ, which maps θ to the rigid body
configuration qr, can be defined:

qr = ρ(θ) (7)

Its Jacobian ρ,θ(θ) can be interpreted as the matrix of
rigid-body modes Ψqθ(θ). Note that, for all values of θ and
away from the system dead points, this matrix has maximal
rank, its columns (the rigid-body modes) have finite length
and are continuous for varying θ. A vector is continuous if
all of its elements are continuous.

ρ,θ(θ) = Ψ
qθ(θ) (8)

The rigid body modes Ψqθ(θ) respect the constraint
equations by definition:

Φ,q Ψ
qθ ≡ 0 (9)

The degrees of freedom (DOF) q can be partitioned in:
• s rigid body DOFs θ

• ng constrained DOFs qg: the DOFs that don’t belong to
θ and on which an external loading will be applied during
the intended simulation
• the internal DOFs qi: the remainder of the DOFs

The elastic deformation q f is considered as a deviation
from the undeformed configuration qr, which can be rep-
resented by (n−m)− s independent coordinates δ̂ through
an invertible, sufficiently continuous coordinate transfor-
mation σ.

q f = σ(θ, δ̂) σ(θ,0)≡ 0 (10)
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q has to satisfy the constraint equations:

Φ(ρ(θ)+σ(θ, δ̂)) = 0 (11)

Linearizing around an undeformed configuration (θ, δ̂)=
(θ,0) and ignoring second order terms, results in:

Φ,q σ,δ̂(θ,0) = 0 (12)

Under the small deformation assumption, σ(θ, δ̂) can be
approximated linearly:

q f = σ,q(θ, δ̂) δ̂ = Ψ
qδ̂(θ) δ̂ (13)

Note that, for all values of θ and away from the dead
points, this matrix has maximal rank, its columns (the flex-
ible modes) have finite length and are continuous for vary-
ing θ.

Furthermore, q f can be approximated by projecting it on
a (configuration-dependent) vector space Ψqδ(θ). Ψqδ(θ)
is constructed as a subspace of Ψqδ̂(θ) for each config-
uration. In addition, for all values of θ and away from
the dead points, this matrix has to be of full rank, its
columns (the flexible modes) need to have finite length
and need to be continuous for varying θ. In order to
give a good approximation of the dynamics of the system,
Ψqδ(θ) should span the (configuration-dependent) domi-
nant, system-level, flexible eigenmodes and static defor-
mation patterns of the system for all values of θ. Several
possibilities for sets of modes are described by Craig [7]
and satisfy the demands on the mode set Ψqδ stated above
[5]. Brüls [4] selected the Hurty mode set. In this work, a
slightly different mode set will be used:

Ψqδ(θ) consists of:
• Ψqγ(θ): ng contraint modes Ψqγ which are the static
deformation patterns for a unit displacement at the con-
strained DOFs qg while the rigid body DOFs θ are kept
fixed.
• Ψqi(θ): all normal eigenmodes with an eigenfrequency
below a certain threshold with as boundary conditions:
rigid body DOFs θ kept fixed and constrained DOFs qg

kept free. The frequency threshold should be sufficiently
higher than the maximal frequency in the spectrum of the
excitation. In linear dynamics problems, this threshold is
usually defined as 1.5 to 2 times the highest frequency
in the spectrum of the excitation. Note that due to the
variable dynamics, the eigenfrequencies are configuration-
dependent. To consider inclusion of a certain eigenmode
in the mode set, one should look at the lowest value of the
eigenvalue for the range of configurations encountered in
the intended simulation.
Both deformation patterns are evaluated for an unde-
formed system at rest.

This results in the total mode set:

Ψ
qδ(θ) =

[
Ψqγ Ψqi

]
(14)

q f is thus approximated by:

q f = Ψ
qδ(θ) δ (15)

Using Eq. (5), Eq. (7) and Eq. (15) the parametrization
can be written as:

q = ρ(θ)+Ψ
qδ(θ)δ (16)

For the sake of overview, the modal degrees of freedom
are bundled in a vector of length nη:

η =
[

θ

δ

]
(17)

The differentiation of the parametrization leads to

q,η(θ,δ) =
[

Ψ
qθ(θ)+

∂Ψqδ(θ)
∂θ

δ Ψqδ(θ)

]
(18)

Introducing the parametrization in the model equations
Eq. (1-4) and bearing Eq. (12) in mind result in [4]:

Mηη(η) η̈+hη(η, η̇)+Kηη(η)η = gη (19)

with

Mηη = qT
,ηMqqq,η (20)

Kηη = qT
,ηKqq [

0 Ψqδ
]

(21)

gη = qT
,ηgq (22)

(hη)i = (Γηηη)i jkη̇ jη̇k (23)

The components of (Γηηη) are easily obtained from
Eq. (4) and Eq. (20):

(Γηηη)i jk =
∂qu

∂ηi

∂qv

∂η j

∂qw

∂ηk
(Γqqq)uvw +

∂qu

∂ηi

∂2qv

∂η j∂ηk
(Mqq)uv

(24)
In conclusion, one could say the essence of the model

reduction technique is twofold:
1. The rigid body dynamics are represented by a minimal
number of coordinates θ.
2. The flexibility of the system is approximated by only
considering the dominant (configuration-dependent) elas-
tic eigenmodes and static deformation patterns.
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This model reduction technique for flexible multibody
dynamics, Global Modal Parametrization (GMP), was pro-
posed by Brüls for non-linear controller design [4] and is
further developed in this research for speeding up simula-
tion.

III. USE OF GMP FOR SIMULATION

As both the parametrization of the rigid body posi-
tion and the superimposed flexible deviation respect the
constraint equations by definition (Eq. (9) and (12)),
the model equations become a set of ordinary differen-
tial equations instead of the original set of differential-
algebraic equations.

Furthermore, as the elastic deformation is approximated
by a limited set of configuration-dependent modes, the
number of degrees of freedom η is much smaller than
the number of initial coordinates q and Lagrange multi-
pliers λ. Adding an additional vector to the configuration-
dependent vector set Ψqδ(θ), and thus an additional DOF
to δ, 1) increases the cost for computing the vector set
Ψqδ(θ) and the assembly of the reduced model equations
Eq. (19) and (24), 2) increases the accuracy of the reduced
model equations as an approximation of the original model
equations and 3) increases the computational load for sim-
ulation of the reduced model equations. A trade-off has to
be defined by the user.

The reduced dimension of the problem, as well as the
switch from DAE to ODE, make the projected system
equations much cheaper to solve. However, assembling
the reduced system equations requires a considerable ef-
fort and can generally only be done numerically. The cost
of this assembly can outweigh the advantage of the small
resulting set of equations. However, as all elements of the
projected model equations are defined by smooth functions
using inputs that vary smoothly with θ, the elements of the
projected model equations are continuous themselves. If
these elements are calculated for a discrete set of configu-
rations θ(k) in a preparation phase, they can be calculated
by interpolation for any value of θ encountered during sim-
ulation. Increasing the number of discrete configurations
composing the database for interpolation 1) increases the
computational load during the preparation phase, 2) in-
creases memory requirements to store the database and 3)
decreases the interpolation error on the projected model
equation elements and the backtransformation. Again, a
trade-off has to be defined by the user. Linear interpolation
was used in this work for the sake of simplicity, though
other more advanced interpolation methods are likely to
give more accurate results. In real-time applications, at the
end of each time step the coordinates η need to be trans-
formed back to the coordinates q. This phase will further
be referred to as the back-transformation.

The splitting up of the process in a preparation and sim-
ulation phase is described in [5]. In the applications envi-
sioned in this research, such as real-time simulation, gain
in simulation speed during actual simulation justifies an
expensive preparation phase.

IV. NUMERICAL VALIDATION

The model reduction technique is applied to a system
consisting of a flexible beam undergoing an imposed mo-
tion through a fixed slider joint (see Fig. 1). As the flex-
ible beam moves through the slider joint, the slider joint
constraint is imposed on a changing location on the beam:
the connectivity and the dynamic properties of the system
change. The system properties of this 2-dimensional prob-
lem are summarized in table I. The slider joint is imposed
by enforcing zero displacement and rotation at the slider
location.

Fslider

è

Fig. 1. System used for numerical experiment

Length (m) 0.53
Cross-section (m2) 4.53E-4

Second moment of area (m4) 1.427E-8
Density (kg/m3) 7800

E (GPa) 210

TABLE I
SYSTEM PROPERTIES.

The beam has uniform properties and is modeled with
30 identical 2-noded beam elements, using cubic shape
functions to represent lateral displacement due to bending.
The rigid body coordinate θ is defined as the position of
the beam relative to the non-moving sliding joint (see Fig.
1). The imposed motion is a harmonic function, shown in
Fig. 2. The flexible beam is loaded at its end by a lateral
force (see Fig. 1). The loading is a smoothed step func-
tion, shown in Fig. 3. The loading increases harmonically
up to 0.2 s, and then levels out at its maximal amplitude.
Both imposed motion and loading were selected such that
high-frequency components in the input are limited. At
t = 0 the system is undeformed. Simulation results are
calculated for the original set of DAE’s Eq. (1-2) and for
the set of ODE’s obtained after projection Eq. (19), both
describing the configuration-dependent lateral dynamics.

The algebraic equations Eq. (2) of the initial DAE
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Fig. 2. Imposed motion through the slider
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Fig. 3. Loading at the tip of the beam

Eq. (1-2) impose the use of an implicit solver which it-
erates within each time step until all equations are satis-
fied up to a user-defined tolerance. Although the ODE-
character of the projected model equations also allows ex-
plicit solvers, the same implicit solver was used for simu-
lation of both model equations: the generalized-α method
[8]. The solver parameters were chosen as ρ∞ = 0.95 (a
small amount of numerical damping at high frequencies),
timestep h = 2e-5 s.

The convergence criteria for the original model equa-
tions were defined as:

abs
(
Mqq(q) q̈+hq(q, q̇)+V,q +Φ

T
,q λ−gq) < ε

q

(25)

abs(Φ(q)) < ε
Φ

(26)

All elements of εq were set to 1e-8 N (resp. Nm), whereas
those of εΦ were set to 1e-10 m (resp. rad). For a mean-
ingful comparison of the simulation results of the original

DAE and the projected model equations, the tolerance vec-
tor εq should be premultiplied analogously as the the orig-
inal DAE is, resulting in the following convergence crite-
rion:

abs(Mηη(η) η̈+hη(η, η̇)+Kηη(η)η−gη) < abs
(
qT

,ηε
q)

(27)

With these settings the convergence criterion on the orig-
inal dynamic equations Eq. (25) proved to be the more
critical one of both Eq. (25-26). One should conclude
that the simulation results of the projected model equa-
tions offer the same precision as the simulation results
of the original DAE for those modal degrees of freedom
which the reduced model can represent. Note that the sat-
isfaction of the constraint equation of simulation results of
the projected model equations, after back-transformation,
depends in the general case on the precision of 1) the
back-transformation calculated for a discrete set of con-
figurations in the preparation phase, 2) the interpolation
technique used in the back-transformation, and 3) the cal-
culated and interpolated modes satisfying the constraint
equations Eq. (12). In this case study, only the latter will
result in an error because the back-transformation is trivial.

Different configuration-dependent mode sets were in-
vestigated. In a first case, the mode set Ψqδ(θ) consisted of
only the first eigenmode: the first bending mode in which
the loaded part of the beam participates. This very limited
mode set was selected to clarify the approximation errors
of the method. Fig. 4 shows the time history of the lateral
displacement of the loaded end for both simulations: 1)
the unreduced model, i.e. the original set of DAE’s Eq. (1-
2) and 2) the GMP-reduced model, i.e. the set of ODE’s
obtained after projection on the configuration-dependent
mode set Eq. (19). The approximation error of the re-
duced model simulation results is shown in Fig. 5. Two
effects can be observed:
• The approximation error clearly shows a low-frequency
component indicating an overestimation of the static stiff-
ness. This is to be expected because the mode set is not
statically complete [7]. The modal description lacks a
static deformation pattern for the loaded DOFs, for this
case the loaded tip. A static input cannot be fully repre-
sented by this modal description Ψqδ(θ).
• The approximation error also has a high-frequency com-
ponent. The combination of input and non-linear effects
clearly dynamically excites eigenmodes of higher eigen-
frequency, which are not included in the modal description
Ψqδ(θ).

Adding a static deformation pattern to Ψqδ(θ) for the
loaded DOF gives a better approximation (see Fig. 6 and
7). The mode set Ψqδ(θ) becomes statically complete; The
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Fig. 4. Simulation results for the lateral displacement of the loaded end
full: original high-dimensional DAE, dashed: low-dimensional ODE obtained after GMP-reduction (1 eigenmode)
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Fig. 5. Approximation error for the lateral displacement of the loaded end (1 eigenmode)

low-frequency content of the approximation error is re- duced dramatically. The high-frequency component how-
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ever remains similar both in frequency content and magni-
tude; higher-frequency dynamics are still not ’captured’.

In a last case, the configuration-dependent mode set
Ψqδ(θ) consists of the first 2 eigenmodes in which the
loaded part of the beam participates. These are actually
eigenmodes 1 and 3 for the configurations encountered
during the specified imposed rigid body motion. The sec-
ond eigenmode is a bending mode in which the unloaded
part of the beam participates. This mode does not con-
tribute significantly to the total system response. The sim-
ulation results for this case can be seen in Fig. 8 and 9.
The effect of an additional eigenmode is 1) a decrease of
the low-frequency component of the error, and 2) a better
representation of the higher-frequency dynamics. Adding
more modes to the modal set increases the precision, but
also results in a higher computational load. A trade-off
has to be specified by the user. One can conclude that the
GMP-description gives a good precision, while only re-
quiring a very limited number of degrees of freedom.

V. CONCLUSIONS

A methodology has been proposed to use Global Modal
Parametrization, an existing model reduction technique,
for simulation purposes. This system-level model reduc-
tion methodology significantly reduces the number of de-
grees of freedom needed to accurately describe and sim-
ulate flexible multibody systems. The original degrees of
freedom are projected on a submanifold. The proposed
model reduction methodology is a system-level model re-
duction technique, as opposed to the classic body-level
model reduction. The resulting projected set of equations
is a low-dimensional set of ODE’s, which is considerably
cheaper to solve than the original high-dimensional set of
DAE’s. The assembly of the projected model equations is
done in an off-line preparation phase for a discrete number
of configurations of the system. During the actual simu-
lation, the elements of the projected model equations are
then obtained by cheap interpolation. The combined inter-
polation and solving of the projected model equations is
significantly cheaper than simulation of the original model
equations. In the applications envisioned in this research,
such as real-time simulation, gain in simulation speed jus-
tifies an expensive preparation.

The methodology is applied on a system with
configuration-dependent dynamics resulting from variable
boundary conditions: a flexible beam being clamped by
a sliding joint at a continuously changing location. This
numerical experiment shows the validity and the applica-
bility of the methodology to systems with configuration-
dependent dynamics, such as flexible multibody systems:
the proposed description gives a good precision, while
only requiring a very limited number of degrees of free-

dom. Different system-level mode sets are investigated.
The effect of the mode set on the approximation error is
explained and is similar to the effects of the mode set on
the approximation error in linear modal synthesis.

In future research, this model reduction methodology
will be applied to systems in which the configuration-
dependency of the dynamics results from large relative ro-
tations of bodies. The methodology will be implemented
in a compiled programming language to allow compari-
son with existing computer packages. Both in the pro-
posed model reduction procedure, as in the time integra-
tion solver, trade-offs between computational speed and
accuracy have to be defined by the user. These trade-offs
were not fully investigated in this research and will be ad-
dressed in the future.
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Fig. 6. Simulation results for the lateral displacement of the loaded end
full: original high-dimensional DAE, dashed: low-dimensional ODE obtained after GMP-reduction (1 eigenmode
+ 1 static mode)
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Fig. 7. Approximation error for the lateral displacement of the loaded end (1 eigenmode + 1 static mode)
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Fig. 8. Simulation results for the lateral displacement of the loaded end
full: original high-dimensional DAE, dashed: low-dimensional ODE obtained after GMP-reduction (2 eigenmodes)
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Fig. 9. Approximation error for the lateral displacement of the loaded end (2 eigenmodes)
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Abstract— The purpose of the present research relates to
the sensitivity analysis of road vehicle comfort and handling
performances with respect to suspension technological pa-
rameters. The envisaged suspension being of semi-active na-
ture, this implies first to consider an hybrid modeling ap-
proach consisting of a 3D multibody model of the full car –
an Audi A6 in our case – coupled with the electro-hydraulic
model of the suspension dampers. Concerning parameter
sensitivitie, the goal is to capture them for themselves –
and not necessarily for optimization purpose – because their
knowledge is of a great interest for the damper manufac-
turer.
An important issue of the research is to consider objective
functions which are based on complete time integrations
along a given trajectory, the goal being – for instance –
to quantify the sensitivity of the carbody rms acceleration
(comfort) or of the vehicle overturning character (handling)
with respect to suspension parameters. On one hand, the
accuracy of the various partial derivatives computation can
be greatly enhanced thanks to the symbolic capabilities of
our ROBOTRANmultibody program. On the other hand,
the computational efficiency of the process also takes ad-
vantage of the recursive formulation of the multibody equa-
tions of motion which must be time integrated with respect
to both the generalized coordinates and their partial deriva-
tives in case of the so-called direct method underlying sensi-
tivity analysis.

Keywords— multibody systems, sensitivity analysis, sym-
bolic generation, vehicle dynamics

I. INTRODUCTION

A. Research context

WITHIN the framework of our collaboration with the
Tenneco Automotive Company which develops car

suspension systems (MonroeTM dampers), it recently ap-
peared that the role or – more specifically – the precise
impact of suspension parameters on comfort and handling
performances needed to be better quantified. For instance,
in the course of a recent multibody modeling project with
Tenneco, it was shown by simulation that, among the 21
(!) suspension parameters they have to deal with, some
of them have – finally – no (or very little) influence on
specific dynamic performances of the car (an Audi A6 in
this case): this non-sensitive nature was, surprisingly for
us, a very fruitful result for them. As another more recent

example which relates to human subjective evaluation of
car performances, it is obviously an accepted fact that the
increase of the carbody roll motion has a negative effect,
while a decrease does not necessarily have a positive one!
This ”unilateral” observation – which results only from hu-
man perceptions – allows us to illustrate the context and
the purpose of the present research: the development of
a precise, robust and efficient method to quantify suspen-
sion parameter sensitivity for given parameter ranges and
specific car trajectories and excitations.

B. Problem formulation

The applications to be dealt with consist of modern
cars with multi-link suspensions equipped with various
possible morphologies of passive or semi-active hydraulic
dampers. Considering the complexity of such systems and
the fact that model validation is mandatory in such a col-
laborative research (see Fig. 1 for example), the model
must be sufficiently refined and accurate. It consists of a
3D multibody model of the car, which includes multi-link
suspension kinematics, wheel/ground force models issu-
ing from [5], and a dynamic model of the suspension’s hy-
draulic system [6] taking oil compressibility into account
(see Fig. 2). Such a model and its experimental validation
have previously been presented [8], the emphasis having
been placed on the way to obtain an hybrid multibody-
hydraulic model coupled at the equational level, without
resorting to co-simulation techniques.

For the present project, the relevant sensitivity anal-

Fig. 1. Model validation - Up: Audi A6 on the shaker,
Bottom: the MBS simulation (wireframe snapshot)

yses are already well defined in terms of parameters p
and objective functions f to be considered: typically the
former (p) denote suspension design parameters (orifice
section, pipe length, electro-valve current etc.); the lat-
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ter (ψ(p, t)) mainly concern rms – possibly filtered – ac-
celerations, mean dissipated power, carbody yaw or roll
rates etc., thus requiring a time integration from t0 → t
along prescribed trajectories (combining straight/curved,
smooth/uneven stretches of road, etc.).
Further to our previous experience in vehicle dynamics,
particular attention will be paid to the non-linear charac-
ter of the multibody-hydraulic equations, with respect to
both the generalized coordinates q and the envisaged pa-
rameters p, and to the computational cost of the objective
function sensitivity ∂ψ(p,t)

∂p . Indeed, the latter depends on
full trajectories (from t0 to t) and must be computed, not
only around a nominal parameter value pk, but for a range
pin f < pk < psup, that is: ∂ψ(p,t)

∂p |p=pk ,k = 1...n.
Rather than investigating new sensitivity methods, the em-
phasis will primarily be placed here on the problem for-
mulation, by tackling numerical/symbolic differentiation,
time integrator accuracy and computer efficiency, within
the framework of the so-called direct method [4].

II. SENSITIVITY ANALYSIS: FORMULATION

In our case, we formulate the multibody dynamic equa-
tions in terms of relative joint coordinates q for which
possible constraints must be satisfied at any time, as for
instance to ensure body loop closure (ex.: car multi-link
suspension mechanisms). The general formulation of the
equations of motion can be written as:

M(q,δ) q̈+ c(q, q̇, f ,δ) = Jt
λ (1)

h(q) = 0 (2)

ḣ(q, q̇) = J(q)q̇ = 0 (3)

ḧ(q, q̇, q̈) = J(q)q̈+ J̇q̇(q, q̇) = 0 (4)

where:
• M is the generalized mass matrix of the unconstrained
system;
• δ gathers the system parameters (dimensions, mass, in-
ertia, etc.) together;
• f (q, q̇,δ) represents all the – internal and external – con-
tributive forces and torques acting on the system;
• J ∆= ∂h

∂qt denotes the constraint Jacobian matrix;
• J̇q̇(q, q̇) is the quadratic term (expression in q̇iq̇ j) of the
constraints at acceleration level;
• λ represents the Lagrange multipliers associated with the
constraints.
As far as we are concerned, we have definitively opted for
the Coordinate Partitioning technique [1] in which the joint
coordinates q – as well as the constraint Jacobian matrix J
– are partitioned as follows:

q =
(

u
v

)
; J =

(
Ju

Jv

)
(5)

Fig. 2. Audi A6: ROBOTRAN multibody-hydraulic model
and time simulation

where u denotes the subset of independent coordinates and
v the subset of dependent coordinates. Based on this parti-
tioning, it is possible to solve the constraints at position1,
velocity and acceleration levels,

v = v(u) ; v̇ =−J−1
v Ju u̇ ; v̈ =−J−1

v
(
Juü+ J̇q̇

)
(6)

and to reduce the DAE system (1 – 4) into a pure ODE sys-
tem [7] witch can be synthetically written:

Mr(u,δ)ü+Fr(u, u̇, f ,δ) = 0 (7)

This ODE system constitutes the equations of motion of
the constrained multibody system described in terms of the
independent generalized coordinates u. Finally, by solving
this linear system (using for instance a Cholesky decom-
position of the reduced mass matrix Mr), the independent

1using an iterative Newton-Raphson algorithm: vk+1 = vk + ...
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accelerations ü can be explicitly computed:

ü = φ(u, u̇, f ,δ) (8)

At this point, it is worth mentioning that for any MBS con-
taining nonlinear constraints (ex. resulting from closed-
loops), ROBOTRAN is able to generate the explicit reduced
form (8) in a fully symbolic way, including the loop clo-
sure and the reduction process [2].
Thus for the explicit form (8), a unique function (in C,
Matlab, ect.), generated by ROBOTRAN, computes the ac-
celerations ü (and possible ”sub-products” such as the La-
grange multipliers λ and the dependent coordinates v, v̇, v̈)
according to Fig. 3. The input of such functions are:
• u, u̇: the generalized position and velocities (from the
previous time step for instance);
• δ, the system parameters;
• p, any parameter (or set of parameters) with respect to
which a sensitivity analysis is envisaged.

Fig. 3. Symbolic computation of the direct dynamics for
constrained MBS

Let us emphasize that from a pure computational point
of view, the availability of the explicit direct dynam-
ics in symbolic form (based on recursive formalisms) al-
lows us to simulate better than real time full car mod-
els with wheel/ground interactions and multi-link sus-
pensions, in the SIMULINK environment. This effi-
ciency, mainly due to the simplification capabilities of
the ROBOTRANsymbolic generator, obviously represents
an interesting ”starting point” for the proposed sensitivity
process, particularly costly computationally speaking.
In the multibody dynamic context, a typical objective func-
tion ψ(p) for sensitivity analysis – or optimization – pur-
pose (see [4], [3]) can be written as:

ψ(p) = G1(t1,u1, u̇1, p)+
∫ t1

t0
F(t,u, u̇, ü, p)dt (9)

in which:
• t0 and t1 are the initial and final simulation time;
• G1 refers to the final state (ex. the configuration at t1 of
a given body of the system);
• F depends on the dynamic behavior of the system in
the time interval [t0, t1], such as the rms vertical acceler-

ation of the car driver, the mean power dissipated at the
wheel/ground contact, etc.
For the general objective function (9), sensitivity analysis
consists in computing dψ

d p , that is:

dψ

d p
=

∂G1

∂u1 .
du
d p

∣∣∣∣
t1

+
∂G1

∂u̇1 .
du̇
d p

∣∣∣∣
t1

+
∂G1

∂p

+
∫ t1

t0

(
∂F
∂u

.
du
d p

+
∂F
∂u̇

.
du̇
d p

+
∂F
∂ü

.
dü
d p

+
∂F
∂p

)
dt

(10)

Let us first point out that in our case the only state variables
are the independent coordinates u (and u̇). Indeed, the re-
maining variables v (and v̇) have been eliminated from the
model during the reduction process (from the DAE (1 – 4)
to the ODE (7) or 8)), v and v̇ being expressed in terms of
u and u̇ according to the constraints solution.
Within expression (10), the unknown sensitivity matrices
du
d p(t), du̇

d p(t) and dü
d p(t) can be computed via the so-called

direct method [4] which consists in solving the differential
equations for sensitivity matrices simultaneously with the
equations of motion as explained here below.
Considering the semi-explicit form of the dynamic equa-
tions (7), any δp yields a small change in the system re-
sponse δu, δu̇ and δü and thus sensitivity matrices can be
calculated via the following equations in which, for sake
of simplicity, we have defined Γ(u, u̇, ü,δ) ∆= Mr(u,δ)ü +
Fr(u, u̇, f , p):

Mr.
dü
d p

+
∂Γ

∂u̇
.
du̇
d p

+
∂Γ

∂u
.
du
d p

+
∂Γ

∂p
= 0 (11)

This equation can be time integrated simultaneously with
the equations of motion (7). When using first order time
integration schemes, second order derivatives ü and dü

d p can
be gathered together to define a new auxiliary variable y:

y =
(

y1

y2

)
∆=
(

u
u̇

)
; ẏ =

(
ẏ1

ẏ2

)
∆=
(

u̇
ü

)
;

and similarly for the sensitivities up:

yp =
(

y1
p

y2
p

)
∆=

(
du
d p
du̇
d p

)
; ẏp =

(
ẏ1

p
ẏ2

p

)
∆=

(
du̇
d p
dü
d p

)
The global system reads:

ẏ1 = y2

ẏ2 = −M−1
r (y1, p)

(
Fr(y1,y2, f , p)

)
ẏ1

p = y2
p

ẏ2
p = −M−1

r (y1, p)

(
∂Γ

∂u̇
.
dy2

p

d p
+

∂Γ

∂u
.
dy1

p

d p
+

∂Γ

∂p

)
(12)
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which has the following suitable form for first order inte-
grators

ż = φ(z, t) where z ∆=
(

y
yp

)
As previously mentioned, the reduced mass matrix inver-
sion in (12b, 12d) will be advantageously replaced by a
Cholesky decomposition process.
The computational cost of the equations of motion (12b)
can be noticeably reduced by means of the symbolic gen-
eration underlying the ROBOTRANprogram (factor 8 to
10) and, additionally, by using the explicit formulation (8)
(fully symbolic generation) instead of the semi-explicit
one (7) (factor 2 to 4).

The main reason of the ”symbolic versus numerical”
benefit comes more from the recursive nature of the dy-
namic equations which is at the root of the recursive sym-
bolic elimination of useless equations in ROBOTRAN (see
Section III-B), than from the symbolic simplification of
expressions, obviously also performed by the program.

III. SENSITIVITY ANALYSIS: SYMBOLIC

COMPUTATION

A. Introduction

Considering now the sensitivity equations (12)d , our
goal is to generate them also symbolically. First of all,
it is worth noting that the complexity of these equations
mainly comes from the computation of the partial deriva-
tives ∂Γ

∂u̇ and ∂Γ

∂u for large multibody systems like those we
have to deal with (full car with 3D suspensions, full rail-
way vehicles, etc.) and for which the direct dynamics (12)b
is far from being trivial for symbolic programs. Moreover,
in the context of the Coordinate Partitoning process, the
computation of equations (12)d is also not trivial and the
associated complexity strongly depends on the availabil-
ity of the various elements; in particular, if the constraints
h(q) are solved at position, velocity levels in distinct pro-
cesses or ”subroutines” according to equations (6), the par-
tial derivatives of the dependent coordinates dv

d p and dv̇
d p will

be needed explicitly, as well as those related to the con-
straints and the Jacobian themselves, for the computation
of ∂Γ

∂u̇ and ∂Γ

∂u .
At position level for instance, we have to compute

dv
d p

=−J−1
v

∂h
∂p

which requires the explicit computation of the constraints
sensitivity ∂h

∂p . The same conclusion holds for constraints
derivatives.
For these reasons, the explicit fully symbolic formula-
tion (8) of the direct dynamics (see Fig. 3), is perfectly

suited to a recursive symbolic differentiation process di-
rectly applied to the output ü, to produce dü

∂p straightfor-
wardly. This is the purpose of the two next Subsections.

B. Recursive Symbolic Generation in ROBOTRAN

To clarify the following explanations, we name a recur-
sive scheme denotes any formalism (kinematic, dynamic,
direct, inverse, ...) written as one or more algorithmic
loops covering the kinematic chains of bodies. Typically,
the well-known Newton/Euler recursive formalism, which
underlies the ROBOTRAN symbolic generation of sys-
tem (1) for unconstrained systems, represents a recursive
scheme consisting of two algorithmic loops: one for the
forward kinematics, the second for the backward dynam-
ics [7].
To illusttrate the recursive nature of these formalisms, let
us consider, in the forward kinematics, the relation which
expresses the absolut angular velocity of a given body 3
with respect to body 2, its parent body in the chain:

ωωω
3 = ωωω

2 +φφφ
3q̇3 (13)

in which joint 3 is revolute along unit vector φφφ3. The ma-
trix form of this equation symbolically reads in the body 3
attached-frame {X̂3}:

OM13 = qd(3)+ OM12

OM23 = OM22*C3+OM32*S3 (14)

OM33 = -OM22*S3+OM32*C3

where OMij denotes the ith component of the jth body an-
gular velocity in frame {X̂j}, qd(j) denotes q̇ j and Cj, Sj
represent cos(q j),sin(q j) respectively.

In ROBOTRAN , each recursive equation of type (15),
once symbolically evaluated, is stored in a dynamic list
linked by C-pointers as indicated in Fig. 4. By ”symboli-
cally evaluated”, we mean that the right hand side (RHS)
of each equation is a symbolic expression – previously
simplified – stored in the computer memory and located
via C-pointers. The process can be summarized in two
tips:
1. A recursive equation LHS=RHS (ex.: OM33=
−OM22*S3+OM32*C3) is symbolically evaluated. The
LHS (OM33) becomes a new auxiliaryvariable, i.e. an ele-
mentary expression, which is generated as soon as the RHS
is evaluated.
2. The list is dynamically increased by one unit in which:
- pointer ptr previous links the unit to the previous one

in the recursive algorithm
(ptr previous =NULL for the first element),
- pointer ptr next will link the unit to the next one

(ptr next =NULL for the last element),
- pointer ptr le f t points to the LHS leaf expression,
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Fig. 4. C linked-list of recursive equations

- pointer ptr right points to the RHS expression,
- The boolean flag print is a priori set to FALSE because

the corresponding expression do not a priori contribute to
the expected results.

Elimination process

The linked list is complete as soon as all the final results
have been symbolically evaluated (ex.: M,c in equation (1)
or ü in equation (8)).
Each result (ex. for the mass matrix: M(i, j), i = 1 : n, j =
i : n) having the same structure as the previous recursive
equations (i.e. LHS = RHS) is also stored in the list, but of
course with a print flag set to TRUE. Once they have been
evaluated, the selection process can start by scanning the
list from tail to head, and can be summarized as follows:
1. Start from the tail element of the list (i.e. the last sym-
bolically evaluated equation (ex.: the first mass matrix el-
ement M(1,1)),
2. Analyze the contents of the equation:
- if the corresponding print flag is TRUE, then for each

auxiliary variable encountered in the RHS of the equation,
find and mark, by setting print to TRUE, the recursive
equation in the list which symbolically evaluates this vari-
able,
- else, go directly to step 3, because the corresponding

equation is superfluous,
3. Go to the previous element of the list whose address is
given by the pointer ptr previous:
- if the address is the NULL pointer, the head has been

reached and the process is finished: go to step 4,
- else, return to step 2,

4. Print in the output file, by covering the list from head to
tail, the equations whose print flag has been set TRUE.

Fig. 5 summarizes this process using an academic ex-

ample. Thanks to this recursive simplification process, we

Fig. 5. Recusive elimination of superfluous equations

note that more than 30% of the equations are superfluous
(for direct dynamics) which is far from being negligible.
In terms of symbolic computation performances, the mul-
tiple scanning of the list (required by step 2 in the pro-
cess) can be quite time consuming for large systems be-
cause string comparison is performed thousands of times
to find and mark interdependencies. The use of supple-
mentary flags in the list elements, not detailed here, allows
us to find and mark the useful equations in an immediate
manner. This allows us to reduce the elimination process
to a few seconds, even for more than 200 d.o.f. multibody
systems.

C. Recursive symbolic differentiation

As mentioned in the Section II, sensitivity analysis
of large constrained MBS led us to develop a specific
procedure to symbollically differentiate a given recursive
scheme with respect to a given (set of) parameter(s) p.
In the context of differentiation, the equations produced
by recursive multibody formalisms can be advantageously
considered as interwoven functions ( f (g(h(...(x)))). How-
ever, if the corresponding differentiation rules are applied
blindly to a recursive scheme, we have observed that they
produce a very large non-optimized symbolic output (ex.
dü
∂p ) even for medium-sized multibody models: the interest
of the recursive computation (see eqs. (13) and Fig. 4) is
thus completely lost.
Therefore, we take advantage of the elimination proce-
dure described in the previous Section to solve this prob-
lem. When evaluating a given recursive scheme, we as-
sume –apriori– that each equation depends, explicitly or
not, on the set of system parameters or variables (ex.:
p1, p2, ...pk) with respect to which the differentiation must
be performed. For instance in the following equation:
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AUXJ = AUXI + 2 * P (15)

AUXJ explicitly depends on the variable P via the second
term. A priori, it may also depend implicitly on P via the
first term AUXI.
We thus systematically create and evaluate a new recursive
variable, for instance AUXJ P, for the partial derivative of
the current equation with respect to P

AUXJ P = AUXI P + 2 (16)

even if, in the end, it appears that this new auxiliary vari-
able is 0 or simply useless. If it is useless, the elimination
process described previously will detect it and remove the
corresponding equation from the list, before printing. Such
a technique gives rise to a compact recursive computation
of the required derivatives. To illustrate this, let us con-
sider in (17) and (18), the symbolic evaluation of one ele-
ment (J(3,1)) of the Jacobian matrix dx

dq of a position vector
x(q) associated with a kinematic chain composed of nine
joints.
In (17), the classical differentiation rule applied to x(q),
i.e. the resulting equation (J(3,1) = ...), is far more con-
suming in terms of operators (220 {∗,+,−}) than when
obtained via the proposed recursive differentiation as (62
{∗,+,−}).

J(3,1) = q8*(C1*C7*(-C3*S4*C5+S3*S5)

-S1*(S2*(S3*S4*(-C5*C7+S5*C6*S7)

+S7*(-C3*C5*C6+S3*C4*S6))+C7*(C2*C4*C5-S2*C3*S5))

+S7*(C1*(C3*C4*S6+C6*(C3*S4*S5+S3*C5))

-S1*C2*(-C4*S5*C6+S4*S6)))+D13*S1*S2

+D14*(C1*S3+S1*S2*C3)+D15*(C1*S3+S1*S2*C3)

+D16*(C1*(C3*S4*S5+S3*C5)+S1*(C2*C4*S5

-S1*C2*(-C4*S5*C6+ S4*S6)));

-S2*(-C3*C5+S3*S4*S5)))+D17*(C1*C6*(C3*S4*S5+S3*C5)

+S1*(-S2*S3*(C4*S6+S4*S5*C6)+C6*(C2*C4*S5

+S2*C3*C5))+S6*(C1*C3*C4-S1*C2*S4))

+D18*(C1*S7*(C3*S4*C5-S3*S5)-S1*(S2*(S3*S4*(C5*S7

+S5*C6*C7)+C7*(-C3*C5*C6+S3*C4*S6))+S7*(-C2*C4*C5

+S2*C3*S5))+C7*(C1*(C3*C4*S6+C6*(C3*S4*S5+S3*C5))

-S1*C2*(-C4*S5*C6+S4*S6)))+D19*(C1*S7*(C3*S4*C5

-S3*S5)-S1*(S2*(S3*S4*(C5*S7+S5*C6*C7)

+C7*(-C3*C5*C6+S3*C4*S6))+S7*(-C2*C4*C5+S2*C3*S5))

+C7*(C1*(C3*C4*S6+C6*(C3*S4*S5+S3*C5))

-S1*C2*(-C4*S5*C6+ S4*S6))); (17)

RO22 = S1*S2; RO32 = -C1*S2;

RO82 = -S1*C2; RO92 = C1*C2;

RO23 = RO22*C3+C1*S3; RO33 = RO32*C3+S1*S3;

RO53 = -RO22*S3+C1*C3; RO63 = -RO32*S3+S1*C3;

RO54 = RO53*C4+RO82*S4; RO64 = RO63*C4+RO92*S4;

RO84 = -RO53*S4+RO82*C4; RO94 = -RO63*S4+RO92*C4;

RO25 = RO23*C5-RO84*S5; RO35 = RO33*C5-RO94*S5;

RO85 = RO23*S5+RO84*C5; RO26 = RO25*C6+RO54*S6;

RO36 = RO35*C6+RO64*S6; RO27 = RO26*C7-RO85*S7;

RO87 = RO26*S7+RO85*C7; RL23 = RO22*D13;

RL24 = RO23*D14; JT34 1 = RL23+RL24;

RL25 = RO23*D15; JT35 1 = JT34 1+RL25;

RL26 = RO25*D16; JT36 1 = JT35 1+RL26;

RL27 = RO26*D17; RL28 = RO27*D18+RO87*q(8);

JT37 1 = JT36 1+RL27; JT38 1 = JT37 1+RL28;

RL29 = RO27*D19; J(3,1) = JT38 1+RL29;

(18)
For larger models and in particular for the explicit direct
dynamics (8) of constrained multibody systems, the ad-
vantage of the recursive differentiation is really signifi-
cant. In fact, the explosive increase in the size of the
classical differentiation technique is quite understandable
since it amounts to destroying the recursivity of the orig-
inal scheme, leading to an in extenso formulation like in
example 17. Although the proposed recursive differen-
tiation process is very consuming in terms of both mem-
ory storage and symbolic CPU time – because thousands
of ”potential” partial derivatives are computed –, these
drawbacks are negligible in ROBOTRAN since the storage
requirement is drastically controlled during the symbolic
process [7].

IV. SENSITIVITY ANALYSIS: ILLUSTRATIVE RESULTS

A typical sensitivity analysis we propose to carry out
is briefly illustrated here below. The multibody model is
based on the one previously shown in Fig. (2), but involv-
ing semi-active suspensions. The force-velocity damper
relationship is function of an electro-valve current i: the
valve section, when reduced or enlarged, induces a higher
or a lower damping coefficient of the suspension.
Two sensitivity computations are proposed here:
1. The first one concerns passenger comfort and relates to
the sensitivity of the rms vertical acceleration with respect
to the electro-valve current for a given road excitation;
2. The second one deals with car handling and aims at
showing the influence of the front anti-roll bar torsion stiff-
ness (thus p = Karb) on the under/oversteering character of
the car, for a given pilot steering input.

A. Comfort-oriented sensitivity

According to Fig. 2, the car is shaked on the 4-poster test
bench (left/right out-of-phase noisy sinusoidal input (1 Hz,
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Amplitude : ±10mm). The acceleration of the carbody
center of mass2 is given in Fig. 6up for illustrative purpose
only. The rms value of the vertical acceleration can be

Fig. 6. Audi A6 on poster - Up: carbody acceleration,
Bottom: carbody acceleration sensitivity

computed straightforwardly:

z̈rms ∆=
√

1
t f−ti

∫ t f
ti [z̈(t)]2 dt

= xxx m
s2 for the present simulation case.

The sensitivity time history of the vertical acceleration z̈i

for distinct damper electro-valve currents i (thus p = i) is
shown in Fig. 6bottom. While being more ”cosmetic than
pragmatic”, this 3D plot contains relevant information for
the manufacturers.
First of all, with respect to time t, the envisaged future tra-
jectories will be composed of successive sections of dif-
ferent natures: smooth or uneven surfaces, sections with
potholes or transverse discontinuities, etc. which will de-
fine successive time intervals for which dedicated objec-
tive function could be evaluated (like rms values or mean
dissipated power, etc...).
With respect to the parameter p itself, it is useful to ob-
serve the evolution of the sensitivity with respect to some
parameter range in order to make sure of the ”robustness”
of the dynamic behavior with respect to some parameter
inaccuracy. Fig. 7up shows, for instance the way the sensi-
tivity of the rms acceleration z̈rms

i changes with respect to

2Other sensor points could easily be used, in particular considering
the real passenger location.
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Fig. 7. Carbody rms acceleration - Up: influence of the
electro-valve current, Center: repercussion of the nu-
merical differentiation accuracy, Bottom: zoom of the
center figure

the current i (range: 0.3 A to 1.5 A). Since it is rather diffi-
cult to ”feel” the meaning of the absolute value of z̈rms

i , the
latter will be advantageously translated in some pragmati-
cal ”metric”, as for instance the percentage of output vari-
ation for a given relative (ex. 1%) or absolute (ex. 0.1A)
variation of the considered parameter.
The purpose of Fig. 7center and bottom is completely differ-
ent: it simply illustrates the interest in using symbolical
(i.e. analytical) differentiation technique, instead of nu-
merical differentiation whose accuracy unavoidably de-
pends on the parameter increment ∆p. Moreover, with re-
spect to symbolic differentiation, numerical approximation
of gradients is unavoidably more time consuming since it
requires at least two function evaluations: this additional
cost is not negligible regarding the envisaged applications.
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B. Handling-Oriented Sensitivity

In terms of car handling, lots of investigations can be
carried out in terms of sensitivity with respect to suspen-
sion design. Within the frame of this paper, let us focus
on the under/over-steering character of the car when nego-
tiating a curve. In the literature, one can find various way
to quantify this phenomenon, by comparing the so-called
wheel slip angles of front and rear wheels, by considering
or not the instantaneous centripetal acceleration of the car,
etc. A simplest way – sufficient to illustrate our approach
– consists in using for the objective function a more global
parameter: the carbody slip angle β illustrated in Fig. 8up.
β is the angle between the car longitudinal orientation

−→
X

and the car instantaneous center of mass velocity
−→
V . the

case illustrated refers to an oversteering situation since the
car turns ”too much” with respect to the normal trajectory
T . Fig. 8bottom represents the pilot steering input time his-
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Fig. 8. Cornering situation - Up: car slip angle β, Bottom:
steering rack displacement (imposed)

tory which is introduced via the steering rack displacement
in the model.
As regards the over/understeering behavior of a vehicle
negotiating a curve, a well-established observation is the
following: increasing the roll stiffness K of the front [resp.
rear] suspension, via an anti-roll bar for instance, increases
[resp. decreases] the car understeering behavior. It is for
instance possible to transform an understeering car (as we
are daily using) into an oversteering one, simply by adding
an anti-roll bar to the rear suspension. Without entering

into details, the reason of this phenomenon comes from the
nonlinear relationship between the lateral cornering force
and the normal force: the global lateral – or centripetal –
force on a given suspension (featuring left + right wheels)
decreases when the vertical load transfer increases, which
is the case when a stiffer anti-roll bar is used for that sus-
pension.

For the proposed steering excitation, Fig. 9up shows
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Fig. 9. Vehicle cornering behavior - Up: car trajectory,
Center: car slip angle β versus K, Bottom: car slip
angle sensitivity βK versus K

the Audi A6 trajectory for different values of the front
suspension anti-roll bar torsions stiffness K. Fig. 9middle
and 9bottom relates to the vehicle configuration in steady
state curving (line ’s-s’ in Figs. 8bottom and 9up). At this
point, the vehicle – if stable – reaches a given slip angle
β corresponding to a given amount of under/oversteer as
shown in Fig. 9middle. Its sensitivity βK with respect to
the front anti-roll bar stiffness K is plotted in Fig. 9bottom.
On can observe a rather smooth evolution, which will be

253



not necessarily the case for situations in which the lateral
forces are for instance closer to their saturation point.

V. CONCLUSIONS

The present work deals with the sensitivity analysis
of constrained multibody models, the main applications
being road vehicles equipped with modern suspensions.
Considering the size of those systems and the necessity to
use a rather refined multibody model to properly capture
the required dynamic behaviors, the symbolic approach
underlying the ROBOTRAN program is appealing for two
reasons: the explicit and recursive computation of the gen-
eralized accelerations (direct dynamics) which are neces-
sary for computing objective functions based on time inte-
grations of the system (ex: car following a trajectory, ...)
and the explicit – and also recursive – generation of the
partial derivatives of the direct dynamics, with respect to a
given (set of) parameter(s). All the process is based on the
Coordinate Partitioning approach whose well-known com-
putational cost is strongly reduced thanks to the symbolic
simplification capabilities of the ROBOTRANprogram.
Direct method is used to compute and time integrate the
multibody equations of motion simultaneously with the
sensitivity differential equations, the main drawback with
respect to other approaches (ex. the adjoint method) being
the numerical cost. Once again, the symbolic generation
allows us to minimize this problem.
Additional applications – in the field of vehicle dynamics –
will be carried out in the next future to compare and quan-
tify the process performances with respect to the adjoint
approach.
In terms of results interpretation, both the objective func-
tions and the parameters can be of different nature (accel-
eration, force, power, etc.. for the former; dimension, cur-
rent, stiffness, etc. for the latter). Thus, it is proposed to
establish some sensitivity metric with the damper manu-
facturer, to decide what is ”acceptable or not” for a given
vehicle dynamic situation.
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Abstract—It is a well-known fact that linear dynamic be-
havior of structures can be studied by modeling the rela-
tion between force(s) [input(s)], acting on a structure, and
their resulting structural vibration response(s) [output(s)].
In many applications it often becomes hard (or impossible)
to experimentally measure the excitation. In these cases the
available techniques have serious limitations, only in limited
cases being possible to predict the behavior of a structure,
quite often from more or less crude load estimation. In or-
der to reduce this limitation, it is the aim of this research to
increase the knowledge of the relations among the responses
-the transmissibility- in structures, with multiple degrees of
freedom and multiple excitations. This paper tends to give a
short overview on its implications and the practical use that
can be made of this knowledge in the fields of operational
modal analysis and structural health monitoring. It will be
shown how transmissibility measurements can directly be
used to obtain modal parameters and it will be discussed
how changes in the transmissibility properties of a structure
can be a useful tool for damage detection. The results from
this research shall provide solutions for some important re-
quests of the industry, introducing new tools for the modal
analysis of structures, detecting and assessing the structural
damage, and better understanding the dynamic properties
of a structure. The above objectives are of importance to
the industry mainly for their contribution to a better safet y
of the structures and of the person dealing with them. The
approach here proposed, based on techniques of transmissi-
bility gives a more precise and efficient way of dealing with
the above problems than the classical approach.

Keywords— Transmissibility, Operational Modal Analy-
sis, Structural Health Monitoring

I. TRANSMISSIBILITY FUNCTIONS

Transmissibility functions are defined as frequency
response functions between like variables (motion re-
sponse/motion input) as opposed to admittance functions
which are frequency responses between conjugate vari-
ables (motions response/force input). While the last type
of functions are widely used in the field of experimen-
tal modal analysis, transmissibility functions only recently
made their appearance in the field of operational modal
analysis [2]. It has been shown that under changing force
distributions transmissibility measurements can be used
to obtain modal parameters. Transmissibility functions

can be measured without the knowledge of the excitation
forces. It is estimated in the same way as the admittance
functions, but the response is ”normalized” by a reference
response signal instead of an excitation signal. The trans-
missibility function Tij(s) between the outputi and the
reference-outputj is defined as the ratio between the 2 re-
sponsesXi(s) andXj(s), with s the complex parameter
of the Laplace domain.

Tij(s) =
Xi(s)

Xj(s)
(1)

The properties of transmissibility functions differ con-
siderably from those of the admittance functions. In gen-
eral, the poles from the transmissibility functions do not
correspond with the poles of the admittance functions
whose poles are the system poles [2]. So, in general
in transmissibility measurements each resonance is repre-
sented by a flat spot in the data instead of a peak.

One of the most interesting properties of transmissibility
functions, recently shown in [2], is that the limit value of
the transmissibility function (1) for the Laplace variables
going to the system’s poles,λm, converges to

lim
s→λm

Tij(s) =
φim

φjm

(2)

and becomes independent of the (unknown) forces.
Therefore if we consider two transmissibility functions re-
lating the same responses, but measured during two exper-
iments with different loading conditions, they cross each
other exactly at the resonances. This last property will al-
low us to obtain the modal parameters from the structure
and will play a vital role in the proposed techniques for
structural health monitoring using transmissibility func-
tions.

II. OPERATIONAL MODAL ANALYSIS

The goal of this section is to estimate the modal parame-
ters directly from the set of transmissibility measurements.
Classic frequency response driven modal parameter esti-
mation methods identify first a rational polynomial trans-
fer function model [6]. This model can be related to the
physical parameters of the modal model in a second step.
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The common-denominator model, or scalar matrix frac-
tion description, is such a model and is discussed in the
next paragraph [7].

The common-denominator model considers the relation
between outputo and inputi as a rational fraction of two
polynomialsBoi(s) and A(s), of which the denomina-
tor polynomialA(s) is common for all input-output rela-
tions. In general the common-denominator model can be
expressed as

H(s) =







B11(s) . . . B1Ni
(s)

...
.. .

...
BNo1(s) . . . BNoNi

(s)







A(s)
(3)

with No andNi respectively the number of considered
outputs and inputs. The relation between the modal model
and the common-denominator model is obtained by con-
sidering the frequency response function between the con-
jugate variables, namely the output-responseo and the
input-forcei

Hoi(s) =
Boi(s)

A(s)

=

Nm
∑

m=1

(

φomLim

s − λm

+
φ∗

omL∗

im

s − λ∗

m

)

(4)

with Nm the number of modes. The modal parameters
λm, φ[:,m] andL[:,m] are respectively the pole, mode shape
and modal participation factor of modem. The math-
ematical operator complex conjugate is denoted as[.]∗.
The polesλm = σm + ωm contain the damped natu-
ral frequenciesfm = ωm/(2π) and the damping ratios
ζm = −σm/(σ2

m +ω2
m). The complex operator is denoted

as.
From this equality (4) it is clear that the structure poles

are given by the roots of the denominatorA(s), while the
mode shapes and participation factors are obtained from a
singular value decomposition of the residue matrixRm of
modem.

Rm = φmL
T

m
(5)

with the elements of the residue matrixRm given by

roi,m = lim
s→λm

(s − λm)
Boi(s)

A(s)

= φomLim (6)

and φm = [φ1mφ2m . . . φNom]T , Lm =
[L1mL2m . . . LNom]T .

In case of transmissibility measurements one considers
the relation between output-responseo and a reference-
input-responseref . In order to be able to use a sim-
ilar approach as the FRF-driven estimators and use the
existing algorithms, the first step is to create a common-
denominator model. All the structure poles must be the
roots of this denominator.

By considering equation (2) it can easily be verified
that the limit value of the subtraction of the summation
of all measured transmissibility functions under an arbi-
trary loading condition2, To2(s) for o = 1...No with No

the number of outputs, and the summation of all measured
transmissibility functions under a reference loading con-
dition 1, To1(s), for the Laplace variables going to the
system’s poles,λm, satisfies

lim
s →λm

(

No
∑

o=1

To2(s) −
No
∑

o=1

To1(s)

)

= 0 (7)

This means that the system’s poles,λm, are zeroes of
the rational function

∆T (s) =

No
∑

o=1

To2(s) −
No
∑

o=1

To1(s) (8)

From the above one can conclude that it is possible
to construct a rational function with zeros equal to the
system’s poles, by combining two sets of transmissibility
functions obtained under two different loading conditions.
Therefore this function,∆T (s), can be considered as a
possible candidate for being a denominator that is com-
mon for all input-output relations with roots equal to the
structure poles. Once the poles of the system are known,
the damped natural frequenciesfm and the damping ratios
ζm are subsequently obtained as

fm =
Im(λm)

2π
and ζm = −Re(λm)

|(λm)| (9)

As has been shown in equation (2) the transmissibilities
functions themselves are directly related with the mode
shapes in the system poles, therefore in case of transmis-
sibility measurements a possible common-denominator
model of the transfer function matrix in case of two
loading conditions andNo output-responses could be ex-
pressed as

H(s) =







T11(s) T12(s)
...

...
TNo1(s) TNo2(s)







∆T (s)
(10)

From this equality (10) it is again clear that the structure
poles are given by the roots of the denominator∆T (s),
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while the unscaled mode shapes and operational participa-
tion factors are obtained from a singular value decomposi-
tion of the residue matrixRm of modem.

Rm = φmK
T

m (11)

with the elements of the residue matrixRm given by

roi,m = lim
s→λm

(s − λm)
Toi(s)

∆T (s)

= φomKim (12)

and φm = [φ1mφ2m . . . φNom]T , Km =
[K1mK2m . . . KNom]T ,

with Kim = αm

φrefm
andαm an arbitrary constant.

In general in the functionsToi(s)
∆T (s) each resonance of the

structure is again corresponding with a peak .
From the above one can conclude that each element,

Toi(s)
∆T (s) , of the transfer matrixH(s) can be decomposed in a
similar way as in equation (4)

Hoi(s) =
Toi(s)

∆T (s)

=

N
∑

m=1

(

φomKim

s − λm

+
φ∗

omK∗

im

s − λ∗

m

)

(13)

with N (counting both the physical modes and the
mathematical modes). As such, transmissibility driven
stochastic identification algorithms can be considered as
a stochastic counterpart of the FRF-driven deterministic
algorithms. In both cases, spectral functions are used as
primary data. By identifying the proposed common de-
nominator model in a similar way as for the deterministic
FRFs, by performing e.g. a parametric estimation in the
frequency domain [8] [9], the damped resonant frequen-
cies, the damping ratios and the unscaled mode shapes of
each mode in the frequency range of interest can be ob-
tained by one single identification algorithm.

In above theory will be illustrated by means of a simple
numerical experiment on a steel free-free beam given in
Figure 1 with dimensions:0.7m × 0.068m × 0.025m.

Fig. 1. Free-free beam.

A finite element model is created, using the commer-
cially available software Comsol. In Comsol, a default

meshing is applied resulting in160 elements and the re-
sponse functions are calculated, using a direct solver. The
model allows us to apply in 45 points a force and to mea-
sure the responses in these points. The 45 points are
equally distributed over the full length of the beam. Two
experiments with two different loading conditions are per-
formed. Loading condition 1 is an experiment with a unit
harmonic point force applied in the vertical direction in
location1. During loading condition 2 the unit harmonic
point force is applied in location31. Both experiments are
performed in the frequency range of 1Hz to 1600Hz.

By identifying the proposed common denominator
model (10) in a similar way as for the deterministic FRFs,
by performing e.g. a parametric estimation in the fre-
quency domain [8] [9], the damped resonant frequen-
cies, the damping ratios (Table 1) and the unscaled mode
shapes, Figure 2 to Figure 5, of each mode in the frequency
range of interest can be obtained by one single identifica-
tion algorithm.

TABLE I
THE ESTIMATED DAMPED RESONANT FREQUENCIES

AND DAMPING RATIOS

fd [Hz] ζ [%]
264.3 0.22
727.7 0.22
1400.5 0.22
1425.0 0.22

Fig. 2. First unscaled mode shape

Fig. 3. Second unscaled mode shape
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Fig. 4. Third unscaled mode shape

Fig. 5. Fourth unscaled mode shape

The above results show that a set of complex transmis-
sibility measurements can be used directly to obtain the
mode shapes of the tested structure. This is especially of
high interest in the many cases where operating structures
are excited by non-stationery (time varying) forces that
cannot be measured. The central idea behind the technique
is that the set of transmissibility functions become inde-
pendent of the applied force in the system poles and that
their value in the system poles is related with the scalar
mode shape values. This property was already shown in
[3] and is valid both in the case of a single point force
or multiple distributed forces. This last situation is of-
ten the case when measuring in real operating conditions.
The technique needs changing loading conditions, these
can easily be obtained by a change in location of the force
in the case of a single point force or a change in locations
or amplitudes in the case of multiple distributed forces.
Most of these changes can be automatically obtained by
non-stationery (time varying) operating conditions.

III. STRUCTURAL HEALTH MONITORING

Another interesting case is the usage of the transmis-
sibility concept in Structural Health Monitoring (SMH).
There is only few work related with this topic and for
shore a comprehensive work is represented by the the the-
sis of Johnson [12]. According to the author, the goal of
structural health monitoring is to detect damage at or near
its onset, before it becomes critical to a structure’s func-
tion and integrity. One of the major challenges in detect-
ing and locating small-scale structural damage is that this

type of damage is local phenomena, and therefore a vi-
able structural damage detection technique should be local
in nature. Past research [15] has shown that the zeros, or
antiresonances, of a system’s transfer functions are much
more sensitive to changes in the local structural proper-
ties than its poles, or resonances. Transmissibility func-
tions in linear systems are local in nature because they are
functions only input-output transfer functions zeros (anti-
resonances) and are completely independent of the poles
(resonances).

In recent articles [11] [13] numerical and experimen-
tal examples were presented and the possibilities to use
the transmissibility concept for damage detection seemed
quite promising. In the work discussed so far, it was as-
sumed that the operational conditions were constant. Op-
erational conditions however imply that the amplitudes or
locations of the working forces on the structure are not
known and moreover that they might change between two
successive measurements. In many situations the transmis-
sibility functions, defined as a simple ratio between two
measured responses, do depend on the amplitudes or lo-
cations of those forces. Therefore it is reasonable to ex-
pect that a change in loading conditions would imply a
noticeable change in the transmissibility functions so it is
not unthinkable that false damage detection might occur in
such situations. A suitable operational damage detection
method should however possess a high sensitivity in order
to be able to detect damage in a very early stage even in
the case of changing operational conditions. In this paper
the effect of the frequency range will be discussed and it
will be shown, although still on an exploratory basis, how
the existing methods, in certain frequency ranges, can be
used in a more robust way in order to avoid false damage
detections that might occur if the transmissibility functions
vary strongly because of the operational conditions.

The theory will be illustrated by means of a simple nu-
merical experiment on a steel cantilever beam beam given
in Figure 6 with dimensions: 1 m x 0.01 m x 0.01 m

Fig. 6. Cantilever beam

A finite element model is created, using the commer-
cially available software Comsol. In Comsol, a default
mesh is applied and the response functions are calculated,
using a direct solver. The model allows us to apply a force
in 10 points and to measure the responses in these points.
The 10 points are equally distributed over the full length
of the beam. Damage is applied by creating a cut of width
0.004 m and depth 0.0034 m between point 7 and point 8

Figure 7 shows the frequency response functions mea-
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sured in point 7 for the undamaged and damaged structure.
One can clearly notice a small shift between both func-
tions. In the frequency range of interest the first resonance
frequency of the beam is present. The first resonance fre-
quency of the undamaged structure is at 8.15Hz and for the
damaged structure it is at 8.00Hz
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Fig. 7. Frequency response functions in point 7 for un-
damaged (blue) and damaged (red) case

Transmissibilities, as used in this paragraph, are still ob-
tained by taking the ratio of two response spectra. By as-
suming a single force that is located in, say, the input de-
gree of freedom (DOF) k, the transmissibility is defined
as

Tij(k)(s) =
Xik(s)

Xjk(s)
(14)

In the same way the transmissibility of the damaged
structure can be defined

TD
ij(k)(s) =

XD
ik(s)

XD
jk(s)

(15)

A. Constant location of applied force before and after
damage

Since the dynamic properties of a structure change in the
case damage occurs it is natural to expect that the dynamic
responses will change as well. Therefore one can expect
that the transmissibility between two measured responses
will change if damage occurs between them Figure 9 and
will not change if there is no damage between them Figure
8.

The first step in order to detect and locate damage with
transmissibility functions is the selection of a damage in-
dicator. Maia et al [11] have already posed the following
indicator based on transmissibility functions:

DIij(k) =
∑

ω

(

TD
ij(k)(ω) − Tij(k)(ω)

)

(16)
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Fig. 8. Transmissibility functions between point 7 and
point 8 (right figure) for undamaged (blue) and dam-
aged (red) case
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Fig. 9. Transmissibility functions between point 2 and
point 3 for undamaged (blue) and damaged (red) case

By computing the transmissibility between two consec-
utive locations defined on the damaged structure, for the
same force, and subtract the same tranmissbility of the un-
damaged structure, the damage location should be reveiled
by the biggest value of the indicator. Johnson and Adams
[13] have also posed a similar indicator:

DIij(k) =
∑

ω

(

1 −
TD

ij(k)(ω)

Tij(k)(ω)

)

(17)

Note, neither indicator is independent of the order of the
respons ratios [3].

DIij(k) 6= DIji(k) (18)

Therefore Johnson [12] proposed to use a damage indi-
cator that is independent of the ratio sequence by using the
logarithm of the transmissibility, the damage feature:

DIij(k) =
∑

ω

(

TPD
ij(k)(ω) − TPij(k)(ω)

TPij(k)(ω)

)

(19)
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with TP the transmissibility power defined as the abso-
lute value of the common logartihm of the transmissibility

TPij(k)(ω) = |log(Tij(k)(ω)| (20)

It is clear that the transmissibility power and as such the
damage power is independent of the sequence of the re-
sponse ratio. Structural damage can be defined as a signif-
icant change in the damage feature. The damage indicator
for a healthy strucutre should have values close to zero and
values not equal to zero indicate the possible damage. It
was shown by Johnson [12] that the proposed damage indi-
cator 19 is able to correctly diagnose linear and non linear
types of damage and able to provide good and consistent
results in terms of detection, location, and quantification
of the damage So far all presented damage indicators use
a uniform weighted linear sum of all spectral lines of an
arbitrary chosen frequency range. However it has been
shown [14] that when e.g. using the damage indicator de-
fined in equation 16 the results degenerate when we go
along the frequency range and add more and more infor-
mation. Maia et al [11] already addressed this sensitivity
of the selected frequency range for a similar damage indi-
cator based on frequency response functions and came to
the same conclusion that this method fails in the case of
higher frequencies. The reason for this is that the differ-
ences between the transmissibility functions of the dam-
aged and undamaged structure at these higher frequencies
become very high and the simple summation of such a re-
sult at the different frequencies may completely mask the
true location. To overcome this problem Maia et al pro-
posed in [14] a method based on occurrences. They sug-
gested counting an occurrence at each frequency at that lo-
cation where the difference between transmissibility func-
tion of the damaged and undamaged structure is a maxi-
mum. So they suggest summing the occurrences and not
the difference themselves.

In the Figure 10 and Figure 11 one can respectively see
the damage indicator without and with occurrences for the
frequency range 0-40Hz. The X-as of the figure indicates
the location of the possible damage. Location i indicates
the location on the beam between the measured points i
and i+1. In our case the damage is located between point
7 and point 8, therefore we expect to identify the damage
at location 7. It clearly shows that using occurrences im-
proves the detection of the damage, and therefore it was
chosen in the rest of this paper to use the damage indica-
tor defined in equation 19 combined with the occurrences
approach.
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Fig. 10. Damage indicator without occurrences
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Fig. 11. Damage feature with occurrences

B. Different location of applied force before and after
damage

As mentioned in the introduction the problem rises
when the location of the applied force changes during op-
eration. Transmissibility functions as defined in equation
9 and equation 15 depend on the location of the applied
force.

Tij(k) 6= Tji(l) (21)

Figure 12 shows the transmissibility function between
point 7 and point 8 measured on the undamaged structure
for loading case 1 (blue) and loading case 2 (red).
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Fig. 12. Transmissibility function between point 7 and
point 8 for undamaged structure for loading case 1
(blue) and loading case 2 (red)

These changes in the transmissibilty functions have sig-
nificant implications because operating inputs may change
in location during the use of a structure and inadvertently

260



cause the mentioned techniques to fail. In this case the
damage indicator, calculated by combining transmissbil-
ity functions of the healthy structure but under different
loads, can be different from zero Figure 13 . It can easily
be understood that an undamaged structure will be falsely
diagnosed with damage if the transmissibility functions are
taken under varying loading conditions.
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Fig. 13. Damage feature with occurrences for undamaged
structure and changing loading conditions

Even when the structure is damaged it becomes impossi-
ble to determine the correct location of the damage. Often
it may occur that the changes in the transmissibility func-
tions due to the changing loading condition are higher then
the changes due to the damage. Therefore the high values
of the damage indicator at other locations may mask the
true damage location Figure 14.
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Fig. 14. Damage feature with occurrences for damaged
structure and changing loading conditions

As we know from above, if we consider two transmissi-
bility functions relating the same responses, but measured
during two experiments with different loading conditions,
they cross each other exactly at the resonances. This could
already be seen in Figure 12, where we had a look to the
transmissibility function between point 8 and point 7 dur-
ing the two different loading conditions.

This knowledge can already be used as a simple indica-
tor to eliminate false damage notifications. One could eas-
ily measure transmissibility functions of the structure over
a successive time under varying loading conditions. Only
when the intersection points of the transmissibility func-
tions under varying loading conditions start to shift dam-
age is occurring due to the shift of the natural frequencies
of the structure 15.

In order to locate the damage, using the existing dam-
age indicators, in the case the location of the applied force

7.4 7.6 7.8 8 8.2 8.4 8.6 8.8

−4.7

−4.65

−4.6

−4.55

−4.5

FREQ. (Hz)

A
M

P
L.

 (
dB

)

Fig. 15. Transmissibility function between point 7 and
point 8 for 2 different loading conditions for the un-
damaged case (blue) and damaged case (red)

of the healthy structure is different of the location of the
applied force of the damaged structure, a careful choice of
the selected frequency band is proposed. Taking into ac-
count that the transmissibility functions at the natural fre-
quency do not depend on the loading conditions, as was
shown in equation 1, a proper choice would be to select
only a small frequency band around this intersection point
in order to calculate the damage feature with occurrences.

The next figures demonstrate this approach. The first
natural frequency of the undamaged beam is 8.15Hz.
Three different frequency intervals have been taken around
the first natural frequency. It is obvious from the figures 16
to 17 that the damage indicator is only reliable in detect-
ing damage in case of a sufficient small band around this
natural frequency. Only in the frequency band 7-9 Hz suc-
cessful damage localization is possible.
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Fig. 16. Damage feature with occurrences for dam-
aged structure under changing loading conditions, fre-
quency range 2-14Hz

Taking in mind that the transmissibility functions in the
system poles become independent of the loading condi-
tions, above conclusions can easily be understood. There-
fore the damage indicators based on transmissibility func-
tions are only reliable in a small frequency band around the
first intersection point of the transmissibility functionsun-
der changing loading conditions. In this band the change
in the transmissibility functions is more influenced by the
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Fig. 17. Damage feature with occurrences for dam-
aged structure under changing loading conditions, fre-
quency range 6-10Hz
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Fig. 18. Damage feature with occurrences for dam-
aged structure under changing loading conditions, fre-
quency range 7-9Hz

change of the dynamic parameters due to damage then by
the change in loading conditions. In a broader band or in
bands away from the intersection point the influence of the
varying loading conditions will be more important then the
damage and will again make reliable damage location im-
possible.

IV. CONCLUSIONS

It was the aim of this paper is to give a brief introduction
to operational modal analysis and structural health moni-
toring using the ratios between responses -the transmis-
sibility functions- in structures, with multiple degrees of
freedom and multiple changing excitations.

It has been shown that a set of transmissibility mea-
surements can directly be used to identify all operational
modal parameters, eigenfrequencies, damping ratios and
unscaled mode shapes using well known frequency do-
main identification techniques.

In the field of Structural Health Monitoring it has been
shown that changing loading conditions do not automati-
cally exclude the use of existing damage indicators based
on transmissibility measurements. Caution has to be taken
in the selection of the used frequency band in order to
eliminate false damage notifications. It has been shown
that, when taking a small frequency band around the first
intersection point of the transmissibility functions under
varying loading conditions, accurate results on damage lo-
cation can be found.
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Abstract— This paper presents the results of three vibra-
tion measurement campaigns: (1) vibrations by traffic on
a (jointed) concrete pavement, (2) vibrations by traffic af-
ter road renovation by asphalt overlaying, and (3) vibrations
during the construction works. During the first and second
measurement campaign, the free field vibrations as well as
the dynamic response of the body and the axles of a truck
(Volvo FL180) have been measured. Parameters of a 4DOF
model of the vehicle had been already obtained in the frame
of another project [1] and [2], these parameters are adjusted
by means of the measured response of the truck. In the third
measurement, vibrations in the free field due to the opera-
tion of a multi-head breaker (MHB) have been measured.
During the operation of the multi-head breaker, 4 cylinders
with a weight of about 700kgare dropped consecutively on
the concrete slabs from a height of1.30m or 1.80m. The
results will be used to validate a numerical model for the
prediction of vibrations due to traffic and due to the break-
ing/cracking of concrete roads.

Keywords— vibration measurements; traffic induced vi-
bration; vehicle response; cracking and seating; multi-head
breaker

I. INTRODUCTION

AMAJOR part of the national roads in Belgium are
jointed plain concrete pavement (JPCP). This kind

of roads generally tends to crack into discrete sections. In
order to improve the ride quality of these roads, and also to
reduce traffic induced vibrations and noises in their vicin-
ity, the roads are renovated. One of the renovation methods
is ‘cracking and seating’. In this method, the underlying
concrete pavement is broken into relatively small pieces
(less than 1m2) by repeatedly dropping large weights. The
pieces are then seated by 2 to 3 passes of a roller and over-
layed with an asphalt layer.

The passage of traffic on the road as well as the op-
eration of the multi-head breaker during the construction
works generates vibrations in nearby buildings. In order to
predict these vibrations, a numerical model is currently un-
der development. Free field vibration measurements were
necessary to validate the model. The renovation of a 500m
section of the N9 in Lovendegem (Belgium) provided a
unique opportunity to perform these measurements.

Within the frame of this paper the experimental results
of three vibration measurement campaigns are presented:
(1) vibrations by traffic on a deteriorated concrete road, (2)

vibrations by traffic after road renovation by asphalt over-
laying, and (3) vibrations due to the operation of the MHB.
In the first and second measurement campaign, simultane-
ous measurements in the vehicle and in the free field were
performed.

These results are interesting from several aspects. The
results of the first two measurement campaigns show how
high the level of vibrations is in the vicinity of roads com-
posed of JPCP. Also, they show how the renovation re-
duces the environmental vibrations in the vicinity of the
road and improves the ride comfort. In addition, compar-
ing the frequency content of the truck response and the
vibrations in the free field, shows how the different eigen-
modes of the truck contribute in the vibrations at different
distances in the free field. The results of the third measure-
ment campaign show how high the level of vibrations is at
small distances from the road; and how the vibration level
decreases with increasing distance from the road. How-
ever these works generate relatively high vibrations, ex-
perimental data are scarce in literature.

In the following sections, the characteristics of the ve-
hicle and the road and the dynamic soil characteristics are
presented first. Next, the MHB for the cracking/breaking
of the concrete slabs is described. The experimental se-
tups in the vehicle and in the free field are explained and
an overview of the measurements is given. Finally, the re-
sults of the measurements for the vehicle and for the free
field during the passage of the vehicle and during the op-
eration of the MHB are presented. More comprehensive
results can be found in [3], [4] and [5].

II. CHARACTERISTICS OF THEVEHICLE, ROAD, SOIL

AND MHB

A. The Characteristics of the Vehicle

A Volvo FL180 truck is used to perform the experi-
ments. This truck has two axles, a wheel base of 4.00m
and a mass of 6420kg in empty condition. The mass car-
ried by the front axle and the rear axle is 3465kg and
2955kg, respectively.

B. The Characteristics of the Road

The measurements are performed along the N9 (Grote
Baan between Ghent and Eeklo) between kilometer points
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60.700 to 61.175 in Lovendegem, Belgium. The mea-
surement site in the free field is located at kilometer point
61.952. The N9 has three lanes for cars and one cycling
lane on each side. Prior to the road renovation each car
lane consists of concrete slabs with a width of 2.87m and
different lengths from 4m up to 12m. In between the con-
crete slabs, expansion joints are present. Furthermore, the
concrete slabs show a lot of longitudinal and transversal
cracks.

The height of joints and cracks is measured by means of
a leveling instrument. The amplitude of the relative verti-
cal displacement of the concrete plates during the passage
of a truck at a very low speed is measured by means of a
faultimeter [6]. Figure 1 presents the height as well as the
maximum relative displacement of the joints and cracks
that are located in the lane in the direction of Ghent. Crack
number 68 is located at kilometer point 60.952 in front of
the measurement line. For most of the joints, the relative
motion of the plate ends during the passage of a truck at
low speed is small compared to the height of the joints.
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Fig. 1. The height (black) and the relative displacement
(copper) of the cracks and joints of the concrete slabs.

Furthermore, before and after the renovation of the road,
the road profile has been measured by means of the APL
(Fr: Analyseur de Profil en Long). Figure 2 shows the
resulting power spectral density (PSD) of the road un-
evenness before and after the road renovation. The APL
was towed at two speeds of 21.6km/h and 54km/h. It
records without distortion and attenuation road unevenness
in the wavelength range between 0.3 and 15m at a speed
of 21.6km/h and between 0.6 and 30m at 54km/h. The
PSDs of both speeds are presented in figure 2. The thick
line shows the curve that has been fitted to the PSDs of
both speeds. The dotted part represents the extrapolation
of the fitted line to the wavelengths longer than 30m or
shorter than 0.3m. Comparing figures 2a and 2b shows
how the renovation has improved the road quality.

C. The Dynamic Soil Characteristics

The soil at the measurement site mainly composes of
fine gray blue sand. A spectral analysis of surface waves
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Fig. 2. PSD of the road unevenness (a) before and (b) after
the road renovation for the APL speeds of 21.6km/h
(blue) and 54km/h (red). Thick solid line shows the
fitted curve.

(SASW) test was performed to identify the dynamic soil
characteristics at the site [3]. In addition, a seismic cone
penetration test (SCPT) was performed to get more infor-
mation about the dynamic soil characteristics at a larger
depth [7]. Figure 3 compares the shear wave velocity in
the soil as a function of depth obtained by means of the
SASW test and the SCPT. A satisfactory agreement be-
tween the results of both methods is observed. Table I
summarizes the shear wave velocity profile (Cs) identified
from the SASW test and the dilatational wave velocity (Cp)
identified from the SCPT.
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Fig. 3. Shear wave velocity as a function of depth obtained
from the SASW test (dashed line) and the SCPT (dot-
ted line).
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TABLE I
SHEAR AND DILATATIONAL WAVE VELOCITY OF THE

SOIL LAYERS.

Soil layers Thickness Cs Cp

[m] [m/s] [m/s]
Layer 1 1.1 94 170
Layer 2 2.0 194 250
Layer 3 2.1 187 350
Layer 4 2.0 299 500
Halfspace ∞ 243 700-1100

D. The Characteristics of the MHB

There are several types of breakers and drop hammers
for the cracking/breaking of concrete slabs. In this project
a so-called ‘multi-head breaker’ (MHB) is used (figure 4).
The MHB consists of 4 cylinders with a weight of about
700kg. During its operation, the cylinders are dropped
consecutively on the concrete slabs. The MHB has two
levels of cracking intensity: levelAAand levelBB. In level
AA, the cylinders are dropped about 130 times per minute
from a height of 1.30m, while in levelBB, the height is
1.80m and the cylinders hit the slabs about 75 times per
minute. The MHB is pulled with a tractor with a speed of
about 1km/h. The cracking procedure is also referred to
as ‘breaking’, ‘fracturing’, or ‘fractionation’ in the litera-
ture.

Fig. 4. Multi-head breaker (MHB) equipment.

III. M EASUREMENT SETUP

A. Measurement Setup in the Vehicle

The vehicle response is measured by a total of 12 ac-
celerometers mounted on both the axles and the body of
the truck. On each axle, 4 accelerometers are installed:
two on the right side and two on the left side. Four ac-
celerometers are installed on the chassis, one on the front

right side, one on the front left side, one on the rear right
side, and one on the rear left side (figure 5).

Fig. 5. Accelerometers installed on the left side of the rear
axle and on the rear left side of the chassis.

The truck speed is measured by means of a GPS-based
VBOX mini speed measurement, which is based on a 10Hz
GPS engine. It is connected to the data acquisition sys-
tem, and measures the truck speed with a precision of
±0.1km/h. On each side of the truck, one photoelectric
sensor is installed in order to synchronize the truck and
the free field measurement during the passages of the truck
in both directions. When the truck passes in front of the
measurement line, one of the photoelectric sensors of the
truck detects the reflector in the free field in front of the
measurement line and a pulse appears in the signal of the
photoelectric sensor.

The A/D conversion is performed using aNI PXI-1050
data acquisition system at a sampling rate offs = 1000Hz.
The recorded accelerations are subsequently filtered with
a high-pass frequency offh = 0.5Hz and a low-pass fre-
quency offl = 100Hz.

B. Measurement Setup in the Free Field

The free field response is measured by means of 15 ac-
celerometers mounted on aluminium stakes with a cruci-
form cross section and a lengthl = 0.3m.

For all measurement campaigns, the same setup is used
(figure 6). The accelerometers are located at the ground
surfacez= 0m, at different distances from 4 up to 64 m
from the road. Four of the accelerometers measure the hor-
izontal vibrations, two of them perpendicular to the road
(x-direction) and two of them parallel with the road (y-
direction) at 16 and 32 m from the road. During the pas-
sages, a photoelectric sensor is used to synchronize the
measurements of the free field response and the truck re-
sponse.

The A/D conversion is performed using aLMS SCADAS
III data acquisition system at a sampling rate offs =
2048Hz. In the measurement campaign after the road ren-
ovation a lower sampling frequency offs = 1024Hz is
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Fig. 6. Location of the measurement points in the free field.

used. In order to remove the direct current (DC) compo-
nent, the accelerations are filtered with a high-pass filter
with a cut-off frequencyfh = 2Hz. The accelerationsa(t)
are integrated by means of the trapezium rule to obtain the
velocity time historiesv(t). Before and after the integra-
tion, a window followed by a filter is applied in order to
avoid drifting of the integrated signal.

IV. OVERVIEW OF THE MEASUREMENTS

A. Measurements During the Traffic Passage

In the measurement campaign prior to the road renova-
tion, 34 passages of the truck in both directions have been
measured. In all passages, the truck passes on the lane in
the direction of Ghent, next to the free field. The truck
speed has been varied from 30km/h up to 70km/h with
steps of 10km/h.

In the measurement campaign after the road renovation,
a total of 21 passages has been recorded within a vehi-
cle speed range from 30km/h to 80km/h with steps of
10km/h.

In the following section, the vehicle and the free field
response are discussed in detail for one vehicle speedv =
50km/h. Results for the other speeds can be found in [4].

B. Measurements During the Cracking

Additionally, the free field response during the cracking
of 40m of the lane in the direction of Ghent is presented.
This section of 40m is centered around the measurement
line. The speed of the MHB is about 1.0km/h, so that it
takes 145s for the MHB to complete this section of 40m.

V. RESULTS

A. Vehicle Response

Figure 7 shows the time history of the acceleration of
the rear axle and the rear side of the body for the vehicle
speedv = 50km/h before and after the renovation of the
road.
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Fig. 7. Time history of the acceleration of the rear axle
(a) before, and (b) after the renovation of the road, and
of the rear side of the body (c) before, and (d) after
the renovation of the road, for the vehicle speedv =
50km/h.

The passage of an axle on a crack generates a spike in
the time history of the acceleration (figure 7a). As there
is no distinct pulse in the vibration of the axle after the
road renovation(figure 7b), it can be concluded that the
road surface after renovation is quite smooth. Before the
road renovation, the acceleration of the axle (figure 7a) is
about 4 to 5 times larger than the acceleration of the body
(figure 7c). This difference decreases to about 2 after the
road renovation (figures 7b and 7d). The renovation of the
road strongly reduces the truck response. This reduction is
about 10 times for the rear axle, and about 6 times for the
rear part of the body.

Figure 8 shows the frequency content of the acceleration
of the rear axle and the rear side of the body for the vehicle
speedv = 50km/h before and after the renovation of the
road.

The main part of the frequency content of the axle is sit-
uated between 0 and 40Hz (figure 8a and 8b). The peak
of the frequency content is observed at about 15Hz, which
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Fig. 8. Frequency content of the acceleration of the rear
axle (a) before, and (b) after the renovation of the road,
and of the rear side of the body (c) before, and (d)
after the renovation of the road, for the vehicle speed
v = 50km/h.

corresponds to the eigenfrequency of the axle hop mode.
The frequency content of the acceleration of the body is
spread over a wider range of frequencies from 0 up to
more than 50Hz (figure 8c and 8d). A distinct peak at
low frequencies (about 4Hz) is observable. This peak cor-
responds to the pitch and bounce mode of the vehicle.

Figure 9 shows the peak acceleration (PA) of the rear
axle and the rear side of the body before and after the ren-
ovation of the road as a function of the vehicle speed.
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Fig. 9. Peak acceleration as a function of the vehicle speed
for the rear axle (a) before, and (b) after the renovation
of the road, and for the rear side of the body (c) before,
and (d) after the renovation of the road.

The vehicle speed has a crucial influence on the PA of
the body and the axle. The peak acceleration increases
with an increasing truck speed. For higher vehicle speeds,
the reduction of the PA due to the road renovation is

slightly lower than for the lower vehicle speeds.

B. Free Field Vibrations Due to Traffic

Figure 10 shows the time history and the running RMS
value of the velocities at three points in the free field, for
the vehicle speedv = 50km/h before and after the renova-
tion of the road. These points are at 8m, 16m, and 48m
from the road. A 1 second time window is used to compute
the running RMS value.

(a)
0 5 10 15 20 25 30

−6
−4
−2

0
2
4
6

x 10
−4

Time [s]

V
el

oc
ity

 [m
/s

] FF02za

(b)
0 5 10 15 20 25 30

−8

−4

0

4

8
x 10

−5

Time [s]

V
el

oc
ity

 [m
/s

] FF02za

(c)
0 5 10 15 20 25 30

−6
−4
−2

0
2
4
6

x 10
−4

Time [s]

V
el

oc
ity

 [m
/s

] FF03za

(d)
0 5 10 15 20 25 30

−8

−4

0

4

8
x 10

−5

Time [s]

V
el

oc
ity

 [m
/s

] FF03za

(e)
0 5 10 15 20 25 30

−6
−4
−2

0
2
4
6

x 10
−4

Time [s]

V
el

oc
ity

 [m
/s

] FF06z

(f)
0 5 10 15 20 25 30

−8

−4

0

4

8
x 10

−5

Time [s]

V
el

oc
ity

 [m
/s

] FF06z

Fig. 10. Time history and the running RMS value of the
velocities, before the renovation of the road at (a) 8m,
(c) 16m, and (e) 48m from the road, and after the
renovation of the road at (b) 8m, (d) 16m, and (f) 48m
from the road.

The vibration velocity is shown as this quantity is used
in most vibration norms and guidelines to evaluate the dis-
comfort to people. This is due to the fact that the human
body is equally sensitive to the vibrations in a frequency
range between 1Hz and 80Hz [8].

The vibration duration increases with an increasing dis-
tance from the road (e.g. figures 10a and 10e), while the
peak particle velocity (PPV) decreases due to the wave
propagation in the soil. Comparing figures 10b, 10d, and
10f with the time history of the free field vibrations prior
to the road renovation (figures 10a, 10c, and 10e) shows
that the PPV has decreased by a factor of about 6. The
running RMS value of the vibration velocity shows a very
smooth variation with a maximum value at the time the
truck passes in front of the measurement line. After the
road renovation, the vibrations at the farthest point are very
small and only slightly larger than the level of the back-
ground noise.

Figure 11 shows the frequency content of the veloci-
ties at the same three points in the free field for the same
events.
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Fig. 11. Frequency content of the velocities, before the
renovation of the road at (a) 8m, (c) 16m, and (e) 48m
from the road, and after the renovation of the road at
(b) 8m, (d) 16m, and (f) 48m from the road.

The frequency content of the velocity in the free field is
mainly situated below 40Hz. It decreases to lower fre-
quencies at larger distances from the road because the
higher frequency components are attenuated more severely
than the lower frequency components due to the effect of
material damping in the soil (e.g. figures 11e and 11a).

The frequency content shows the largest values near
15Hz, which corresponds to the dominant frequencies of
the accelerations of the axles. Before the road renovation,
an additional small peak at low frequencies (about 2 or
3Hz ) can be observed (figure 11a), which corresponds to
the dominant frequencies of the vehicle body motion. This
peak at low frequencies is much more pronounced after the
renovation of the road (figure 11b). At larger distances, the
frequency content is dominated by contributions from the
axle hop frequencies.

Figure 12 shows the peak particle velocity as a function
of the vehicle speed for the free field response. The PPV
clearly reduces with increasing distance from the road.
The PPV increases slightly with the vehicle speed, except
for the closest point (pointFF01z at 4m from the road),
where the increase with the vehicle speed is stronger. This
contradicts previous numerical predictions [9] for a linear
vehicle model, where the vehicle speed has no influence
on the vibrations generated by the passage on a joint in the
road surface.

The perception threshold for vibrations is at about
0.14mm/s [8]. It can be observed that before the reno-
vation of the road, the vibrations are perceivable up to a
distance of about 16m from the road (figure 12c). How-
ever, after the renovation of the road, the PPV is below the
perception threshold, even in the immediate vicinity of the
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Fig. 12. Peak particle velocity of the free field response
in the z-direction as a function of the vehicle speed,
before the renovation of the road for receivers (a) up
to 16m, and (c) from 24m up to 64m from the road,
and after the renovation of the road for receivers (b)
up to 16m, and (d) from 24m up to 64m from the
road.

road (FF01z, figure 12b).
Since the truck speed has only a moderate effect on the

PPV in the free field at distances larger than 8m from the
road, a reduction of the vehicle speed is not an effective
measure to reduce the vibrations in the adjacent buildings.

Figure 13 shows the dominant frequency of the velocity
in the free field as a function of the vehicle speed. The
dominant frequencies are independent of the truck speed,
except for the first pointFF01z. Before the renovation of
the road, the dominant frequencies are mainly situated in
the frequency range between 10Hz and 20Hz. This fre-
quency range corresponds to the dominant frequencies of
the acceleration of the axles and, therefore, to the eigen-
frequencies of the axles. After the road renovation, the
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dominant frequencies are mainly situated at about 2Hz and
15Hz corresponding to both the eigenfrequencies of the
pitch and bounce modes and the axle hop modes. Other
sources of vibrations probably have affected the results and
cause the scatter in the results after the road renovation.
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Fig. 13. Dominant frequencies of the free field response
in the z-direction as a function of the vehicle speed,
before the renovation of the road for receivers (a) up
to 16m, and (c) from 24m up to 64m, and after the
renovation of the road for receivers (b) up to 16m,
and (d) from 24m up to 64m.

Figure 14 shows the vertical PPV as a function of the
distance from the road for the vehicle speedv = 50km/h
before and after the renovation of the road. The PPV gen-
erally decreases with an increasing distance from the road.
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Fig. 14. Peak particle velocity as a function of the distance
from the road forv= 50km/h, (a) before and (b) after
the renovation of the road.

C. Free Field Vibrations Due to Cracking

Figure 15 shows the time history of the velocities at
three points in the free field during the cracking of 40m
of the lane in the direction of Ghent. These points are at
8m, 16m, and 48m from the road. This section of 40m is
centered around the measurement line.

Each of the impacts of the MHB can be recognized in
the time history of the vibration velocity. The vibration
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Fig. 15. Time history of the vertical vibration velocity in
the free field at (a) 8m, (b) 16m, and (c) 48m from
the road.

level increases as the MHB approaches the measurement
line, and decreases after it passes the measurement line.

Figure 15c shows an almost constant level of vibration
during the entire time period. This is due to the fact that
the distance between this point and the road is large, so
that a change of 20m in the position of the MHB does not
significantly affect the total distance between the source
and the receiver.

Figure 16 shows the frequency content of the velocities
for the same points during the same event. The frequency
content of the velocity in the free field is mainly situated
between 10Hz and 40Hz.

Figure 17 shows the vertical peak particle velocity as a
function of the distance from the road for the cracking of
the three lanes. For clarity, a logarithmic scale has been
chosen for the vertical axis with the PPV.

A very high level of vibrations with a PPV of 50mm/s
is observed at the pointFF01z when the MHB operates on
the adjacent lane in front of the measurement line.

The difference between the results for the three car lanes
is more pronounced close to the road, where the distance
between the source and the receiver is the smallest.

The PPV generally decreases with an increasing dis-
tance from the road. The PPV at pointFF04z is less than
the PPV at pointsFF05z andFF06z, that are located far-
ther from the road. This has also been observed in the
measurements of the free field vibrations during the pas-
sage of traffic, and might be due to the soil stratification at
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Fig. 16. Frequency content of the vertical vibration veloc-
ity in the free field at (a) 8m, (b) 16m, and (c) 48m
from the road.
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Fig. 17. Peak particle velocity as a function of the dis-
tance from the road for the cracking of the lane in the
direction of Ghent (blue stars), the middle lane (red
circles), and the lane in the direction of Eeklo (green
squares).

the site or local soil conditions.

VI. CONCLUSIONS

At the measurement site along the N9 in Lovendegem,
Belgium, simultaneous measurements of the vehicle and
the free field response have been made before and after the
renovation of the concrete road. These measurements pro-
vide a clear insight in the influence of the road renovation
on both the vehicle response and the free field response.
Furthermore, the results allow for a detailed investigation
of the influence of the vehicle speed on the truck and the
free field vibrations.

The renovation of the road reduces the vibrations signif-
icantly. The PA of the axles decreases by a factor of 10 to
15, while the PA of the body decreases by a factor of 3 to
7. The PPV in the free field is more than 5 times lower.

In addition, the vibrations in the free field have been
measured during the breaking/cracking of the concrete
road by means of a multi-head breaker (MHB). The free
field vibrations have been measured at 15 points along a
measurement line perpendicular to the road from 4m up
to 64m from the road. The measurements have been per-
formed during the cracking of the three car lanes of the N9
on a section of over 400m.

The peak particle velocity at the closest point in the free
field reaches a value of 50mm/s. The PPV decreases sub-
stantially with increasing distance from the road and is
about 0.5mm/s at 64m from the road.
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Abstract— Classical Experimental Modal Analysis
(EMA) and Operational Modal Analysis (OMA) were re-
cently combined into the so-called OMAX framework: Op-
erational Modal Analysis with eXogeneous inputs. In this
framework both the artificial forces and the ambient exci-
tations are considered. The goal of this paper is to present
a suitable OMAX procedure in case of structure-exciter in-
teraction. This interaction introduces a correlation between
the exciter input force and the unknown ambient excitation.
The approach first estimates the frequency response func-
tion (FRF), then the (positive) power spectra (XP+) are com-
pensated for the interaction. The parametric estimation of
the modal parameters is then identical to the case without
interaction.

I. INTRODUCTION

T
HE COMBINED experimental-operational estimation
of vibration data emerged from typical engineering

applications like the testing of bridges and aeroplanes. In
the flight flutter testing [1] of aeroplanes e.g., the wings
are excited both by an applied force and by the atmo-
spheric turbulence. Another example is the modal anal-
ysis of bridges: the structure is excited by ambient forces
(wind, trafic) and by applied forces [2]. In classical Ex-
perimental Modal Analysis [3, 4], the ambient excitation
is considered as disturbing noise that one should get rid
off. In Operational Modal Analysishowever [5, 6], one
only uses the response of the system caused by the un-
known ambient forces. Modal parameter estimators in the
OMAX framework consider both the deterministic contri-
bution caused by the applied forces and the stochastic con-
tribution caused by the unmeasurable forces [7, 8]. Both
contributions contain useful information of the system.

As in classical frequency-domain EMA and OMA, the
input data can be Averaged Based Spectral (ABS) func-
tions (i.e. FRF and XP) or the input and output (I/O)
fourier coefficients. The approach described in this paper
focuses on ABS functions as input data. The FRF and XP
models considered are frequency-domain rational fraction
polynomial models. Both the single-reference common-

denominator model and the polyreference matrix-fraction
description can be used. The use of the frequency domain
allows easy pre-filtering of the data and fast yet accurate
algorithms to estimate the modal parameters. The FRF
and XP are constructed from the measured input and out-
put signals using fast FFT and correlation techniques.

If the artificial excitation is harmonic, the deterministic
component can be calculated without leakage by average-
ing over an integer number of periods. If the excitation
is random, or if only short data sequences are measured,
other techniques are necessary to obtain the FRF and the
XP. The main drawback of these techniques is the possi-
bility of leakage errors. The advantage is that it is is quite
easy to determine the stochastic part of the XP, as will be
discussed in Section II-B.

An alternative approach is to feed the fourier transform
of the measured input and output signals directly into the
modal parameter estimator. The main drawback of this
method is that it results in a non-linear optimization. This
requires an iterative procedure, this algortihm is slower
than the one-step FRF based estimators. Another major
drawback is that it is not possible to compensate for the
correlation between the applied and unmeasured inputs if
the exciter interacts with the structure. It is not yet clearif
the parametric estimator can be adapted to account for this
correlation.

OMAX is really advantageous when some modes are
not (well) excited by the applied force. This can be be-
cause it is difficult to inject sufficient energy at specific
frequencies (e.g. bridges). It can also be that the force
is applied in the node of a mode. In this case, an opera-
tional (broadband) input can reveal these modes. Figure 1
shows the FRFs obtained from shaker measurements com-
pared with the analytical FRF for low noise. The shaker is
applied in the node of the second, third and fourth mode.
The FRFs of two different response locations are plotted.
Figure 2 shows the same FRFs for a higher noise level. The
angles (not shown) follow a similar behaviour. It is clear
that the second, third and fourth mode are not (always)
present in the FRF. The XP clearly shows five peaks.

In Section II the required pre-processing steps are
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Fig. 1. Low noise level analytical (thick blue line) and
estimated FRFs (thin red line), crosspower spectrum
(green dots), applied force spectrum (black dotted line)
and noise standard deviation (black dashed line)

adapted for the OMAX approach with exciter-structure
interaction. The comparison of the different frequency-
domain estimators is done on a theoretical basis in Sec-
tion III. Finally some conclusions are drawn.

II. N ON-PARAMETRIC IDENTIFICATION

The FRF and XP are calculated from the fourier coeffi-
cients of the measured input and output signals. The sys-
tem is assumed linear.

A. Deterministic part

Several classical approaches are used everyday to
determine FRFs. Which one is best suited de-
pends on the nature of the applied force. Start-
ing from the fourier transform of the measured out-
puts X(ωk) =

1√
N ∑N−1

n x(n)exp(−j2πkn/N) and forces

F(ωk) =
1√
N ∑N−1

n f (n)exp(−j2πkn/N), the crosspower
spectra are obtained as

SXF(ωk) =
1
Nb

Nb

∑
b=1

Xb(ωk)F
H
b (ωk)

SFF(ωk) =
1
Nb

Nb

∑
b=1

Fb(ωk)F
H
b (ωk)

SFX(ωk) =
1
Nb

Nb

∑
b=1

Fb(ωk)X
H
b (ωk)

SXX(ωk) =
1
Nb

Nb

∑
b=1

Xb(ωk)X
H
b (ωk)

(1)
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Fig. 2. High noise level analytical (thick blue line) and
estimated FRFs (thin red line), crosspower spectrum
(green dots), applied force spectrum (black dotted line)
and noise standard deviation (black dashed line)

with Nb the number of (possibly overlapping) blocks. The
time samples can also be weighted with a suitable win-
dow (Hanning, Hamming, . . . ) before fourier transform-
ing. This approach is also known as Welch procedure [9].
TheH1 andH2 estimates are then found as

H1(ωk) = SXF(ωk)SFF(ωk)
−1

H2(ωk) = SXX(ωk)SFX(ωk)
−1

(2)

If the force is periodic (e.g. a multisine), the use of the
errors-in-variables estimator is proposedHev [10]. This
is a special version of the instrumental variables estimator
that yields consistent estimates of the FRFs without requir-
ing any a priori noise information or the need for additional
instrumental variables.

Hev(ωk) =

(

1
N p

Np

∑
p=1

Xp(ωk)

)(

1
N p

Np

∑
p=1

Fp(ωk)

)−1

(3)

with Np the number of periods.

B. Stochastic part

The responses contain both the deterministic part and
the stochastic part.

X(ωk) = H(ωk)F(ωk)+G(ωk)E(ωk) (4)

with X andF the measured responses and forces respec-
tively. H is the FRF of the system (to be estimated),
G is the filter of the (unknown) operational excitationE.
This excitation is assumed zero mean normally distributed
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(white noise) with unkown variance. In order to apply
the classical OMA preprocessing algorithms (Welch pe-
riodogram and the correlogram method [11]), the deter-
ministic componentH(ωk)F(ωk) must be removed from
the responses.

If the force–and thus the response–is periodic, the mean
value could be calculated over the period as for theHev es-
timator. The mean of the response could then be subtracted
from the response to obtain only the stochastic part.

Xs,p(ωk) = Xp(ωk)−
(

1
N p

Np

∑
p=1

Xp(ωk)

)

, p = 1. . .Np (5)

This approach is wrong in the case of structure-exciter
interaction. The responses are then corrupted due to the
mass-loading effect of the shaker. In order to remove the
deterministic part, an estimate is needed of the FRF of the
decoupled system. The responses can then be compen-
sated for the deterministic part; only the response due to
the operational forces on the decoupled system remains .

Xs,p(ωk) = Xp(ωk)−H(ωk)Fp(ωk), p = 1. . .Np (6)

The mathematical derivation is shown in Appendix.
If the responses are not corrected, or if only the mean

is subtracted, the mass-loading effect is disregared. The
obtained spectra are characteristic of the whole system-
shaker combination. The resonance frequencies of this
whole system obviously differ from the frequencies of the
decoupled system, so an OMAX combination of uncor-
rected or wrongly corrected spectra would decrease rather
than increase the accuracy of the estimates. Figure 3 illus-
trates this.

An important conclusion is that the correlogram method
is not suited as the obtained spectra would be those of the
system-shaker combination. The elimination of the de-
terministic part directly in the time-domain signal would
require deconvoluting the response with the impusle re-
sponse function.

C. Positive power spectra

The auto- and cross-power spectra have a four quadrant
symmetry: they contain both the stable and unstable poles.
It is better to calculate the so-calledpositivepower spectra
(XP+); these have the same structure as an FRF and they
can be directly fed into the classical modal parameter esti-
mators. The positive power spectra are obtained by inverse
fourier transforming the power spectra, and then fourier
transforming only the positive lags of the correlation func-
tion [8]. To avoid leakage the correlation function can be
weighted by a rectangular or an exponential window.

The proposed pre-processing procedure can be summa-
rized as follows:
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Fig. 3. Crosspower spectrum, corrected with a non-
parametric estimate of the FRF (green crosses) and
corrected with the mean of the responses (blue circles);
the black vertical lines illustrate the location of the res-
onance frequencies of the uncoupled system

1. MeasureNp periods of the forcefp(n) and response
xp(n) of the signal (N points per period)
2. Fourier tranform the data:Fp(ωk) andXp(ωk)

3. Calculate theHev(ωk) estimate through cyclic average-
ing for periodic signals (orH1(ωk) or H2(ωk) for other sig-
nals)
4. Determine the stochastic part of the responseXs,p(ωk)

by Eq. (6)
5. Calculate the power spectra and positive power spectra
S+

XsXs
(ωk) from the stochastic part of the response

6. Feed[Hev(ωk),S
+

XsXs
(ωk)] into the parametric estimator

D. Pitfalls

The approach described in the previous section is sensi-
tive to signal processing problems.

One pitfall is that the FRF is determined by averageing
(H1, H2, Hev). The estimated FRF will thus differ from
the true FRF. This implies that, while correcting the re-
sponses for the deterministic contribution, some periodic-
ity is introduced in stochastic part of response signal. The
autocorrelation function will suffer from this periodicity.
Moreover, for lightly damped systems, the fourier trans-
form of the positive time lags of the autocorrelation func-
tion will show severe leakage problems. An exponential
window function can be used, but this imposes a bias on
the parametric estimates. The estimates must then be cor-
rected for this bias afterwards.

Another point of attention is the number of positive time
lags that are fourier transformed. This directly fixes the
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number of spectral lines of the XP+. Due to the implicit
circular convolution in the calculation of the XP, the num-
ber of spectral lines of the XP+ will be half of that of the
FRF. In order to use existing parametric estimators, the
number of spectral lines of the XP+ should be equal to
those of the FRF. This can be obtained by zero-padding
the time-domain signals [12]. However, this zero-padding
can result in oscillation problems.

III. PARAMETRIC IDENTIFICATION

A polynomial FRF or state-space (SS) model can be fit-
ted through the measured data. Several frequency-domain
modal parameter estimators exist that accept both FRF and
XP as input. As the XP+ have the same modal structure as
the FRF, they can be estimated without having to refor-
mulate the estimator [8]. This is true for the state space,
common-denominator and matrix fraction models that use
the FRF as primary input data.

A. FRF and XP+ driven

The general OMAX parametric frequency-domain
model can be written as

X(ωk) = Ĥ(ωk)F(ωk)+ Ĝ(ωk)E(ωk)

X(ωk) =
n(ωk)

d(ωk)
F(ωk)+

c(ωk)

d(ωk)
E(ωk)

(7)

with n(ωk) the FRF model numerator,d(ωk) the FRF
model denominator andc(ωk) the noise filter numerator.
The denominator of the noise filter must be equal to the
denominator of the FRF. This is the core of the OMAX
approach: as both the deterministic (FRF:H) as stochas-
tic (XP+: G) models share the same denominator, they
have the same poles (resonance frequencies and damping
ratios). Thus, by including the XP+, the accuracy of the
estimated poles will increase because more data is used
to estimate them. Different FRF models exist that lead to
different estimation algorithms.

A.1 Common-denominator model

A scalar matrix-fraction description, better known as
a common-denominator model, models the FRF between
outputo(1, · · · ,No) and inputi(1, · · · ,Ni) as

Ĥoi(Ωk,θ) =
Noi(Ωk,θ)

d(Ωk,θ)
(8)

at frequency linek. Noi(Ωk,θ) is the numerator polyno-
mial andd(Ωk,θ) the common-denominator polynomial,

defined by

Noi(Ωk,θ) =

n

∑
j=0

Noi, j Ω j
k

d(Ωk,θ) =

n

∑
j=0

d j Ω j
k

(9)

The coefficientsNoi, j andd j are the parameters to be es-
timated. These coefficients are grouped together in one
parameter vectorθ.

The linearized (weighted) equation errorEoi(ωk) is ob-
tained by replacing in Eq. (8) the modelĤoi(Ωk,θ) by the
measured FRFHoi(ωk) and multiplying with the denomi-
nator polynomiald(Ωk,θ)

Eoi(ωk) = Woi(ωk)
(

Noi(Ωk)−Hoi(ωk)d(Ωk)
)

(10)

Woi(ωk) is a frequency-dependent weighting which can be
used to improve the estimator. The estimates of the coeffi-
cients are then found by minimizing the least-squares cost
function

l = ∑
o,i

∑
k

|Eoi(ωk)|2 (11)

The main advantages of the common-denominator
model is that it is flexible and that it allows a fast esti-
mator: the least-squares complex frequency-domain esti-
mator (LSCF) [13]. This estimator also yields very clear
stabilization charts. The main drawback of this estimator
is that it does not implicitely enforce a rank one constraint
on the residues. A singular value decomposition (SVD) is
then required to calculate the mode shapes and modal par-
ticipation factors. This SVD reduces the accuracy of the
FRF fit.

A.2 Right matrix-fraction description model

The PolyMAX estimator [14, 15] is the polyreference
counterpart of the LSCF estimator. This estimator uses a
right-matrix fraction description (RMFD) model. The re-
lationship betweenNo outputs andNi inputs can be mod-
eled in the frequency domain, at frequency lineΩk

H(Ωk) = N(Ωk)D
−1

(Ωk) (12)

with N(Ωk) theNo×Ni numerator matrix polynomial and
D(Ωk) theNi ×Ni denominator matrix polynomial, defined
by

N(Ωk) =

n

∑
j=0

Nj Ω j
k

D(Ωk) =

n

∑
j=0

D j Ω j
k

(13)
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The matrix coefficientsNj andD j are the parameters to be
estimated. These coefficients are grouped together in one
parameter matrixθ.

The least-squares cost function becomes

l = ∑
o

∑
k

trace
(

Eo(ωk)
HEo(ωk)

)

(14)

with the 1×Ni row vectorEo(ωk)

Eo(ωk) = Wo(ωk)
(

No(Ωk)−Ho(ωk)D(Ωk)
)

(15)

The PolyMAX estimator is fast and yields very clear
stabilization charts, just as the LSCF. Moreover, a rank one
constraint is implicitely imposed on the residues. The ma-
jor drawback of the PolyMAX is that it is not consistent.

An important limitation for applications in the OMAX
framework is that the number of reference responses must
be equal to the number of inputsNi of the FRF. This is due
to the fact that the XP+ must have the same dimensions as
the FRF to fit into the estimator.

A.3 Left matrix-fraction description model

The left matrix-fraction description (LMFD) considers
all responses simultaneously. The FRF model is now

H(Ωk) = D−1
(Ωk)N(Ωk) (16)

with N(Ωk) theNo×No numerator matrix polynomial and
D(Ωk) theNo×Ni denominator matrix polynomial.

The least-squares cost function is now

l = ∑
i

∑
k

trace
(

Ei(ωk)
HEi(ωk)

)

(17)

with the 1×No row vectorEi(ωk)

Ei(ωk) = Wi(ωk)
(

Ni(Ωk)−D(Ωk)Hi(ωk)
)

(18)

The main drawback is that the size of the matrices is now
proportional to the number of outputsNo. Also the number
of reference responses to fit in the OMAX framework must
be equal toNo. In typical modal analytical applications,
the number of outputs is much higher than the number of
inputs, so a RMFD is often more suited.

A.4 Subspace based identification

An excellent overview of the frequency-domain com-
bined deterministic-stochastic subspace estimator can be
found in [8]. The subspace methods are beyond the scope
of this paper. One comparison is however appropriate. The
FRF models discussed above estimate extra coefficients
(the numerator coefficients of̂G(ωk)). These coefficients
are disregarded as they do not have a physical meaning.
They only increase the uncertainty on the estimates, but it

is the price one has to pay to use the classical estimators in
the OMAX framework. The state-space model, however,
is inherently suited to handle data in an OMAX frame-
work.

B. Input-output driven

The frequency-domain estimators described in Sec-
tion III-A can be reformulated to use directly the input and
output fourier coefficients. The least-squares cost function
is now

l = ∑
o

∑
b

∑
k

|Eo,b(ωk)|2 (19)

and the error equation is reformulated as

Eo,b(ωk) =
D(Ωk)Xo,b(ωk)−Noi(Ωk)Fi,b(ωk)

Co(Ωk)
(20)

with Co(Ωk) the numerator coefficients of the noise trans-
fer function G(Ωk), Nb is the number of blocks. This is
a non-linear optimization problem that must be solved it-
eratively. The I/O approach will thus be slower than the
one-step FRF based estimators. As the (non-parametric)
FRF must be estimated first to eliminate the deterministic
part from the responses, one is better to continue with the
FRF and to calculate the XP+ than to return to the original
spectra and minimize the non-linear cost function.

IV. CONCLUSIONS

In this paper, a description is given of an OMAX pro-
cedure suitable if exciter-structure interaction is present in
the data. It is shown that the responses must be corrected
for the deterministic part due to the applied force. This
compensation is composed of a (non-parametric) estimate
of the frequency response function of theuncoupledsys-
tem. It is shown that response corrected with the mean of
this response, results in the spectra of the coupled system.
The resonance frequencies of this spectra obviously differ
from those of the FRF, undermining an OMAX approach.

In a second step thepositive power spectra are cal-
culated. These spectra have the same structure as the
frequency response function, so the classical frequency-
domain parametric estimators can handle both without
having to reformulate the algorithm.
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APPENDIX

I. CALCULATION OF THE STOCHASTIC PART

Mathematical derivation for a 2-DOF system with oper-
ational forcesF1 andF2 and a shaker on the second mass.
The stiffness of the stinger iskst and the (electrical) force
on the shaker isFe





Z11 Z12 0
Z21 Z22+kst −kst

0 −kst Ze+kst











X1

X2

Xe







=







F1

F2

Fe







(21)

The equations can be decoupled via the force that the
stinger injects in the system

Fst = −kst(X2−Xe) (22)

This gives
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Z21 Z22 0
0 0 Ze
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Xe
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F2 +Fst
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(23)

or
{

X1

X2

}

=

[

H11 H12

H21 H22

]({

F1

F2

}

+

{

0
Fst

})

(24)

If first the FRF is estimated using a load cell to measure the
Fst, then the output spectra of the decoupled system due to
the operational forces only is obtained by
({

X1

X2

}

−
[

H11 H12

H21 H22

]{

0
Fst

})

=

[

H11 H12

H21 H22

]{

F1

F2

}

(25)
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Vibration cancellation of a pneumatically actuated cryocooler
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Abstract—In this work we try to cancel the low-frequency
part of the vibrations of a cryocooler. These vibrations are
caused by the periodic impacts of internal mechanical parts
inside the cooler. Three different control laws are compared
on a small-scale demonstrator, namely the Filtered-x LMS
(implemented in the time and in the frequency domain) and
Repetitive Control. It is found that they share similar per-
formances in terms of disturbance attenuation.

Keywords— periodic vibration, impact shock, cryocooler,
repetitive control, filtered-x LMS, harmonic control

I. INTRODUCTION

Cryocoolers are small cryogenic refrigerators that can
reach very low temperatures (down to 3-4 Kelvin) but can
extract only a very limited amount of heat from the struc-
ture to which they are connected, typically a few watts [1].
They are used in a wide range of applications, including
Magnetic Resonance Imaging, cryopumping for the cre-
ation of high vacuum, and infrared or gamma-ray astro-
nomical observations. The one investigated here is shown
in Figure 1: it is used at the Very Large Telescope Inter-
ferometer (VLTI) of the European Southern Observatory
(ESO) in Paranal (Chile).

Fig. 1. The cryocooler considered in this work.

The “classical” thermodynamic processes undergo a
drastic efficiency change when miniaturized, and for that
reason the cryocoolers are usually based on other cycles,
such as the Stirling cycle or the Gifford-McMahon (GM)
cycle [1], [2]. These two cycles, unfortunately, require the
presence of a cylinder (called “displacer”) that moves back
and forth within the machine, therefore creating unwanted

vibrations. In some cases, the displacer is pneumatically
actuated, which makes the situation even worse as the vi-
brations are no longer harmonic but instead caused by im-
pact shocks. (The shocks occur when the displacer hits the
limits of the cold head’s inner space).

The consequences of these shocks can be dramatic: in
our case, in particular, the VLTI cannot be used in its “in-
terferometric” mode, therefore limiting the range of obser-
vations that can be done. Several passive solutions were
tried, including the introduction of a classical isolation
stage between the cooler and the instrument, but it was ob-
served that the vibrations, although attenuated, were still
one order of magnitude larger than the maximum tolerable
level.

In this work we try to develop an active vibration can-
cellation system that reduces the impacts of the cooler’s
vibrations. The cancellation system is based on a proof-
mass (inertial) actuator equipped with a voice coil trans-
ducer and an acceleration sensor. It is explained below
that the classical feedback controllers have very limited ef-
fects in our case, which is why we use specific controllers
based on the repetitiveness of the disturbance. Many such
controllers exist in the literature, see e.g. [3], but not all
of them can handle the many harmonics that result from
the repetitive impacts. In this work we compare three con-
trollers that seem to meet our requirements, namely the
filtered-x LMS [4], the harmonic control [5, chap.3], or the
Repetitive Control based on the Internal Model Principle
(e.g. [6] and the references therein).

Section II describes the crycoller and the way that it is
modelled. Section III describes the control hardware as
well as the classical feedback controller that is used as a
first control layer. Section IV recalls the principles of the
periodic control algorithms, and finally section V presents
a preliminary experimental validation on a small-scale lab-
oratory demonstrator.

II. MODELLING

The cryocooler is schematized in Figure 2a, along with
its displacer that moves back and forth with a period time
of 1s. The cooler is placed on a soft suspension so as to
attenuate the effects of the impact shocks, and the connec-
tion between the cooler and the instrument is very soft, so
that we can neglect it in this analysis.

If the cooler is considered to be rigid, it can be re-
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Fig. 2. (a) Representation of the cooler with its displacer
and soft suspension. (b) Single-d.o.f. model of the
cooler. (c) Control system.
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Fig. 3. Top: experimental and numerical acceleration of
the cryocooler (filtered at 100 Hz). Bottom: periodic
part of the disturbance d(t).

duced to the single-d.o.f. system shown in Fig. 2b, where
M = 12.5 kg is the mass of the cooler, k ' 27.5 kN/m is
the stiffness of the suspension, and the disturbance d(t)
represents the reaction forces exerted on the cooler by the
displacer during each impact. (This analysis is not totally
true, though, because there are parts of the cycle where the
displacer is fixed with respect to the cooler, thus adding
its mass to M, but our controllers are sufficiently robust to
handle this). The corner frequency of the suspension was
measured to be about 7.5 Hz. No damper is actually intro-
duced in it, so that it is very lightly damped (ξ' 0.2%).

In order to design the control system we have to find a
signal d(t) which is sufficiently representative (in terms of
frequency decomposition, peak amplitude, and repetitive-
ness) of the “real” force exerted by the displacer, because
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Fig. 4. Experimental and numerical cumulative Mean-
Square acceleration of the cryocooler (in (m/s2)2).

we do not have access to the inside of the cooler and are
thus obliged to guess what is happening in it. The sim-
ple approach taken here is based on the observation that
the acceleration signal is made of 3 sharp peaks followed
by free oscillations of the spring-mass system, see Fig. 3
(top). Accordingly, we tried to model d(t) as a series of pe-
riodic pulses, with each pulse placed at the position of one
peak as shown in Fig. 3 (bottom); physically, the pulses
correspond to the impacts of the displacer against the cold
head. The position, amplitude and duration of each pulse
were chosen in such a way that the resulting vibration of
the cold head is as close as possible to that observed ex-
perimentally, both in the time domain and in the frequency
domain.

The results in time domain are shown in Fig. 3 (top):
the correlation with the experiments is very good. The re-
sults are somewhat less good in the frequency domain, as
shown in Fig. 4 which plots the experimental and numer-
ical cumulative Mean-Square acceleration, defined by the
frequency-dependent value

MS(ω) =
∫ ω

0
Φxx(ω?)dω? (1)

where Φxx(ω) is the one-sided Power Spectral Density of
the acceleration signal. The model overestimates the am-
plitude of the harmonic at 8 Hz and underestimates the am-
plitude of those at other frequencies; this conflict is due to
the simplicity of the model, which has too few parameters
to allow us to fix the amplitude of each harmonic indepen-
dently. In spite of this, the model correctly predicts the
order of magnitude of each harmonics as well as the fre-
quency region where the disturbance is present, which is
what we are really looking for for the design of the control
system (in terms of bandwidth, power, stroke, etc.). More-
over, it was observed that the frequency behavior of the
cooler can change from one day to the other, so there is no
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point in trying to model it very precisely.
Note, finally, that d also has a random part caused by

shocks, friction etc inside the cold head. That random part
however is several orders of magnitude smaller than the
periodic part, so that we can neglect it.

III. CONTROL SYSTEM

A. Actuator and sensor

The control system is schematized in Fig. 2c: a reaction
mass ma ('2 kg) is placed, through a soft suspension (ka,
ca) on top of the cooler, and a pair of opposite force Fa(t)
is exerted on M and on ma by means of an electromagnetic
transducer. The absolute acceleration ẍ(t) of the cooler is
measured with a piezoelectric accelerometer.

The resonance frequency ωa =
√

ka/ma of the inertial
actuator should be lower than 1 Hz (the frequency of the
disturbance) so that it behaves as an ideal point force trans-
ducer at all the frequencies that we wish to control (e.g. [7,
chap.3]). Such a low frequency is however very difficult
to achieve, if only because a very soft stiffness ka leads
to a very large static deflection of the transducer, so we
were forced to take it ten times higher (i.e. approximately
equal to the suspension frequency of the cryocooler). This
brings acceptable values of the static deflection, but the
price to pay is a larger control effort Fa(t) and a larger de-
flection at all frequencies below ωa, and more difficulties
when designing the feedback controller. Note, on the other
hand, that as the frequencies of the actuator and that of the
structure are similar, the actuator behaves like a Tuned-
Mass Damper and introduces some passive damping in the
structure, which is favorable.

B. First control layer

The easiest way to control the vibrations of the cold
head consists in implementing a classical feedback con-
troller H(s) linking the measured acceleration ẍ(t) to the
force input Fa(t). After some trial and errors a suitable
controller was found, and the corresponding open-loop
transfer function H(s)G(s) is shown in Fig. 5 (G(s) is de-
fined to be the system’s response s2X

Fa ). A pair of complex
zeros is placed near the resonance to compensate for the
second pair of poles introduced by the actuator. Note that,
as the system parameters are very imprecise and might
possibly change with time, no attempt was made to op-
timize H(s): we only tried to attain reasonable disturbance
rejection and a good robustness of the feedback loop. It
is seen that the control is effective in a very limited fre-
quency range ([4-12 Hz]) and that the maximum vibration
reduction occurs at the resonance, where the disturbance
is divided by 10. It is unfortunately not possible to fur-
ther increase the gain or decrease the low-frequency limit
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Fig. 5. Open-loop transfer function H(s)G(s)

below 4 Hz because it would induce unacceptably large
displacements of the actuator.

Although the classical feedback controller somewhat
improves the situation, it is clearly not enough, which is
why we decided to add a second control layer, using this
time algorithms specifically developed for periodic distur-
bances. In the following, it must be understood that the
feedback controller is already included in the system, that
is, the system’s transfer function has changed from G(s) to
G′(s) = G(s)/(1+G(s)H(s)).

IV. SECOND CONTROL LAYER

In this section we briefly recall the principles of the var-
ious algorithms that we have implemented.

A. Filtered-x LMS

Reference signal x(t)

Command
signal u(t) Structure

G(s)
Filter F(s)

Structure
model

r(t)

Disturbance

Error signal e(t)

LMS algorithm

G(s)
^

^

Fig. 6. Principles of the Filtered-x LMS.

The so-called filtered-x LMS algorithm is widely known
(e.g. [4]), and its adaptation for the case of periodic distur-
bances is presented in [8]. As compared to [8] we add a
leakage term which enhances the algorithm’s robustness
and we consider the case where G has a long impulse re-
sponse.

The principles of the Fx-LMS are shown in Fig. 6. A
reference signal x is sent to a FIR filter F whose output is
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the command signal u of the actuator. F is adapted at each
time step until the measured error e reaches a minimum.
The adaptation law reads [5]:

fi[n+1] = (1−αβ) fi[n]−αe[n]r̂[n− i] (2)

where n is the present time step, fi (i = 0, ..,N−1) are the
coefficients of the filter F , α is a positive parameter that
controls the convergence rate, r̂ is the signal obtained by
filtering x through a model of the system Ĝ, and finally β
is a positive parameter that balances the importance given
to the control effort with that given to the cancellation of
e. Although this term decreases the performances of the
algorithm, in many cases a small value of β significantly
decreases the control effort and increases the system’s ro-
bustness without too much impacting the results.

If the disturbance is periodic the implementation of the
algorithm can be greatly simplified, decreasing by much
its computational time. Indeed, we know that d[n] is peri-
odic, but nothing else: the reference signal x[n] is thus an
impulse train,

x[n] =
∞

∑
k=−∞

δ[nTs− kT ] (3)

with δ being Dirac’s impulse function, Ts = 10−3s is the
sampling time and T =1s is the period of the disturbance.
Thanks to (3), u and r̂ are given by, respectively:

u[n] = fn−k∗N and r̂[n] =
ng

∑
γ=0

ĝ[n− (k∗− γ)N] (4)

where N = T/Ts is the number of samples in a period, k∗

is the largest integer not greater than n/N, ĝ is the discrete-
time impulse response of the system model Ĝ, and ng is the
largest integer smaller than lg/N where lg is the length of ĝ.
In other words, u and r̂ can be obtained directly from F and
ĝ, and no convolution is needed any more. The formulae
are even easier if we define a N-point vector ĝ2:

ĝ2( j) ,
ng

∑
γ=0

ĝ[ j + γN] ( j = 0, ..,N−1) (5)

Eq. 2 then becomes, with (4) and (5):

fi[n+1] = (1−αβ) fi[n]−αe[n]ĝ2[n− i− k∗∗N] (6)

where k∗∗ is this time the largest integer not greater than
(n− i)/N. The filtered-x LMS with periodic disturbance
thus requires two memory vectors of length N (the fi and
ĝ2) and a number of operations proportional to N at each
time step (for updating the fi). Note that if the system is
well damped ĝ is shorter than N, so that ng = 0 and ĝ2 = ĝ.

A.1 Performance

It is possible to summarize the algorithm by a single
formula that directly gives the evolution of u[n] (instead of
using the intermediary filter F). Using (4a) and (6), one
finds indeed:

u[n] = (1−αβ)Nu[n−N]−α
N−1

∑
j=0

e[n−N + j] ĝ2[ j] (7)

which points out that the periodic Fx-LMS algorithm re-
ally acts like a periodic signal generator whose output sig-
nal u[0, ..,N−1] is slightly modified after each period. Go-
ing into the frequency domain, and assuming zero initial
conditions, (7) becomes:

U(z) = (1−αβ)Nz−NU(z)−αz−NE(z)Ĝ2(z−1) (8)

or:

U(z) =−α
z−NĜ2(z−1)

1− (1−αβ)Nz−N E(z) (9)

where Ĝ2(z) is the z-transform of ĝ2. It appears thus that
the Fx-LMS algorithm, when adapted for periodic vibra-
tions, turns into a feedback controller whose output sig-
nal u is obtained by filtering the error signal e trough the
controller α z−NĜ2(z−1)

1−(1−αβ)Nz−N . All the analysis tools developed
for the feedback control, e.g. the Bode and Nyquist plots,
can thus be used to assess its stability margins and perfor-
mances. In particular, the system response to the distur-
bance d reads:

E
D

(z) =
1− (1−αβ)N z−N

1− (1−αβ)N z−N +αz−N G(z) Ĝ2(z−1)
(10)

which is, at the kth harmonic of 1/T :

E
D

(e j2πk Ts
T ) =

1− (1−αβ)N

1− (1−αβ)N +αz−N G(.) Ĝ2(.−1)
(11)

Noting that, at these frequencies, one has Ĝ2 = Ĝ and sup-
posing that the model is accurate (Ĝ'G), Eq. (11) can be
approximated by:

E
D

(e j2πk Ts
T )' Nβ

Nβ+ |G(.)|2 (12)

(where we have also used (1−αβ)N ' (1−Nαβ)). The
periodic disturbance is thus well attenuated if |G(.)|2 >>
Nβ, and in that case the system response is proportional to
Nβ/|G(.)|2. (Note that the algorithm might well increase
the system’s response at frequencies other than the har-
monics, but we do not care in this work because we know
that the non-periodic disturbance is negligible).
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A.2 Stability

Without going into much details, it can be shown that
a sufficient condition for the stability of the feedback law
(9) reads:

|(1−αβ)N −α Ĝ2(e− jωTs)G(e jωTs)|< 1 ∀ω (13)

Consider first the case where ĝ is short, i.e. Ĝ2 = Ĝ. If
β = 0, (13) implies Re(Ĝ(e− jωTs)G(e jωTs)) > 0 ∀ω, or in
other words that the phase of Ĝ and G do not differ by
more than ±90◦, which is consistent with the Fx-LMS
theory. That condition, however, is extremely difficult to
enforce at all frequencies: there are always unmodelled
modes, and G → 0 at large frequencies for any physical
process, indicating marginal stability. If β > 0, on the other
hand, assuming (1− αβ)N ' (1−Nαβ), it can be seen
that (13) is automatically fulfilled at frequencies where
Nβ > |Ĝ(.)G(.)|, and uncertainties in the response of G do
not impact the stability provided that |GĜ| is small enough
at these frequencies.

To summarize the results (and assuming a good model
and a short impulse response ĝ, that is Ĝ2 ' Ĝ ' G), the
value of Nβ separates the frequency region where Nβ >
|G|2, in which the stability is not an issue (Eq. 13), from
the regions where Nβ << |G|2, in which the disturbance is
effectively attenuated (Eq. 12).

If, on the other hand, the system is lightly damped and
ĝ is long, Ĝ2 might differ largely from Ĝ and it is diffi-
cult to draw general conclusions; the stability in that case
must be checked directly from (13) or even from (9). Note,
however, that the “most dangerous” frequencies for stabil-
ity are the harmonics of 1/T (because the controller (9)
has a very large response at these frequencies), and that at
these frequencies Ĝ2 = Ĝ which indicates that the stabil-
ity properties could be similar. Note, too, that the theory
of the Fx-LMS (not necessarily periodic) guarantees the
convergence if the model is precise enough and α small.

B. Harmonic control
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ẍ

Fig. 7. Principles of the harmonic control.

The classical Fx-LMS described in section IV-A is ef-
fective, but it lacks any frequency selectivity because it has
only two tuning parameters (α and β). Instead we would

like to have a frequency-tunable convergence rate, increas-
ing it in some important frequency regions (or where the
system is well-known and the stability is not an issue) and
decreasing it or even suppressing it in other regions.

If the disturbance is periodic this can be done with the
so-called harmonic control shown in Fig. 7. A signal gen-
erator sends a sum of sine signals to the control input
of the cryocooler Fa(t); the amplitude and phase of each
sine is progressively adapted, based on the measured er-
ror e(t) = x(t), until e(t) has no component at the selected
frequencies. The theory of the harmonic control, which is
summarized here, is taken from [5, chap.3]. Note that, un-
like the Fx-LMS and RC algorithms, the harmonic control
does not increase the disturbance between the harmonics
(because the control input is made of pure tones).

B.1 Single-tone disturbance

Let us begin with the case of a sine disturbance, d(t) =
Asin(ω0t +φ). If one goes into the frequency domain, the
Fx-LMS adaptation law becomes:

U(n+1) = U(n)−αĜ∗(e jω0Ts)E(n) (14)

(we do not use any leakage term here) where n now de-
notes the iteration index, U and E are the complex z-
transform of the control input u and of the measured error
e, respectively , and Ĝ∗(.) is the complex conjugate of the
discrete system model Ĝ(.) : the adaptation algorithm thus
requires the modelling of G at the frequency ω0 only.

It can be shown that the optimal value for α is given by:

αopt =
1

|G(e jω0Ts)|2 (15)

(where we have assumed perfect modelling), which
stresses that the optimal value of α is actually frequency-
dependent, and it can also be shown that the algorithm is
stable on condition that

0≤ α≤ 2cosφ
M|G(e jω0Ts)|2 (16)

where φ and M are, respectively, the phase and ampli-
tude mismatch between the plant and the model at the fre-
quency ω0. Note that the system cannot be stable, what-
ever the value of α, if the phase mismatch exceeds ±90◦.
These stability conditions are very similar to those of the
Fx-LMS algorithm (13), but in this case they must be met
at the single frequency ω0 only, while (13) must be met for
all ω.

B.2 Multi-tone disturbance

If the system is linear the harmonics do not interact and
the controller can be decomposed into a set of independent
control loops. The technique is illustrated in Fig. 8:
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Fig. 8. Harmonic control for multi-frequency distur-
bances. The sequence ”FFT→adaptation→IFFT” is
executed at the end of each cycle.

1. The (discrete-time) error signal is recorded during one
cycle: e[0, ..,N−1]
2. An FFT is executed on e[0, ..,N − 1], decomposing it
into its complex harmonic Ek (k = 0, ..,N−1).
3. The adaptation law (14) is executed (once per har-
monic), producing the complex amplitudes of the control
force Uk.
4. An inverse FFT is then performed on the Uk, so as to
transform them into a time sequence u[0, ..,N− 1] which
is recorded in memory and executed during the next cycle.
As compared with the time-domain Fx-LMS, besides al-
lowing a frequency-dependent convergence coefficient αk,
the technique also reduces the computing time (particu-
larly for large values of N), because the FFT and IFFT
operations can be executed off-line, and only the reading
of the memory u[.] and the recording of the error e[.] are to
be done in real-time.

C. Repetitive Control (RC)
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Cryocooler
+ reaction mass

ẍ

Fig. 9. Repetitive Control.

The theory of the RC is taken from [6], and the compar-
ison with the Fx-LMS is also studied in [8].

Repetitive Control is a feedback technique based on the
Internal Model Principle, which states (loosely speaking)
that any stable feedback system will ultimately suppress
any disturbance on condition that a “model” of that dis-
turbance is included in the feedback path. In our case the

“model” of the disturbance consists of a periodic signal
generator obtained by inserting a time delay z−N inside a
positive feedback loop, as shown in Fig. 9. According to
that Figure, the error signal is first filtered through L(z),
next delayed by N = T/Ts sample times, and finally sent
to the periodic signal generator. The FRF of the feedback
path is:

U(z) =− z−NL(z)
(1−qz−N)

E(z) (17)

its amplitude is proportional to (1−q)−1 at each frequency
multiple of 1/T , indicating a good disturbance rejection if
q' 1.

It is readily seen that the FRF (17) is similar to (9), with
q playing the role of (1−αβ)N and αĜ2(z−1) being re-
placed by the filter L(z). In that sense Repetitive Control
can be seen as a generalization of the periodic Fx-LMS,
in which the design freedom in L(z) can be used to re-
shape the system’s frequency response and obtain the de-
sired convergence properties.

C.1 Performances

The performance analysis is identical to that made in
Section IV-A. The FRF between e and d reads, at the fre-
quencies multiple of 1/T :

E
D

(
e j2π Ts

T

)
=

1−q
1−q+G(.)L(.)

(18)

which means that there is a good attenuation as long as
GL >> (1− q), and that in that case the response is pro-
portional to (1−q)/GL.

C.2 Stability and convergence

For both stability and convergence, L(z) should ap-
proach G−1(z); actually, if q = 1 and G(z)L(z) = 1, the
controller can be shown to converge in a single step.
G−1(z) is however impossible to implement, if only be-
cause G, being a physical process, is proper, and thus G−1

has more zeros than poles.
Some kind of filtering is thus required, but one must take

care that the phase lag introduced by the filter does not
destabilize the system: indeed, the condition for stability
reads

|q−GL|< 1 (19)

which requires that Re(GL) > (q−1), i.e. the phase differ-
ence between G and L does not exceed ±90◦ at frequen-
cies where |GL| ≥ (1−q) (as before, (19) is automatically
fulfilled at frequencies where |GL|< (1−q)).

The difficulty can be solved by the use of a so-called
zero-phase filter P(z)P(z−1). In short, P(z−1) has the same
amplitude as P(z) but opposite phase, and it has the same
impulse response but reversed in time, i.e. p1[n] = p2[−n]
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where p1[.] is the response of P(z−1) and p2[.] is the
response of P(z): P(z−1) is thus non-causal, and only
z−NP(z−1) can be implemented in real-time. In other
words, the causal filter z−NP(z−1)P(z) = z−N |P(z)|2 does
not introduce any phase distortion, at the expense of a N-
sample time delay.

Looking at Fig. 9, it appears that the delay z−N is already
present in the loop. A sensible choice for L(z) consists thus
in:

z−NL(z) = z−NĜ−1(z)P(z−1)P(z) = z−NĜ−1(z)|P(z)|2
(20)

where P is any filter which amplifies the frequencies where
we want the control to be effective, and attenuates the other
frequencies.

It was shown that the Fx-LMS is but a particular case
of Repetitive Control: in that case (and assuming Ĝ2 '
Ĝ), one has L = αĜ(z−1), that is, the phase of LG =
αĜ(z−1)G(z) ' α|G(z)|2 remains close to 0 (which is
good for the stability) but no attempt is made to reshape
its amplitude (which is less good for the performances).

V. EXPERIMENTAL VERIFICATION

A. Experimental setup

The concept has been experimentally demonstrated on
the small-scale laboratory demonstrator shown in Fig. 10
and Fig. 11. It is build according to the model of Fig. 2c,
that is, a small reaction mass ma is connected, through a
soft suspension, to a larger mass M representing the cooler.
The suspension connecting the cooler to the ground is in-
troduced by means of two flexible bearings, which are also
used to guide M and ensure an axial movement. An elec-
tromagnetic actuator (“magnet 1” and “coil 1”) is used to
introduce the disturbance d(t). A soft spring connects ma

and M, and coaxial displacement is ensured by the use of
a ball bearing: the option “spring and ball bearing” was
preferred to the use of flexible bearings because the rela-
tive displacement between the two masses might be quite
large (±6mm). A second moving coil transducer is used
to introduce the control force Fa(t), and an accelerometer
measures the movements of M. The reaction mass ma is
well damped thanks to the eddy currents that appear in the
metallic support of coil 2.

The setup is designed to be as representative as possible
of the real cryocooler, i.e. we kept the same mass ratio
ma/M, the natural frequencies and amplitude of the dis-
placements are similar, and the disturbance d(t) is a scaled
version of the one taking place in the cooler, as identified
in Section II. Any conclusion from this experiment there-
fore also applies to the control of the cryocooler. Note,
too, that the behavior of the setup is far from linear, as the
ball bearing introduces a large stick-slip phenomenon, and

Fig. 10. Small-scale laboratory demonstrator.

Moving mass M

Moving mass ma

Support

Coil 1

Magnet 1 Magnet 2

Coil 2

Flexible bearings

Ball bearings

Fig. 11. Scattered view of the setup.

the constant of the moving coil transducer changes with
the displacements (which are quite large). In spite of this,
the experiment was successful, which increases the confi-
dence that the control strategy will also be effective when
applied on the real cryocooler.

B. Implementation of the algorithms

The control system is implemented with a DSpace
DS1103 control board. The classical feedback described
in section III-B is introduced with a sampling frequency
of 10kHz: it calls no particular comment. The Fx-LMS
and RC controllers are implemented with a S-function (at
1 kHz), and the harmonic control with the built-in FFT and
IFFT functions of Matlab (at 8192 Hz such that N = Ts/T
is a power of 2).

In this work we try to cancel the displacement of the
cryocooler, and not its acceleration, which is much easier
as the displacement signal has a limited frequency range
(' 0→ 100 Hz) while the acceleration has components up
to tens of kHz (because of the shocks). The output of the
accelerometer is thus integrated twice in the charge ampli-
fier, such that all subsequent signal treatments deal with
displacements instead of accelerations.

Remark: Although the theory is developed assuming
a constant period T , in practice the period of the cooler
varies slowly with time of about ±0.15%. This variation
can be measured (it is that of the frequency of the electrical
network) and is taken into account by simply adjusting the
beginning of each cycle of Fa(t) by the appropriate amount
of sample time. We experimentally compared the two sit-
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uations (T =cste or T varies and the algorithm is adapted)
and concluded that the results are identical in both cases.

B.1 Fx-LMS

Thanks to the feedback controller, the system is well
damped and its impulse response is shorter than T : we thus
have Ĝ2 = Ĝ. The FRF α|G( jω)|2 is plotted in Fig. 12,
along with the chosen value of Nαβ. Recalling the discus-
sion of sections IV-A.1 and IV-A.2 (Eq. 12 and 13), it is
seen that the algorithm should attenuate all the harmonics
between 3 Hz and 25 Hz, and that the model Ĝ needs to
be precise in that small frequency region only. We chose
α such that max

ω
α|G( jω)|2 ' 0.1 in order to have good

robustness properties (the maximum value is about 1, see
Eq. 13).

B.2 Repetitive Control

We took advantage of the design freedom of the RC to
enlarge the frequency region where the algorithm is effec-
tive without changing the robustness. The result is shown
in Fig. 12: with the same stability margin (max |LG| '
maxα|G|2) and with the same forgetting factor ((1−q) =
Nαβ) as the Fx-LMS, the RC algorithm is effective in the
region [2− 45] Hz. We deliberately chose 45 Hz as an
upper limit, because the disturbance has little components
above, and did not want to include the 1 Hz harmonic in
the bandwidth because the attenuation of low-frequency
harmonics requires a lot of control power.

B.3 Harmonic Control

Stability of the harmonic control doe not require the use
of a forgetting factor, which is good for the performances
of the algorithm. We applied the controller on all harmon-
ics between 3 Hz and 30 Hz (for the same reasons as those
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Fig. 13. Experimental displacement of M. Dotted: control
OFF; dashed: classical feedback only; plain: classi-
cal feedback + specific controller (Fx-LMS, RC, har-
monic control).
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Fig. 14. Experimental cumulative Mean-Square displace-
ment for various controllers.

explained for the RC), and some robustness is ensured by
choosing the convergence coefficients αk to be αk,opt/10,
with the optimum coefficient αk,opt given, for each fre-
quency, by (15).

C. Results

Experimental displacement signals are shown in Fig. 13,
and Fig. 14 plots the cumulative Mean-Square displace-
ment defined by Eq. 1. It is found that the three “peri-
odic” algorithms have the same performances and very ef-
ficiently attenuate the repetitive disturbance: for each con-
troller the displacement signal after convergence is mainly
composed of the harmonic at 1 Hz, which we do not want
to control because it requires unacceptably large control
input. In particular, the Mean-Square displacement is di-
vided by 30 with respect to the case “classical feedback
only” and by 90 with respect to the case “control off”.
(Note that, because the actuator introduces some damp-
ing, the response without control is itself lower than that
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without actuator).
The fact that the three controllers have the same perfor-

mances is easily explained by the observation that the main
contribution to the cooler’s displacement is in the range [6-
18] Hz, i.e. well within the bandwidth of each controller.
The extension of the bandwidth introduced in the RC has
thus little effect on the result.

VI. CONCLUSIONS

It was found that the three algorithms that we investi-
gated (namely the Filtered-x LMS, the harmonic control
and the Repetitive Control) very efficiently attenuate the
periodic part of the disturbance in a selected frequency re-
gion, and that all of them are sufficiently robust to mod-
elling errors.
• The Fx-LMS is by far the easiest of the three (for the
design AND the programming). It requires only a rough
model of the system response, and it can be very efficiently
implemented by Eq. 4a and Eq. 6. Its main drawback is its
lack of frequency selectivity.
• The harmonic control, which is but a frequency imple-
mentation of the Fx-LMS, is the most “frequency selec-
tive” of the three algorithms, as it allows the tuning of the
convergence rate “frequency per frequency”. Besides, it
does not increase the non-periodic part of the disturbance
and does not require the use of a forgetting factor. Find-
ing the appropriate coefficients is very easy, too (Eq. 15),
and the computation time is not an issue as the FFT is per-
formed off-line. It can, however, be more difficult to pro-
gram as it requires the use of an FFT and of an IFFT.
• RC control was shown to be a generalization of the peri-
odic Fx-LMS: its implementation is thus very similar (and
thus very easy, too). It gives more design freedom than the
Fx-LMS in choosing its frequency-shape, at the expense
of some efforts in finding the appropriate filter L(z).

Although the harmonic control and RC algorithms theo-
retically improve the results, it is found that, with the sys-
tem at hand, the improvement is not significant.
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Abstract—This paper presents a general 2.5D cou-

pled finite element – boundary element methodol-

ogy for the computation of the dynamic interac-

tion between a layered soil and longitudinally in-

variant structures, such as railway tracks, roads,

tunnels, dams, vibration isolation screens in the

soil, and pipelines. The classical 2.5D finite ele-

ment method is combined with a novel 2.5D bound-

ary element method. The 2.5D Green’s functions

of a layered halfspace, computed with the direct

stiffness method, are used in a boundary element

method formulation. This avoids meshing of the

free surface and the layer interfaces with boundary

elements and effectively reduces the computational

efforts and storage requirements. The proposed

technique is applied to four examples: a road on

the surface of a halfspace, a tunnel embedded in a

layered halfspace, a dike on a halfspace and a vi-

bration isolating screen in the soil.

Keywords— Boundary element method, elastody-

namics, dynamic soil-structure interaction, 2.5D

modelling

I. Introduction

The calculation of three-dimensional dynamic soil-
structure interaction problems is computationally de-
manding, since the radiation of waves towards infinity
has to be taken into account [4], [24]. A number of
assumptions is often made in an attempt to reduce
the computational efforts. In many cases, the struc-
ture can be assumed to be periodic or to have an in-
variant cross section, which is a valid assumption for
roads, railway tracks, tunnels, dams, vibration isola-
tion screens in the soil, pipelines, and alluvial valleys.

For periodic structures, a Floquet transform can be
used for the computation of the structural response
and the radiated wave field [7], [13]. In the case of
longitudinally invariant structures, a computationally
efficient two-and-a-half-dimensional (2.5D) approach
can be applied [3], [14], [31], where the Fourier trans-
form of the longitudinal coordinate allows to repre-
sent the three-dimensional (3D) response of the struc-

ture and the radiated wave field on a two-dimensional
mesh. 2.5D boundary elements are often used for the
soil [27], [29], [30] while 2.5D finite elements are used
for the structure [11], [12]. A number of examples
of this approach have been presented by Sheng et al.
[27] for the computation of tunnels and railway tracks.
Andersen and Nielsen apply the methodology to study
the effect of vibration isolating screens along a rail-
way track [1], [2]. A similar approach is followed by
Lombaert and Degrande [21] and Lombaert et al. [22]
to predict vibrations induced by road [21] and rail-
way traffic [22]. The latter model has been validated
by means of field measurements [22] and used to as-
sess the vibration isolation efficiency of a floating slab
track [23].

The classical 2.5D boundary element method ap-
plied to embedded structures requires Cauchy princi-
pal value integrals of the singular fundamental trac-
tions. For the evaluation of these Cauchy principal
value integrals, a fully or locally enclosing elements
technique [8] or an analytical integration [28] can be
used.

In the present paper, a regularized boundary inte-
gral equation is used as an alternative to the evalua-
tion of singular integrals. This global regularization
of the boundary integral equation is based on the fact
that the singularity of the static and dynamic funda-
mental solutions correspond at the source point [5],
[6], [25]. This requires a generalization of the global
regularization technique to the 2.5D boundary inte-
gral equation, allowing for regular integration.

In most cases, the boundary element method is
based on the 2.5D fundamental solution of a homo-
geneous full space, for which a closed form analytical
expression is available [29], [30]. The use of the homo-
geneous full space solution has the disadvantage that
the free surface and the layer interfaces of the halfs-
pace have to be discretized with boundary elements.
Meshing of the infinite free surface and the interfaces
of the halfspace requires mesh truncation, at which
spurious reflections may occur. These spurious reflec-
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Fig. 1. The geometry of the coupled soil-structure
system.

tions can be partially mitigated through the use of a
special truncation element [27].

In the present paper, fundamental solutions of a lay-
ered halfspace are used in a 2.5D boundary element
formulation as an alternative to the homogeneous full
space solution. The layer interfaces and the surface of
the halfspace no longer have to be meshed, avoiding
spurious reflections at mesh truncations. The bound-
ary element mesh can be limited to the interface be-
tween the structure and the soil, significantly reducing
the size of the boundary element mesh.

II. 2.5D coupled finite element - boundary

element methodology

A. Problem outline and domain decomposition

The dynamic soil-structure interaction problem is
decomposed into two subdomains: the structure Ωb

and the semi-infinite layered soil Ωs (figure 1). The
dynamic soil-structure interaction problem is solved
by enforcing continuity of displacements and equilib-
rium of stresses on the interface Σbs between both
subdomains. The section Ab of the structure is in-
variant with respect to the longitudinal coordinate y.
The dynamic soil-structure interaction problem is as-
sumed to be linear and all equations are elaborated
in the frequency domain. The dynamic equilibrium
equation of the structure is discretized by means of
2.5D finite elements. The structure is considered as a
3D continuum, and can be modelled with 2.5D volume
elements.

The structure is only discretized in the (x, z)-plane,

where the displacements are dicretized as:

ub(x, ω) ' Nb(x, z)
¯
ub(y, ω) (1)

The equilibrium of the structure is solved by a Fourier
transform of the longitudinal coordinate y to the hor-
izontal wavenumber ky, where the Fourier transform
is defined as F [f(y), ky] =

∫

∞

−∞
exp(+ikyy)f(y)dy.

The finite element degrees of freedom
¯
ub are divided

into internal degrees of freedom
¯
ub1

and degrees of
freedom

¯
ub2

on the soil-structure interface (figure 1).
The resulting discretized equilibrium equation in the
wavenumber domain reads as:

(

−ω2

[

Mb1b1
Mb1b2

Mb2b1
Mb2b2

]

+

[

K0
b1b1

K0
b1b2

K0
b2b1

K0
b2b2

]

−iky

[

K1
b1b1

K1
b1b2

K1
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K1
b2b2

]

−k2
y
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K2
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K2
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K2
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]

− ik3
y

[

K3
b1b1
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b1b2

K3
b2b1

K3
b2b2

]

+k4
y

[

K4
b1b1

K4
b1b2

K4
b2b1

K4
b2b2

]

+

[

0 0
0 Ks

b2b2
(ky, ω)

])

×
[

˜
¯
ub1

(ky, ω)
˜
¯
ub2

(ky, ω)

]

=

[

0
˜
¯
fb2

(ky, ω)

]

(2)

where the matrices Mbibj
and K0

bibj
correspond to

the classical two-dimensional finite element mass and
stiffness matrix. The matrices K1

bibj
to K4

bibj
account

for the dependency of the solution on the wavenum-
ber ky. Finally, the wavenumber-frequency dependent
soil stiffness matrix Ks

b2b2
(ky , ω) is computed with the

2.5D boundary element method.
More details about the theoretical derivation and

numerical details of the 2.5D finite element and
boundary element methods are omitted in the present
paper for brevity; more details can be found in an ac-
companying journal paper [10].

III. Applications

A. Road on a halfspace

As a first example, a road on a halfspace is con-
sidered (figure 2). The halfspace has a shear wave
velocity Cs = 150m/s, a dilatational wave velocity
Cp = 300m/s, a density ρ = 1800 kg/m3 and a ma-
terial damping ratio βs = βp = 0.05 in both devia-
toric and volumetric deformation. The road consists
of several layers which characteristics are summarized
in table I. The road has a width of 4m and the load
is applied at the center of the road. The road is mod-
elled with 40 2.5D shell elements of equal size. The
soil is modelled with 2.5D boundary elements which
matches the finite element mesh.
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Layer Type d E ν ρ
[m] [MPa] [-] [kg/m3]

1 Asphalt 0.15 9150 1/3 2100
2 Crushed stone 0.20 500 1/2 2000
3 Crushed concrete 0.25 200 1/2 1800

TABLE I
The characteristics of the road.

x

y

z

Fig. 2. Road on a halfspace.

The solution of the coupled FE-BE equation (2)
results in the displacements of the road in the
wavenumber-frequency domain. The wavenumber-
frequency domain solution is subsequently trans-
formed to the spatial domain by means of an inverse
Fast Fourier Transform (FFT) of the wavenumber ky

to the coordinate y. The wavenumber sampling is
specified in terms of the dimensionless wavenumber
k̄y = kyCs/ω. As both the response of the road and
the layered halfspace strongly decay for dimensionless
wavenumbers larger than k̄y = 1 [19], [20], a maxi-
mum dimensionless wavenumber k̄y = 3 is sufficient
to accurately compute the displacements in the spa-
tial domain.

Nyquist’s theorem states that the wavenumber step
∆ky should be smaller than 2π/ymax where ymax is a
distance where the solution is sufficiently attenuated.
Specifying the distance ymax in terms of a number
n of shear wavelengths λs, allows to determine the
dimensionless wavenumber step as ∆k̄y = 1/n. In the
present analysis, n = 100 wavelengths are considered,
resulting in 300 samples from k̄y = 0 to k̄y = 3.

Figure 3a shows the real part of the vertical dis-
placements on the road and on the surface of the
halfspace at 10Hz. The wavelength of the Rayleigh
waves in the soil is much larger than the width of the
road. As a result, the wave field is characterized by
nearly cylindrical wave fronts. The results are com-

pared with the results obtained with a model previ-
ously proposed by Lombaert [19] and Lombaert and
Degrande [20] (figure 3b). In this model, the road is
modelled as a beam with a rigid cross section where
only vertical tractions on the interface between the
road and the halfspace are considered, referred to as
relaxed boundary conditions. In the frequency range
up to 50Hz considered for road traffic, the results be-
tween the road modelled with shell elements and the
road with a rigid cross-section compare well.

Figure 4 compares the real and imaginary part of
the vertical displacement in the point {10m, 0, 0}T on
the surface of the halfspace. The results obtained with
both models agrees well, certainly for low frequencies.

In the case of a model of a railway track, for which
higher frequency components are importatn, or in the
case of a road with a large width, the assumption of
a rigid cross-section deformation of the soil-structure
interface may no longer be valid. The present method-
ology allows to investigate the validity of these as-
sumptions made in existing models for railway traffic
[22].

B. Tunnel in a layered halfspace

In this section, the wave field radiated by a concrete
tunnel embedded in a layered halfspace due to a har-
monic point load at the tunnel invert is considered.
The displacements are computed with the proposed
methodology and compared with the results obtained
with the analytical Pipe-in-Pipe (PiP) model [15].

The center of the tunnel is situated at a depth of 14
m below the free surface. The tunnel has an internal
radius ri = 2.75m and a wall thickness t = 0.25m
(Figure 5). The concrete has a Young’s modulus E =
50000MPa, a Poisson’s ratio ν = 0.30, a density ρ =
2500 kg/m3 and a hysteretic material damping ratio
β = 0.03.

The soil consists of layer with a thickness of 6m
on top of a homogeneous halfspace. The surface layer
has a shear wave velocity Cs = 275m/s, a dilatational
wave velocity Cp = 1964m/s, a density ρ = 1980m/s
and a material damping ratio βs = βp = 0.04 in both
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Fig. 3. Real part of the vertical displacements on the road and on the surface of the halfspace for a vertical
point load applied on the road with a width of 4m at a frequency of 10Hz The results are shown for
(a) a model using 40 2.5D shell elements and (b) the model of Lombaert and Lombaert and Degrande,
modelling the road as a beam with rigid cross section.
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Fig. 4. (a) Real and (b) imaginary part of the vertical displacement in the point {10m, 0, 0}T on the surface
of the halfspace for a point load applied at the center the road. The results are shown for (a) the model
using 40 2.5D shell elements and (b) the model of Lombaert and Lombaert and Degrande, modelling the
road as a beam with rigid cross section.
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Fig. 5. Cross section of the tunnel.

deviatoric and volumetric deformation. The halfspace
has a shear wave velocity Cs = 220m/s, a dilatational
wave velocity Cp = 1571m/s, a density ρ = 1980m/s
and a material damping ratio βs = βp = 0.04 in both
deviatoric and volumetric deformation.

The response of the tunnel and the halfspace is com-
puted using the 2.5D coupled FE-BE methodology.
The tunnel is modelled with 36 equal-sized 2.5D shell
elements around the circumference of the tunnel. The
boundary element mesh matches the finite element
mesh, which allows to compute the tunnel response
by means of equation (2).

Figure 6 shows the vertical displacement at the
surface of the layered halfspace due to a vertical
point load at the tunnel invert at a frequency of
20Hz. Waves generated at the tunnel invert prop-
agate through the soil and result in Rayleigh waves
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Fig. 6. Real part of the vertical displacement at the surface of the layered halfspace due to a vertical point
load at the tunnel invert at a frequency of 20Hz.

at the surface of the layered halfspace. The wave-
fronts on the surface of the halfspace are not cylin-
drical, which is a result of the dynamic interaction
between the soil and the tunnel.

Figures 7a and 7b show the vertical free-
field displacement at the point with coordinates
{10m, 10m,−6m}T on the layer interface and at the
point with coordinates {10m, 10m, 0m}T on the sur-
face of the layered halfspace.

The results obtained with the presented 2.5D cou-
pled FE-BE methodology are compared to the results
obtained with the semi-analytical PiP model. In the
PiP model, the tunnel-soil interaction is solved ana-
lytically, where the tunnel is assumed to be embedded
in a homogeneous full space. The tunnel response is
subsequently used to compute the displacements in
the layered halfspace using the direct stiffness method,
where the tunnel is replaced by a number of equiva-
lent point sources in the layered halfspace [15]. A good
agreement between both models is observed. The dis-
crepancy between both models at higher frequencies
is attributed to the limited wavenumber sampling in
the PiP model for the computation of the free field
response.

C. Wave propagation along a dike

In this section, the wave propagation along an earth
dam is studied. This analysis has been performed in
the framework of seismic tomography on earth dams
[16], where the wave propagation along the dike is
used to verify the structural integrity of the dike body.

A soft earth dam with a steep slope on top of a
homogeneous halfspace is considered. The dam has a
height h = 5m, a base width wb = 20m and a top
width wt = 2m. The dam consists of a soft soil with a

shear wave velocity Cs = 150m/s, a dilatational wave
velocity Cp = 300m/s, a density ρ = 2000 kg/m3,
and a material damping ratio βs = βp = 0.02 in both
deviatoric and volumetric deformation. The dam is
founded on a homogeneous halfspace with a shear
wave velocity Cs = 300m/s, a dilatational wave ve-
locity Cp = 600m/s, a density ρ = 2000 kg/m3 and a
material damping ratio βs = βp = 0.02 in both devia-
toric and volumetric deformation.

The 2.5D coupled FE-BE methodology is used to
compute the response of the dike and the surrounding
soil due to a vertical point load on top of the dike. The
dike is modelled using 2.5D volume elements (figure
8) and the subgrade is modelled using 2.5D boundary
element mesh that matches the finite element mesh
on the dike-soil interace.

wt

wb

h

Fig. 8. Mesh of the dike using 2.5D volume elements.

Figure 9 shows the real part of the vertical displace-
ment of the dike and the surface of the halfspace at
frequencies of 5Hz and 20Hz. At 5Hz, the wavelength
λs = Cs/f = 30m of shear waves in the dike is much
larger than the height of the dike. As a result, the
Rayleigh waves penetrate into the underlying halfs-
pace and the displacement amplitudes on the surface
of the halfspace are comparable to the displacement
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Fig. 7. Modulus of the vertical displacement in (a) the point with coordinates {10m, 10m,−6m}T and (b)
at the point with coordinates {10m, 10m, 0m}T . The results obtained with the presented methodology
(dashed line) is compared with results obtained with the PiP model (solid line).

amplitudes on the dike.

At a frequency of 20Hz, the wavelength equals
λs = Cs/f = 7.5m of shear waves in the dike is of
the same order of magnitude as the dike height. The
Rayleigh waves are now concentrated in the dike body.
As a result, the dike acts as a one-dimensional wave
guide. As the Rayleigh waves are trapped within the
one-dimensional wave guide, the waves are only at-
tenuated by material damping and not by geometrical
damping.

The present 2.5D model was used in a feasibility
study for the application of Seismic Analysis of Sur-
face Waves as a non-destructive technique to deter-
mine the dynamic soil characteristics of a layered soil
medium from the dispersion of seismic surface waves
[9].

The first step involves an in situ experiment where
vibrations are generated at the soil’s surface using
a falling weight, an instrumented impact hammer or
a hydraulic shaker and measured with geophones or
accelerometers up to a distance from the source of
typically 50 m. In the second step, an experimen-
tal dispersion curve is determined using the phase of
the transfer functions between pairs of receivers. It
is assumed that the response at sufficiently large dis-
tance from the source is dominated by dispersive sur-
face waves. The experimental dispersion curve cor-
responds to the effective (dominant) wave velocity.
An inverse problem is formulated as an optimization
problem where the objective function is defined as
the squared difference between the experimental and
a computed theoretical dispersion curve.

The MASW method is commonly applied to sites
with a flat free surface and the solution of the inverse
problem is based on the assumption that the subgrade

can be modelled as a layered elastic halfspace. When
the MASW method is employed to determine the dy-
namic soil characteristics of dikes, the pertinent ques-
tion is under what conditions the inverse problem can
still be formulated based on the dispersion curve of
a layered halfspace with a flat free surface where the
elevated topography is not included.

D. Vibration isolating screen

In this example, the 2.5D coupled FE-BE methodol-
ogy is applied to study the efficiency of a vibration iso-
lating screen in the soil. A vibration isolating screen is
a soft or stiff wave barrier. Due to the impedance con-
trast between the isolating screen and the soil, waves
are reflected, effectively reducing vibration levels be-
hind the screen.

Figure 10 shows a vibration isolating screen embed-
ded in a homogeneous halfspace with a shear wave
velocity Cs = 150m/s, a dilatational wave velocity
Cp = 300m/s, a density ρ = 1800 kg/m3 and a mate-
rial damping ratio βs = βp = 0.05 in both deviatoric
and volumetric deformation. The incident wave field
is generated by a vertical point load acting on the
surface of the halfspace at a distance of 5m from the
vibration isolating screen.

First, the reference case of a point load on the sur-
face of a homogeneous halfspace is considered. This
case corresponds to the 3D Green’s displacements of a
layered halfspace and is evaluated by means of the di-
rect stiffness method [17], [18], [26]. Figure 11 shows
the real part of the vertical displacement due to a
vertical point source on the surface of the halfspace
at 20Hz and 40Hz. The origin of the Cartesian frame
of reference corresponds to the source location.

The displacement in the soil is dominated by
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Fig. 9. Real part of the vertical displacement for a vertical point load on top of the dike at a frequency of
(a) 5Hz and (b) 20Hz.
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Fig. 11. Real part of the vertical displacement for a vertical point load at the surface of a homogeneous
halfspace at a frequency of (a) 20Hz and (b) 40Hz.
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Fig. 10. 2.5D methodology for the computation of
the vibration isolating screen.

Rayleigh waves with cylindrical wave fronts. The
Rayleigh waves have a velocity CR = 139.8m/s which

corresponds to a wavelength λR = CR/f = 6.95m
at the frequency f = 20Hz and λR = 3.48m at
a frequency f = 40Hz. The penetration depth of
the Rayleigh waves is proportional to the wavelength:
most of the wave energy is located above a depth of
one wavelength. The design of the vibration isolating
screen should be based on this penetration depth at
the lowest frequency of interest. A concrete isolating
screen with a depth of 8m is therefore expected to
isolate vibrations above a frequency of 20Hz. A con-
crete vibration isolating screen with a depth of 8m
and a width of 0.6m is considered. The concrete has
a Young’s modulus Ec = 30GPa, a Poisson’s ratio
νc = 0.2 and a density ρc = 2600 kg/m3. The screen
is modelled with 4-node rectangular 2.5D finite vol-
ume elements. The finite element mesh consists of
16 elements over the height of the trench and 4 ele-
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ments over the width of the trench. The boundary
element mesh matches the finite element mesh over
the screen-soil interface, allowing for the computation
of the response of the screen and the soil by means of
equation (2).

A vertical point source is considered at the surface
of the halfspace at a distance of 5m from the center-
line of the trench. Figure 12 shows the real part of the
vertical displacement in the free field at frequencies of
20Hz and 40Hz. The incident waves are reflected on
the vibration isolating screen, reducing vibration lev-
els behind the screen. As the concrete is much stiffer
than the soil, it acts as a rigid wave barrier and a
small displacement amplitude is observed along the
soil-screen interface.

The efficiency of the vibration isolating screen can
also be quantified by the insertion loss ILz of the ver-
tical displacement, defined as the ratio of the vertical
displacement amplitudes |uiso

z (ω) | and |uuniso
z (ω) | in

the case with and without vibration isolating screen.
The vertical insertion loss is expressed in dB:

ILz = 20 log10(
|uuniso

z (ω) |
|uiso

z (ω) | ) (3)

Figure 13 shows the vertical insertion loss at 20Hz
and 40Hz. This indicates that the vibration isolating
screen effectively reduces the vibration levels behind
the trench. The screening efficiency is larger at 40Hz
than at 20Hz. At 40Hz, two lines of destructive inter-
ference between a direct and reflected Rayleigh waves
are observed.

IV. Conclusion

In the present paper, a general 2.5D coupled FE-
BE methodology for the computation of the interac-
tion between longitudinally invariant structures and a
layered halfspace has been presented. For the bound-
ary element model, a novel regularized 2.5D boundary
integral equation has been used. The boundary ele-
ment method is based on the fundamental solutions
of a layered halfspace which are computed by means
of the direct stiffness method. As a result, only the
interface between the structure and the soil has to
be discretized, reducing storage requirements with re-
spect to the classical use of full space solutions.

The method has been demonstrated with four ex-
amples: a road on the surface of a halfspace, a tunnel
embedded in a layered halfspace, a dike on a halfspace
and a vibration isolating screen in the soil. All exam-
ples focus on the computation of the transfer func-
tion between a vertical point source and the displace-
ments of the structure and in the soil. These transfer

functions can subsequently be used to compute the
response due to a moving load [21]. The examples
demonstrate the practical use of the 2.5D method for
the evaluation of the 3D radiated wave field in prac-
tical dynamic soil-structure interaction problems.
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Abstract— This paper focuses on the Spectral Analysis
of Surface Waves (SASW) method for the determination
of stiffness and damping parameters of shallow soil layers.
The paper consists of three parts, addressing (1) the in situ
SASW test, (2) the determination of the dispersion and at-
tenuation curves from the measurement data, and (3) the
inverse problem where the soil profile is identified. The ex-
isting practice is critically reviewed, and a number of im-
provements to the SASW method are presented. These in-
clude a technique to improve the efficiency of the in situ
test, and a new method to determine the experimental at-
tenuation curve. The efficiency of the test is improved by
monitoring the signal-to-noise ratio during the experiment.
The experimental attenuation curve is determined by means
of a frequency-wavenumber analysis, using the half-power
bandwidth method.

Keywords—Spectral Analysis of Surface Waves, Dynamic
Soil Properties, Stiffness, Damping

I. INTRODUCTION

THE Spectral Analysis of Surface Waves (SASW) test
is a method to determine the dynamic shear modulus

and the material damping ratio of shallow soil layers [6].
It is based on an in situ experiment where Rayleigh waves
are generated by means of an impact hammer, a falling
weight, or a hydraulic shaker. The resulting wave field is
recorded by a number of sensors at the soil’s surface and
used to determine the dispersion and attenuation curves of
the soil. An inverse problem is solved to identify the cor-
responding soil profile: the (theoretical) dispersion and at-
tenuation curves are calculated for a given soil profile and
compared to the (experimental) dispersion and attenuation
curves derived from the SASW test. The soil profile is
subsequently adjusted in order to minimize the distance
between the experimental and the theoretical curves.

This paper consists of three parts, focusing on (1) the in
situ SASW test, (2) the determination of the dispersion and
attenuation curves from the measurement data, and (3) the
inverse problem where the soil profile is identified. The
existing practice is critically reviewed, and a number of
improvements to the SASW method are presented. These
include a technique to improve the efficiency of the in situ
test, and a new method to determine the experimental at-
tenuation curve.

The method is applied to a site in Lincent (Belgium),

next to the high speed railway track L2 between Brussels
and Köln. The soil at this site consists of a silt top layer
with a thickness of 1.2m, followed by a fine sand layer
reaching to a depth of 3.2m and a sequence of very stiff
layers of arenite and clay.

II. T HE IN SITU TEST

The SASW experiment is usually performed using a rel-
atively small number of receivers (about 10), located at
exponentially increasing distances from the source. How-
ever, there is a trend to use a larger number of receivers
(about 50-100) to capture the spatial variation of the wave
field in a more accurate way. This is important for the
determination of the attenuation curve. The attenuation
curve is determined from the spatial decay of the wave
field, which is more accurately measured in the case with
a large number of receivers.

In the experiment performed in Lincent, surface waves
are generated by means of a hammer impact on a small
aluminium foundation. The response has been measured
at 104 equidistant locations from 1m to 104m from the
source.

The wave field recorded in the SASW test is contam-
inated by noise. To mitigate the influence of the noise,
the test is repeated a number of times (i.e. multiple ham-
mer impacts are recorded) and the average transfer func-
tion Ĥ(r,ω) from the hammer force (channeli) to the free
field response at a distancer (channelj) is computed. To
this end, theH1 estimator [2] is used:

Ĥ(r,ω) =
Ŝ ji(ω)

Ŝii(ω)
(1)

The cross power spectral densityŜi j(ω) of channelsi and
j is computed as:

Ŝi j(ω) =
1
N

N

∑
k=1

x̂k
i (ω)x̂k∗

j (ω) (2)

where ˆxk
i (ω) is the frequency content of the signal recorded

in channeli for impactk, and ˆxk∗
j (ω) is the complex con-

jugate of ˆxk
j(ω).

Figure 1a shows the modulus of the transfer function
Ĥ(r,ω) for the SASW test performed in Lincent. These re-
sults have been obtained usingN = 100 hammer impacts.
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(a)

(b)

Fig. 1. (a) Modulus of the transfer function̂H(r,ω) and
(b) the coefficient of variation̂σH(r,ω)/|Ĥ(r,ω)| for
site in Lincent.

Due to the presence of noise, the transfer function
Ĥ(r,ω) obtained with theH1 estimator is a random vari-
able, in the sense that each experiment gives rise to a dif-
ferent estimation. Assuming that the noise is stationary,
the varianceσ̂2

H(r,ω) of the estimated transfer function
Ĥ(r,ω) can be computed as:

σ̂2
H(r,ω) =

1− γ̂2
i j(ω)

N γ̂2
i j(ω)

|Ĥ(r,ω)|2 (3)

The coherencêγi j(ω) of channelsi and j is obtained as:

γ̂2
i j(ω) =

Ŝi j(ω)Ŝ∗i j(ω)

Ŝii(ω)Ŝ∗j j(ω)
(4)

The coefficient of variation of the transfer functionĤ(r,ω)
is obtained as the ratiôσH(r,ω)/|Ĥ(r,ω)|. A low value of
the coefficient of variation corresponds to an accurate es-
timation of the transfer function. Equation (3) shows that
the variancêσ2

H(r,ω) is inversely proportional to the num-
ber of impactsN. As a result, the accuracy of the estima-
tion increases proportionally to

√
N.

Figure 1b shows the coefficient of variation of the trans-
fer functionĤ(r,ω) for the SASW test performed in Lin-
cent. This coefficient is low in a frequency range with a
lower bound of about 15Hz and an upper bound that de-
creases with the distance from the source. Outside this
frequency range, the coefficient of variation increases, in-
dicating a lower signal-to-noise ratio.

The efficiency of the SASW test can be improved by on-
line monitoring of the coefficient of variation of the trans-
fer functions between the force and the free field response.
If the coefficient of variation is computed after each im-
pact, the number of impacts can be kept to a minimum by

terminating the experiment as soon as the coefficient of
variation is below a certain threshold.

III. T HE DISPERSION AND ATTENUATION CURVES

In the past two decades, much attention has been paid
to the determination of the dispersion curve from the data
recorded in the SASW test, resulting in several well es-
tablished methods. The determination of the attenuation
curve has been tackled only recently [5], [7].

In the existing methods to determine the attenuation
curve, the measured response is expressed as a product of
three factors:

ĥ(r,ω) = ζ(r,ω)exp

(

−i
ω

CE
R(ω)

r

)

exp
(

−αE
R(ω)r

)

(5)

The first factorζ(r,ω) is the geometric spreading factor
and accounts for the wave decay due to the geometric
spreading of the wave fronts over an increasing area. This
factor is equal to the wave decay in a soil without material
damping and depends on the stratification of the soil. The
second factor exp(−iωr/CE

R(ω)) is a harmonic function
that depends on the phase velocityCE

R(ω) of the surface
wave. The third factor exp(−αE

R(ω)r) is an exponentially
decaying function that accounts for the wave decay due to
material damping. This function depends on the attenu-
ation coefficientαE

R(ω). For each frequency, the attenua-
tion coefficientαE

R(ω) is determined by fitting the modulus
of the functionĥ(r,ω) to the modulus of the experimental
transfer functionĤ(r,ω).

The existing methods have been applied to several syn-
thetic examples and appear to have two disadvantages.
First, the response of the soil in the SASW test is assumed
to be due to a single surface wave. If multiple surface
waves contribute to the response (e.g. due to the inclusion
of a softer layer), this assumption does not hold and the
resulting dispersion and attenuation curves are incorrect.
Second, the estimation of the attenuation curve is based on
an estimate of the geometric spreading factorζ(r,ω). The
latter is computed using the shear wave velocity of the soil,
which is determined by inversion of the experimental dis-
persion curveCE

R(ω). Errors in the experimental dispersion
curve and errors in the inversion procedure (e.g. due to the
non-uniqueness of the inverse problem) lead to an incor-
rect estimate of the geometric spreading factorζ(r,ω) and,
consequently, the experimental attenuation curveαE

R(ω).
An alternative method to determine the experimental

attenuation curve has therefore been developed. First,
the frequency-wavenumber contentH̃(kr,ω) of the trans-
fer function Ĥ(r,ω) is computed by means of a discrete
approximation to the Hankel transformation [3]. Figure
2 shows thef –k spectrumH̃(kr,ω) for the site in Lin-
cent. This spectrum has been normalized for each in-
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Fig. 2. Experimentalf –k spectrumH̃(kr,ω) for the site in
Lincent. .

dividual frequency. It exhibits peaks corresponding to
the Rayleigh modes. The peak corresponding to the fun-
damental Rayleigh wave is identified and the dispersion
curve CE

R(ω) is derived from the peak’s position. This
corresponds to the classical approach. The resulting dis-
persion curve is shown in figure 3a. The curve has been
identified in the frequency range between 15Hz and 68Hz.
Below 15Hz, the position of the peak in thef –k spectrum
becomes unclear due to the low signal-to-noise ratio. The
highest frequency where the dispersion curveCE

R(ω) can
be identified is determined by the distance between two
adjacent receivers. This distance is 1m; the smallest wave-
length that can be measured is therefore 2m. In the high
frequency range, the wavelength of the Rayleigh wave is
smaller than 2m. This gives rise to spatial aliasing, result-
ing in unreliable data that can not be used to determine the
dispersion curveCE

R(ω).
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Fig. 3. Experimental (a) dispersion curveCE
R(ω) and (b)

attenuation curveαE
R(ω) for the site in Lincent.

Next, the attenuation curveαE
R(ω) is derived from the

peak’s width, using the half power bandwidth method. The
half power bandwidth method has originally been devel-
oped in the field of structural dynamics to determine the
modal damping ratio of a structure from the width of the
peaks in the structure’s frequency response function. It is

demonstrated numerically that the half power bandwidth
method is also applicable to the wavenumber content of
the soil’s response, resulting in the attenuation coefficient
of the surface waves. The attenuation curveαE

R(ω) for the
site in Lincent is shown in figure 3b.

In this alternative approach, the occurrence of multiple
Rayleigh modes does not affect the attenuation curve of
either the fundamental or the dominant Rayleigh wave, as
all modes occur as separate, non-interfering peaks in the
frequency-wavenumber spectrum. Moreover, the experi-
mental attenuation curve is derived directly from the ex-
perimental data, avoiding the use of a (possibly incorrect)
estimate of the soil’s shear wave velocity.

IV. T HE INVERSE PROBLEM

The soil profile is finally determined from the experi-
mental dispersion and attenuation curves through the so-
lution of an inverse problem. The direct stiffness method
[4] or an equivalent formulation is used to calculate the
theoretical dispersion and attenuation curves of a soil with
a given stiffness and damping profile. The profile is it-
eratively adjusted in order to minimize a misfit function
that measures the distance between the theoretical and the
experimental dispersion and attenuation curves. The min-
imization problem is usually solved with a gradient based
local optimization method. As an alternative, a global op-
timization scheme can be used, such as the method of cou-
pled local minimizers [1].

However, the dispersion and attenuation curves are in-
sensitive to variations of the soil properties on a small spa-
tial scale or at a large depth. The information on the soil
properties provided by these curves is therefore limited.
As a result, the solution of the inverse problem is non-
unique: the soil profile obtained from the inversion pro-
cedure is only one of the profiles that fit the experimen-
tal data. The non-uniqueness of the solution of the inverse
problem in the SASW method has been investigated in ref-
erence [8].

In the frame of the present paper, a classical determin-
istic inversion scheme based on a local optimization algo-
rithm has been used. The resulting soil profile consists of
a layer with a thickness of 2.65m, a shear wave velocity of
138m/s, and a material damping ratio of 0.048, on a half-
space with a shear wave velocity of 266m/s and a material
damping ratio of 0.036. These results have been obtained
assuming a density of 1800kg/m3 and a Poisson’s ratio of
1/3.

V. CONCLUSION

The SASW test is an in situ test to determine the dy-
namic shear modulus and the material damping ratio of
shallow soil layers. The test consists of three parts. First,
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an in situ experiment is conducted. Next, the experimen-
tal results are used to determine the dispersion and atten-
uation curves of the soil. Finally, an inverse problem is
solved where the corresponding soil profile is identified.
This paper focuses on all three parts, critically reviewing
the existing practice. A number of improvements are also
presented, including a technique to improve the efficiency
of the in situ test, and a new method to determine the ex-
perimental attenuation curve.
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Abstract: Surface or subsurface explosions cause soil vibrations 
that can have detrimental effects on structures at large distances. 
Controlling these effects necessitates an accurate prediction of 
the soil surface vibrations. The shock non-linearity, high 
velocities and high pressure levels associated with blast loading 
considerably complicate all possible prediction strategies. 
Confronted with the limitations of empirical and analytical 
modeling, a numerical simulation offers the needed alternative. 
In this paper a methodology for a coupled numerical model is 
proposed: a hydrocode is used for the non linear part of the 
model close to the explosion and is coupled to a linear elastic 
model for the wave propagation at larger distances. An optimal 
configuration of the Autodyn hydrocode tool is derived for blast-
induced soil wave propagation simulations. The possibilities and 
limitations of the different solvers and modeling tools are 
examined in the perspective of their use for the simulation of an 
underground explosion. A composed model is proposed, dealing 
with the principal issues of the problem: the quality of the 
transmitting boundary conditions, the deformation of the grid, 
the solver and material interaction and the prevention of 
numerical material diffusion are taken in to account. 

Keywords: Blast, Soil shock, Vibration prediction, Hydrocode, 
Autodyn 

 

I. INTRODUCTION 
Soil vibrations caused by surface or subsurface explosions 

can have damaging effects on a structure at distances where 
the effects of an air shock by the same quantity of explosives 
can be neglected. To be able to calculate and control the 
resulting soil-structure interaction and the final structural 
vibrations the accurate prediction of the soil vibrations near 
the surface is   necessary, taking in to account the nature, size 
and location of the explosive, the mechanical properties and 
behavior of the soil and the geometry of the site. 

Empirical and analytical models are too limited or 
simplified to be useful for actual full vibrational analysis of a 
soil blast event. Empirical predictions focus on characteristic 
values, as the peak particle velocity, based on the 
generalization of large databases, using the theory of model 
similarity. They are uncomplicated and easy to use but the 
few parameters defining the soil, geometry and explosive load 
result in rough approximations of the vibration data. Typical 
examples are proposed by the TM 5-1300 [1], Dowding [2], 
Smith and Hetherington [3], Bulson [4] and Henrych [5].  

Analytical models [5][6][7][8] go more deeply into the 
actual, albeit simplified, linear and non-linear soil behavior 
and into the wave propagation properties. While such 
methods provide more complete vibrational results, their use 
is limited to very specific, ideal configurations, ignoring the 

free surface, the geometry of the site and the actual explosion 
behavior.  

Due to the different restrictions in both types of models, it is 
necessary to turn to numerical modeling to obtain the detailed 
results needed for a full vibrational analysis. A hydrocode 
enables the simulation of the highly non-linear (hydrodynamic 
and elastoplastic) events in the immediate surroundings of an 
explosion. It combines explicit time integration and adapted 
solver methodologies and material models to calculate the 
shock wave propagation and the extremely high material 
deformations [9]. 

Autodyn [10][11] is a publicly available hydrocode tool: 
though not specifically designed to perform blast induced soil 
vibration calculations, it can be configured to allow such a 
simulation. Autodyn has already been used for short 
simulations of the nearby soil blast effects, for example anti-
personnel mine explosions [12][13] or cratering [14]. Other 
authors develop adapted material models for use in Autodyn 
simulations, while a limited number of larger scale 
simulations are available [15][16][17][18]. 

It is advisable to limit the use of hydrocode models to the 
non-linear domain, due to their important calculation cost and 
the fact that the material models and calculation 
methodologies are not optimized for linear elastic 
calculations. 

Other methods have been developed specifically for this 
purpose, as used in the analysis of vibrations induced by 
traffic and industrial or construction activities. A combination 
of a hydrocode and a linear elastic seismic tool can allow a 
calculation from the explosive source to the structure. To 
ensure a prediction which is both accurate and time-efficient, 
an optimal balance between these tools is needed. 

This paper focuses on the global methodology of the 
simulation of blast induced soil vibrations due to a subsurface 
explosion. The advantages and disadvantages of the different 
Autodyn functionalities are presented and an improved 
configuration for the non-linear part of the simulation is 
proposed. 

II. GLOBAL METHODOLOGY 
When observing the soil behavior at different distances 

from the explosion, three important zones can be 
distinguished [5], each calling for a different simulation 
approach. Immediately around the blast, the soil behaves 
hydrodynamically. The soil strength is exceeded and 
important deformations are obtained. The attenuation of the 
wave at a larger distance from the source causes the pressure 
to drop, but still causes plastic deformations. With further 
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attenuation of the pressure wave, the yield strength of the soil 
is no longer exceeded and a linear-elastic behavior can be 
observed. The non-linearity of the shock is a supplementary 
factor to take into account, calling for adapted simulation 
tools. As the shock wave advances, it degrades and a shock 
approach is no longer needed. 

The first two zones can be simulated using Autodyn, while 
the third zone allows the use of linear elastic modeling tools. 
By the time the soil deformations have attenuated to a linear 
elastic level, the shock wave has degraded as well, so the 
shock wave only needs to be handled inside the Autodyn 
model. The entire problem can thus be covered using only 
two models. 

Figure 1 shows the practical realization of this methodology 
on a quarterspace with the symmetry axis through the center 
of the explosive load, indicated by the star. Figure 1a 
indicates the extent of the three soil deformation zones around 
the explosion: hydrodynamic, elasto-plastic and linear elastic. 
Figure 1b shows the extent of the hydrocode simulation 
domain: it reaches into the linear elastic deformation zone and 
is limited by an absorbing boundary condition. Figure 1c 
shows the linear elastic simulation domain. The output of the 
hydrocode model is generated on a curve in between the 
boundary and the edge of the non-linear domain and is 
applied as an equivalent elastic source on its inner edge, as 
shown by Sharpe [8]. 

Throughout the entire hydrocode calculation, the stresses 
and displacements are registered on the elements on the 
output generation curve. These results are used as the input 
for a Boundary Element model of the linear elastic wave 
propagation zone. The radiated wave field in the far field can 
thus be obtained. This part of the model is yet to be 
implemented. 

III. NON-LINEAR ZONE METHODOLOGY 
The non-linear part of the model is simulated using 

Autodyn, which is capable to model very high deformations 
and captures the formation and propagation of discontinuities, 
such as shock waves. Autodyn uses explicit time integration 
and combines a number of different solvers, mostly based on 
Finite Difference or Finite Volume methods, with adapted 
material models [10][11]. 

The different solvers, their interaction and the boundary 
conditioning in Autodyn are presented briefly. Their 
advantages and drawbacks are illustrated in the perspective of 
the global methodology of the blast-induced soil vibration 
simulation. 

A. Application of the Euler solver 
All of the Euler solvers in Autodyn use a fixed grid, 

through which the material can flow freely. In the described 
models, a higher order Godunov multi-material solver is used, 
as described by Van Leer [19][20]. The higher order precision 
is lost because of an averaging procedure over the volume of 
each cell.  

The main advantage of the Euler solver is that it allows very 
large deformations, while avoiding heavily distorted grids or 
tangled cells. While computationally more demanding, it 
offers a good solution for the simulation of the explosive and 

the soil in the immediate surroundings of the explosion, where 
hydrodynamic soil behavior can occur. 

a)                                

b)    c)   

Fig. 1. Quarterspaces showing a) the target structure, the 
underground explosion, the hydrodynamic (dark grey), elasto-

plastic (medium grey) and linear elastic (light grey) soil 
deformation zone, for calculation purposes subdivided in b) 
the hydrocode calculation domain, showing the edges of the 
soil deformation zones (dotted), the output generation line 
(red) and the absorbing boundary condition (yellow) and c) 
the linear elastic calculation domain with the target structure 

and the equivalent elastic load, applied on its inner edge. 

The combination of the multi-material functionality and the 
averaging of the data over each cell causes numerical material 
diffusion. Due to this diffusion, the Euler solver has 
difficulties tracking material interfaces and free surfaces, as 
illustrated on figure 2, showing the material distribution in an 
Euler model of a 5 kg TNT eq. explosion at a depth of 4 m. 
The diffusion at the free surface and on the boundary between 
the TNT and the soil is clearly visible. A calculation of 
several seconds of such a model, as needed for the soil 
vibration simulation, leads inevitably to the disintegration of 
the soil part and not to the expected formation of an explosion 
cavity. The diffusion can be avoided by limiting the extent of 
the Euler model. A Lagrange part along the entire soil surface 
avoids having an Euler based free surface and consequently 
rules out the soil/air diffusion at this interface. Limiting the 
use of the Euler solver to the TNT alone also avoids the 
TNT/soil interface diffusion. 

+ 

= 
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Fig. 2. Material distribution at 275 ms in the Euler model of a 
5 kg TNT eq. explosion at a depth of 4 m, showing material 

diffusion and generation of void elements on the material 
boundaries and the free surface. 

The possible formation of void areas in the multi-material 
Euler part causes another problem, as illustrated in figure 2. 
The explosive gases flow into the void cells at enormous 
spurious speeds, causing the time step to drop and inducing 
large energy errors. Limiting the use of the Euler solver to the 
TNT helps avoiding this problem, by preventing the diffusion 
of soil particles in the explosive gas. 

B. Application of the Lagrange solver 
The Lagrangian solver used in Autodyn is based on a Finite 

Difference scheme, developed by Wilkins [21][22]. It uses a 
structured grid of quadrilaterals with cell-centered and 
averaged state material quantities and a combination of 
pseudo-viscous damping forces, in order to capture the shock 
wave in an efficient and correct manner. 

Mass conservation is obtained in each cell, and since the 
Lagrange cells can only contain one material, material 
diffusion can not occur, maintaining distinct material 
interfaces and free surfaces. Due to the absence of a 
remapping phase, the computational cost is considerably 
lower compared to the Euler or ALE solvers. 

Since no material transport is allowed, total deformations 
are accumulated at the cell level, which can result in high grid 
distortions or tangled cells, leading to inaccuracies and small 
time steps. 

C. Application of the Arbitrary Lagrangian Eulerian solver 
The Arbitrary Lagrangian Eulerian (ALE) follows an 

identical computational cycle as the Lagrange solver, but 
introduces an optional rezoning procedure after the 
calculation of all cell-centered variables, as introduced in the 
SALE code by Amsden [23]. The rezoning inevitably comes 
with a supplementary computational cost. All nodes on 
material interfaces, as well as on the borders of the model do 
not take part in this rezoning procedure: they need to remain 
Lagrangian to conserve free surfaces and to avoid material 

diffusion. The number and extent of rezoning operations 
should be limited, since they induce minor calculation errors. 

The rezoning of each node is governed by a motion 
constraint. Two examples are presented: the Equal-X 
constraint changes the X-coordinate of each node to the 
average of its four neighbors. The Equal-I constraint averages 
the distances between all the nodes on the same structural I 
grid line.  

a)  

b)  

c)  

Fig. 3. Pressure distribution in a 2D axisymmetric spherical 
soil model with an internal cavity, expanding at a constant 

radial velocity for a) the Lagrange, b) Equal-I and c) Equal-X 
motion constraint. 

The choice of a good rezoning strategy is crucial for the 
quality of the results. Figure 3 shows a 2D axisymmetric 
spherical soil model with an internal cavity expanding at a 
fixed radial velocity. The use of a Lagrange solver results in 
an undisturbed radial expansion and semi-circular pressure 
wave. Figures 3a, 3b and 3c show the grid and pressure 
distribution in the model at the end of a short calculation for 
the Lagrangian, Equal-I and Equal-X motion constraints. Near 
the edge of the cavity, the element size in the Lagrangian 
model is reduced significantly, which will eventually lead to 
tangled cells. The Equal-I motion constraint has managed to 
obtain equally radially distant nodes, and offers the most 
economical alternative. The Equal-X constraint situates 
somewhere in between, but will of course keep on adapting 
the grid throughout the calculation. Apart from the different 
final element sizes and shapes, a distinct deformation of the 
semi-spherical wave front is visible for the Equal-X motion 
constraint. Based on this approach, the Equal-I motion stands 
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out, since it conserves the spherical symmetry of the wave, as 
the reference Lagrange model. 
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Fig. 4: Time history of the pressure at three points (red at 10°, 
green at 45° and blue at 90° from the symmetry axis) near the 
boundary of a 2D axisymmetric spherical soil model with an 

internal cavity expanding at a fixed radial velocity and a) 
Lagrange, b) Equal-I and c) Equal-X motion constraints. 

Figure 4 shows the time history of the pressure at three 
points in each model, at the same distance from the center of 
the cavity. While the Lagrange and the Equal-I simulation 
show equal results in each of the three cells, indicating a 
conservation of the circular symmetric wave front, the 
pressure in the cells of the Equal-I model significantly 

diverges from the original, Lagrangian result. The 
deformation of the wave front is clearly visible by the 
diverging pressures for the Equal-X motion constraint. The 
absolute pressure levels are better conserved compared to the 
equivalent cells in the Lagrangian simulation. 

D. Coupled solver models 
The Euler-Lagrange coupling is designed to simulate fluid-

structure interaction: Euler cells that are intersected by a 
Lagrange or ALE cell generate stresses on the Lagrange 
boundary face, while this boundary face provides a 
geometrical constraint for the flow in the Euler cells. Since 
there is no tensile or shear bond between the material on 
either side of the interface. Material continuity is thus not 
guaranteed. Only the interface between the explosive gases 
and the soil cavity can effectively be modeled by such an 
interaction. An Euler/Lagrange or Euler/ALE interface within 
the same material will cause pressure wave reflections and 
should thus be avoided. Figure 5 shows an example of such a 
reflection. 

The Lagrange-Lagrange, ALE-ALE, ALE-Lagrange and 
Euler-Euler interactions are all based on nodal contact. For an 
Euler-Euler interaction, node to node contacts define the 
cell’s interacting faces, through which the material can flow. 
For all other coupling, joined nodes simply behave as one. 

 
Fig. 5: Pressure wave reflections at the Euler/Lagrange 

boundary, 0.62 ms after the blast of a 50 kg TNT eq. surface 
explosion. 

E. External boundaries 
The standard boundary of a Lagrange or ALE model 

behaves as a free surface: a correct free surface behavior is 
obtained if no part of the free surface is modeled using Euler 
elements. All other model edges should be equipped with an 
absorbing boundary, allowing radiation of outward traveling 
waves without reflection. 

In Autodyn, the absorbing boundary condition is based on 
the pressure jump conditions on the rearward facing 
characteristic of the normal component of the incoming wave. 
This guarantees an exact solution for the component of an 
elastic wave perpendicular to the boundary. It is approximate 
for shock waves and reflects the component of the particle 
velocity parallel to the boundary. Figure 6 illustrates the 
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reflections due to the use of a rectangular absorbing 
boundary. 

 
Fig. 6: Pressure distribution due to reflections on the 
rectangular transmitting boundary for a 5 kg TNT eq. 

explosion at a depth of 4 m, 2.5 ms after the explosion. The 
black line indicates the position of the free surface; the 

explosion cavity is plotted in white. 

The reflections on this boundary can be minimized by 
positioning it far enough from the explosive, as to avoid non-
elastic waves interacting with it. It also means assuring as 
much as possible the normal impact of all waves traveling 
towards the boundary. Practically, this is achieved by 
adopting a semi circular boundary in 2D axial symmetry, 
centered on the explosive load. Waves traveling in non radial 
directions, being reflected by the free surface or by a soil 
layer interface will be more affected by the boundary. To be 
able to apply this semi-circular boundary, the model needs to 
be semi-circular, which determines to a large extent the entire 
geometry and meshing strategy. 

The limited capabilities of the absorbing boundary 
condition in Autodyn remain an important source of errors, 
even when following the aforementioned guidelines. A fully 
functioning alternative, leading to an improved performance, 
needs to be developed and implemented. 

F. Improved Autodyn model composition 
Figures 7a and b show a global view and a close-up near the 

explosion cavity of the material distribution and the grid of an 
improved model. The setup and geometry of the solvers, 
interactions and boundary have been chosen as to minimize 
possible errors. 

The detonation is calculated on a 1D Euler wedge. The 
results of this model are remapped radially on the 2D model. 
The spherical symmetry is applied to all the elements of the 
2D model. The Euler part of the model consists of two zones: 
a semi-circular inner zone, joined to a hollow circular disc 
shaped, radially meshed outer part, which extends underneath 
the ALE zone. The extent of this overlap can be estimated by 
empirical predictions on the blast cavity radius, taking the 
type of soil and the size of the load into account. The grid is 
designed so that the edge of the explosive gas material, 

resulting from the wedge calculation, corresponds to the face 
of one ring of Euler cells, avoiding initially partially filled 
cells. The string of joined nodes is indicated in white. 

a)                                   

b)  

Fig. 7: Material distribution, joined nodes (white) and 
Lagrangian nodes (black dots) for a) the global composed 

Autodyn model and b) a close-up near the explosion cavity. 

The inner radius of the ALE zone corresponds to the edge 
of the soil material resulting from the wedge calculation. The 
ALE nodes on the explosive cavity edge are necessarily 
Lagrangian. An Equal-X motion constraint is applied to the 
inner nodes, while the nodes at larger radii are Lagrangian, 
shown as black dots. The choice of the extent of the ALE 
motion constraint depends on the specific case and is subject 
to optimization after a number of trial runs: the ALE rezoning 
is only necessary where the cell deformations risk causing 
tangled or small cells. The outer radius of the ALE zone is 
provided with a standard Autodyn absorbing boundary 
condition, shown as a yellow ring in figure 7a. The ALE part 
and the outer Euler part are interacting along the inner ALE 
cavity edge. 

This model can only be applied up to a discontinuity, the 
presence of a free surface or soil layers with different material 
properties. It can be adapted, or coupled to a hydrocode 
model part that deals with these discontinuities. 

The above model is used in a simulation of a 5 kg TNT eq. 
explosion at a depth of 4 m. The radius of the model is 6m, 
with an Euler element size of 10 mm and an ALE element size 
ranging from 40 mm close to the explosive to 400 mm near 
the absorbing boundary. The soil is modeled using a shock 
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Hugoniot EOS [24] for a silty clay soil, combined with a 
piecewise linear Drucker-Prager strength model, as proposed 
and validated by Luccioni [25]. The result of an initial 1D 
Euler simulation, with 1 mm elements, is remapped on the 2D 
model, 2.2 ms after the detonation. The 2D simulation is run 
for 3 s, without instabilities or material diffusion. Since the 
free surface is not modeled, no surface wave is generated and 
all the results relate to the P- and S-wave. 

Figure 8a shows the time history of the particle velocity, at 
a distance of 1 m at the same depth as the explosive. At 1.5 
ms, a distortion of the wave can be observed: this is a part of 
the time history modeled in the 1D Euler model, where the 
influence of void fractions on the material velocity disturbs 
the velocity curve. This effect disappears after the remapping 
on the ALE grid.  
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Fig. 8: Time history of the particle velocity at the explosion 
depth for a) an element near the explosion cavity and b) at 

positions at 3.2 m (blue), 3.7 m (green), 4.2 m (red) and 4.6 m 
(black) from the explosion. 

Figure 8b shows the time history of the particle velocity for 
four different locations at the same depth but at larger 
distances from the explosion. The gradual decline of the 
shock wave can be observed: the peak particle velocity drops 
and the peak is widened. The first two curves show the 
particle velocity at two locations within the area initially 
modeled by the 1D Euler model: the fine mesh results in a 
good resolution. The time history of the particle velocity at 
the third and fourth point is situated in the ALE part of the 
simulation: the shocks are smeared out over the larger sized 

elements, resulting in disproportionally low and wide peaks. 
A smaller ALE element size is necessary in future models. 
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Fig. 9: a) Peak particle velocity in function of the 

circumferential position and b) time history of the mean 
particle velocity, with the standard deviation interval, for all 

locations at a 5.8 m radius around the explosive. 

A certain asymmetry is obtained in the results, due to 
remapping imperfections near the symmetry axis, combined 
with calculation errors due to the ALE rezoning and the 
imperfection of the absorbing boundary layer. Figure 9a 
shows the variation of the PPV at a radius of 5.8 m along the 
model boundary, which is symmetric around the horizontal 
axis through the explosive cavity center. The mean PPV is 
1.76 m/s with a maximal divergence of +/- 1%. Figure 9b 
shows the time history of the mean particle velocity at a 5.8 m 
radius and the corresponding standard deviation. The absolute 
value of the standard deviation is around 13 mm/s throughout 
the entire simulation, but attains a relative value of 50 % from 
15 ms on, in the low velocity range of the simulation. 

IV. CONCLUSIONS  
The non-linear aspects related to explosions in the soil call 

for an adapted approach of the problem, and, where empirical 
or analytical models do not provide sufficiently detailed 
results, numerical simulations are a necessary tool for the full 
vibrational analysis of blast induced soil vibration effects. 

A hydrocode is not developed to simulate the linear elastic 
behavior of a material and its replacement in this domain by a 
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more fitting numerical tool can reduce the calculation cost 
significantly. A combination of explicit hydrocode models 
and a linear elastic simulation model, a Boundary Element 
model for example, can offer an economic solution in a large 
domain, providing the extent of both calculation domains is 
equilibrated and adapted to the minimal range of the elastic 
soil behavior. 

Autodyn offers a wide array of tools and solvers that allow 
the development of a basic solution strategy for the non-linear 
domain. The limitations of these utilities are diverse and a 
well-considered modeling strategy is needed to obtain a 
working model. Facing the restrictions of the standard 
transmitting boundary, the solver capabilities of Autodyn and 
the desired behavior of the material interface, a general 
circular symmetry of the model is essential. Measures need to 
be taken to avoid material diffusion and the rezoning motion 
constraints of ALE parts of the model need to be adapted to 
the situation. For the latter, the Autodyn Equal-X motion 
seems to be the better choice. The ALE rezoning calculation 
errors, together with the initial remapping error and the 
aforementioned imperfections lead to a deformation of the 
expected circular symmetric result. 
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Abstract— Evaluation of structural power flow (or struc-
tural intensity SI) in engineering structures is a field of in-
creasing interest in connection with vibration analysis and
noise control. In contrast to classical techniques such as
modal analysis, SI indicates the magnitude and direction of
the vibratory energy traveling in the structures, which yields
information about the positions of the sources/sinks, as well
as the energy transmission path. In this paper we pro-
pose a method to model operational deflection shapes, sim-
ulated or measured with a scanning laser Doppler vibrome-
ter (SLDV). The model is a two-dimensional Fourier domain
model that is estimated using a weighted non-linear least-
squares method. From the wavenumber-frequency domain
data thus obtained, the spatial derivatives that are necessary
to determine the structural power flow are easily computed.
It will be shown that the proposed method is less sensitive to
measurement noise than traditional power flow estimation
techniques. A numerical model of a simply supported plate
excited by two shakers, phased to act as an energy source
and sink, is used as a test case.

Keywords— power flow, Regressive Discrete Fourier Se-
ries, stabilization chart

I. INTRODUCTION

PREDICTING and measuring elastic waves propagat-
ing through a structure can be of foremost importance

in vibro-acoustic problems. The prediction and the mea-
surement of the propagating elastic waves within a struc-
ture is usually referred to as structural power flow, vibra-
tion intensity, or structural intensity, the latter denomina-
tions coming from the analogy with acoustic intensity.

Power is defined as the time-averaged product of the
generalized forces with the in-phase component of the gen-
eralized velocities. The power in a structure can be rep-
resented as a vector with both magnitude and direction
since the directions of the generalized forces and veloc-
ities from which the power is computed are known [1].
When plotting power vectors, a flow type pattern devel-
ops and hence the term power flow. Power flow plots
can be used to indicate the locations of the energy sources
and sinks, as well as the paths of energy transmission be-
tween them, as shown in [2], [3]. Once the power flow
has been determined, the structure can then be designed or
controlled to channel and dissipate the energy as required.

Many analytical and experimental power flow methods
have been developed since 1970 when the first paper con-
cerning power flow was published [4]. Traditional tech-
niques involve the use of a number of accelerometers and a
finite difference approximation to compute the power flow.
More recent techniques often involve the use of a scan-
ning laser Doppler vibrometer (SLDV) [5], [6], [7], [8],
and some algorithm to model the Operational Deflection
Shape (ODS). These algorithms are based on either spa-
tial Fourier transforms [9], wavenumber processing tech-
niques [10] or (two-dimensional) Fourier series in the spa-
tial domain [11], [12].

In this paper we propose a new spatial modeling tech-
nique originally based on Regressive Discrete Fourier Se-
ries (RDFS). This method, introduced in [11], was later
improved in [13], [14] which formed the further basis of
our research.

The paper is outlined as follows. Section II will deal
shortly with the theory behind power flow. In Section III
the new algorithm named Two-Step Regressive Discrete
Fourier Series (TSRDFS) is explained. Numerical results
on a simulated ODS and on power flow will show the ef-
fectiveness of this algorithm in Section IV. Merits and
limitations of the proposed method will finalize this paper.

II. POWER FLOW

In this section the basic theory of power flow in thin ho-
mogeneous flat plates is reviewed, so that a coherent set
of equations becomes available. This review contains only
the most important formulae. For a complete review on the
theory of power flow we recommend [2].

In classical plate theory the bending wave equation can
be written as:

D∇
2
∇

2w(x,y, t)+ρh
∂2w(x,y, t)

∂t2 = F(t)δ(x0,y0), (1)

with D = Eh3/(12(1−ν2)) the bending stiffness, E the
Young’s modulus, h the plate thickness, ν the Poisson’s ra-
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tio, ∇2 = ∂2/∂x2 + ∂2/∂y2 (two-dimensional Laplace op-
erator), w(x,y, t) the transverse displacement, ρ the mass
density and F(t)δ(x0,y0) a point external force.

As shown in [3], [4] the power flow along the plate in
each orthogonal direction, qx and qy, has three compo-
nents:

qx = ℜ[Qxẇ∗+Mxθ̇y
∗+Mxyθ̇x

∗],
(2)

qy = ℜ[Qyẇ∗+Myθ̇x
∗+Myxθ̇y

∗],

with shear forces Qx and Qy, bending moments Mx and
My, twisting moments Mxy and Myx, the transverse velocity
ẇ and angular velocities θ̇x and θ̇y. The asterix represents
the complex conjugate and ℜ means taking the real part of
the above equation.

Using the equilibrium equations for a flat plate element,
assuming harmonic vibration and no interaction between
superposed waves, it can be shown from Eq. (2) that [2]:

qx(x,y) =
D
2ω

ℑ

{
∂

∂x
(∇2Ẇ )Ẇ ∗−∇

2Ẇ
∂Ẇ ∗

∂x

−(1−ν)
(

∂2Ẇ
∂x∂y

∂Ẇ ∗

∂y
− ∂2Ẇ

∂y2
∂Ẇ ∗

∂x

)}
,

(3)

qy(x,y) =
D
2ω

ℑ

{
∂

∂y
(∇2Ẇ )Ẇ ∗−∇

2Ẇ
∂Ẇ ∗

∂y

−(1−ν)
(

∂2Ẇ
∂x∂y

∂Ẇ ∗

∂x
− ∂2Ẇ

∂x2
∂Ẇ ∗

∂y

)}
,

with ω the forcing frequency, W the Fourier transposed
of w and ℑ the imaginary component.

Using the hypotheses of propagating, non-interactive
waves Eq. (3) can be simplified to:

qx(x,y) =
√

Dρhℑ

{
Ẇ

∂Ẇ
∂x

∗}
,

(4)

qy(x,y) =
√

Dρhℑ

{
Ẇ

∂Ẇ
∂y

∗}
.

It is clear from Eq. (4) that we not only need the trans-
verse velocity Ẇ but also its partial derivatives ∂Ẇ/∂x and
∂Ẇ/∂y.

When measurement noise and other forms of exper-
imental error are present in the experimental (or simu-
lated) data, the calculation of these partial derivatives can
cause major problems. One method to obtain the neces-
sary derivatives with less noise contamination is the use of
two-dimensional spatial fitting techniques (e.g. RDFS), as
explained in the next section.

III. THEORETICAL BACKGROUND

First of all the pole/residue modeling of an ODS will be
explained, followed by our proposed method.

A. Pole/residue modeling

To understand how the pole/residue modeling works one
can consider the following complex-valued multiharmonic
function:

s(x) =
L

∑
l=0

ale−σlx+iωlx (5)

Evaluating this function at discrete locations x = n∆x ,
∆x denoting a constant spatial resolution and n = 0 . . .N−
1, results in the following sequence:

s[n] = s(n∆x) =
L

∑
l=0

alλ
n
l (6)

with λl = e−σlx+iωl∆x and ωl,σl denoting respectively
the spatial frequency and damping of component l in the
ODS.

The technique of pole/residue estimating from an ODS
[13], boils down to the following steps. By taking a dis-
crete Fourier transform (DFT) of the acquired signal a
transfer function model is derived. From this model the
poles and residues (or amplitudes) are extracted. The
frequency ωl and damping σl can be found in the esti-
mated poles. The method will first be explained for the
one-dimensional case and then be expanded to show the
two- dimensional equations. Starting from the sequence in
Eq. (7) using only one spatial component and taking the
discrete Fourier transform:

s[n] = aλ
n (7)

S[k] =
N−1

∑
n=0

s[n]e−i2π
kn
N =

N−1

∑
n=0

aλnz−n
k (8)

where zk = e
i2πk

N . The expression in Eq. (8) can be writ-
ten as follows by expanding the sum:

S[k] = a
1−λN

1−λz−1
k

(9)
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Applying the result from Eq. (9) to the sequence in
Eq. (5), which is the general form for an ODS reveals:

S[k] =
L

∑
l=1

āl

1−λlz−1
k

(10)

with āl = al(1−λN
l )

This result can also be applied to the particular case
where the ODS is real (Eq. (11)):

s(x) =
L

∑
l=0

ale−σlx+iωlx +
L

∑
l=0

a∗l e−σlx−iωlx (11)

Applying the result from Eq. (10) to this sequence re-
veals:

S[k] =
L

∑
l=1

āl

1−λlz−1
k

+
L

∑
l=1

ā∗l
1−λ∗l z−1

k

(12)

where ∗ indicates a complex conjugate.
Eqs. (10) and (12) are nothing else than pole/residue

representations of the discrete Fourier transform S[k] . This
clearly proves that it is possible to model sinusoids using
a transfer function model in the frequency domain. There-
fore it is possible by means of a simple least squares ap-
proach (or for more reliable results a Maximum Likeli-
hood (ML) approach [15]) to retrieve values for the poles
λl and the residues āl . The sinusoid frequencies can then
be obtained from the poles and similarly the sinusoid am-
plitudes can be calculated from the residues with following
formula: al = āl/(1−λN) . This result also illustrates the
fact that it is possible to compensate the residue estimates
āl for the leakage error. Indeed from the estimated poles
λl and residues āl an estimate of al has been derived.

To expand the technique to two dimensions one can start
with Eq. (11), which can be written in a pole residue model
the same way as in the 1D case:

S[k] =
L

∑
l=1

āl

(1−λx,lz−1
x )(1−λy,lz−1

y )
(13)

where āl = al(1− λN
x,l)(1− λN

y,l), zx = e
i2πkx

N and zy =

e
i2πky

N . This result is clearly very similar to the result ob-
tained in the 1D case and can be solved in a similar fashion
using a least squares (or a maximum likelihood approach)
to retrieve estimates for the residues āl and for the poles
λx,l and λy,l .

B. Two-Step Regressive Discrete Fourier Series

Since starting from a 2D FFT (for a 2D ODS) and us-
ing the above mentioned technique in Section III-A proved

to be difficult and time consuming, a new algorithm us-
ing only 1D FFT was developed as shown in Fig. 1. The
problem of estimating the poles (including damping) and
residues from a 2D FFT was by-passed by applying two
separate 1D FFT, hence the name Two-Step. The different
steps shown in the flow chart will be illustrated by means
of the following example.

A simply supported steel plate with dimensions 380 mm
× 300 mm × 1.6 mm is used. The plate has a Young’s
modulus of elasticity of 2.04E11 Pa, Poisson’s ration of
0.29 and no structural damping was assumed. The mode
shapes zmn at resonance frequencies ωres were determined
using Eqs. (14) and (15) [16]:

zmn = sin
mπx

a
sin

nπy
b

, (14)

with m,n integers and a,b the length and width of the
plate respectively.

ωres =

√
D
ρh

[(mπ

a

)2(nπ

b

)2
]
. (15)

The first mode shape at 69 Hz with and without 10 %
added Gaussian noise can be found in Fig. 2. These mode
shapes with and without added noise will function as the
input ODS for our algorithm. The next step is performing
an FFT on the columns (and rows) of the 2D ODS. This
FFT is then used to estimate the poles using a Maximum
Likelihood Estimator (MLE) as can be seen on Fig. 3(a),
where the full line shows the MLE estimation of the FFT
results (’+’). This MLE is executed in a loop and every
time the loop is executed more poles are estimated. With
the help of the so-called stabilization chart in Fig. 3(b) it is
possible to visualize which poles are ‘stable’ and are most
likely to be the correct solutions [17], [18]. For clarity
the figures on the MLE and stabilization chart were taken
without added noise.

In this case it is easy to determine which poles are cor-
rect, since only two poles seem to be stable. The loca-
tion of these poles can also be determined analytically for
all mode shapes using ±mπ/a, with m the corresponding
mode number. In this case, we obtain ±8,25i for the poles
which corresponds with ±1,31 as the spatial frequency.
Two complex conjugate poles are needed of course to
model a sine, since we use exponential functions in our
estimator (with sin(x) = (eix + e−ix)/2i).

After manually choosing the poles in both the x and y
direction (circles in Fig. 3(b)), λx and λy respectively, a
combination matrix C is formed as shown in Eq. (16):
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Fig. 2. Absolute value of the simulated mode shape at 69
Hz - (a) noiseless and (b) with 10 % noise added

C(x,y) =
M

∑
m=1

N

∑
n=1

eλx,mx× eλy,ny, (16)

with M,N the number of previously selected poles in x
and y respectively. This matrix contains, in other words,
the sum of all possible combinations of eλx and eλy for all
points p(x,y).

The following step consists of determining the residues
by executing a left matrix divide as shown in Eq. (17):

RES(x,y) = C(x,y)\ z(x,y). (17)

It is shown here that in our proposed method it is no
longer necessary to compensate the residue estimates for
the leakage error, as mentioned in Section III-A, since the
residues are determined directly in the spatial domain.
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Fig. 3. (a) Maximum Likelihood estimated FFT results
and (b) Stabilization chart for the x direction

In the final step the smoothed mode shape z(s)
(x,y) is cal-

culated as shown in Eq. (18):

z(s)
(x,y) = C(x,y)×RES(x,y). (18)

During this algorithm the spatial derivatives ∂z/∂x, ∂z/∂y,
∂2z/∂x2, ∂2z/∂y2 and ∂2z/∂x∂y are also determined. The
corresponding errors between the original noiseless ODS
and the smoothed ODS and their respective first order
spatial derivatives were calculated using Eq. (19) and are
shown in Table I.

err =

√
∑

Nk−1
n=0 |(zs(n)− z(n))|2

|z(n)|2
, (19)

with Nk the total number of data points.
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The proposed method is compared with the ORDFS
method [14] and the Discrete Cosine Transform (DCT)
which is used in e.g. the popular jpeg-compression stan-
dard. It will also be compared to the classical Discrete
Fourier Transform (DFT) and the standard Regressive Dis-
crete Fourier Series (RDFS) with α = 1.4, which was
prone to be an optimal value [11].

As can be seen the TSRDFS provides much better re-
sults for this simple case. Especially the errors on the spa-
tial derivatives are much lower due to the fact that these
are calculated analytically. The spatial derivatives of the
other algorithms are determined using the Matlab func-
tion ‘gradient’. Furthermore in this example the TSRDFS
only needs 2 poles in each direction to reconstruct the
original image, compared to 3× 3 modes for the ORDFS
and RDFS, which corresponds with 49 components for the
DCT and DFT.

IV. NUMERICAL SIMULATIONS

To demonstrate the effectiveness of the proposed
TSRDFS method and to validate the results a numerical
simulation based on experimental results from [3] was
used.

A. Simulated ODS

In this section the TSRDFS will be used to recreate a
simulated ODS with and without added noise. The vibra-
tion pattern that will be used is the ODS of the simply
supported plate as mentioned in Section III-B. The steel
plate is now harmonically excited at f : 79 Hz by two point
forces at locations p1(0.29,0.09) and p2(0.09,0.21). The
forces have an amplitude and phase of (100 N, 0◦) and (89
N, 174.6◦) respectively. These amplitude and phase differ-
ences create a clear power flow from p1, which acts as a
source, to p2, which acts as a sink.

Starting from the formulation of the analytical deflec-
tion shapes Eq. (14) the theoretical Frequency Response
Function (FRF) was computed by modal superposition, us-
ing the first 10 modes, for the above mentioned frequen-
cies. This synthesized FRF was then used to create the
corresponding ODS.

The resulting ODS with and without 5% added Gaussian
noise, are shown in Fig. 4. In this figure the resulting
ODS is somewhat different from the one depicted in [3].
This is due to the slightly different boundary conditions
and the mass loading effect of the electromagnetic shakers
in their experimental setup, and the fact that we assume no
damping.
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Fig. 4. Absolute value of the simulated ODS at 79 Hz -
(a) noiseless and (b) with 5 % noise added

The results of the calculated errors are presented in Ta-
ble II. Due to the added noise the best results in the case
with 5 % added noise were found with only 4 × 4 modes
for ORDFS and RDFS. Adding more modes has a negative
effect on the results. Therefore the same number of modes
was used in the noiseless case.

As can be seen our proposed method is able to deal with
the added noise as good as the existing ORDFS and RDFS
techniques. In this simple case, however, it is logic that
all existing methods will give a good estimate of the ODS
as there is no problem with leakage. As mentioned in
Section II the spatial derivatives are needed to obtain the
power flow. Even in this simple case DCT and DFT fail to
estimate these derivatives when noise is present.

A downside for the proposed method can be seen in
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Fig. 5. Stabilization chart - (a) noiseless and (b) with 5 %
noise added

Fig. 5. Here you see the stabilization charts for both the
noiseless ODS and the ODS with 5 % added noise. Since
the ODS is a sum of multiple mode shapes, more poles
need to be estimated. They all are located in the spatial fre-
quency band of [−15,15] which can prove to be difficult.
In the noiseless case 6 complex conjugate pole pairs were
selected for each direction to obtain an accurate model of
the ODS. Because it is not as clear as in the previous ex-
ample in Section III-B which poles are stable, this means
that sometimes a trial-and-error approach is needed. In the
case with 5 % added noise only 5 poles were selected in
each direction. More poles could not be identified due to
the added noise.
Estimating and selecting a larger number of poles though
takes more computing time since the MLE loop has to be
run multiple times and a much larger combination matrix
is formulated.

B. Power flow simulations

In this section the results for the power flow will be dis-
cussed. In Fig. 6 it is shown that the power flow can be
determined from the ODS even with 5 % added noise. The
power flow is very clear from the source on the bottom
right to the sink at the top left (marked by a dot). The
arrows indicate the direction of the structural power flow
and its relative magnitude. The resulting power flow cor-
responds very well with the experimental results in [3]. To
visualize the location of the sink and source though, it was
necessary to plot the divergence of the calculated power
flow as shown in Figs. 7-8. These divergence plots were
used previously to determine the location of sources and
sinks in [2].

Fig. 7 shows the divergence plots of the power flow
computed from (a) the noiseless ODS and (b) the ODS
with added noise. It is clear that when no noise is added,
no spatial smoothing techniques are necessary to visual-
ize either the power flow or the location of sources and
sinks. With actual measurements though noise will always
be present, so that techniques such as the TSRDFS will be
necessary or no sources or sinks can be localized as seen
in Fig. 7(b).
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Fig. 7. Divergence of the power flow at 79 Hz - (a) noise-
less and (b) with 5 % noise added
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As can be seen in Fig. 8 it is possible to locate the source
and sink quite accurately using the TSRDFS, while the lo-
calization with the RDFS is not as accurate (similar results
were found for the ORDFS). Using DCT or DFT it was
impossible to locate the source and sink.
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Fig. 8. Divergence of the power flow with 5 % added noise
- (a) TSRDFS and (b) RDFS

V. MERITS AND LIMITATIONS

In this paper a new algorithm based on regressive dis-
crete Fourier series is proposed. It is shown that this al-
gorithm works better than existing techniques on simple
mode shapes, provides similar results on operational de-
flection shapes and provides more accurate results when
calculating the structural power flow and localizing the en-
ergy sources and sinks. Furthermore we are positive that
our proposed method will outperform the classical tech-
niques in certain more difficult scenarios. This will be in-
vestigated in the following months.
The two major limitations for the moment are the used
computer time (approx. 5 minutes for the complete sim-
ulations of Section IV) and the difficulty in localizing the
correctly estimated poles. More work is necessary to avoid
these obstacles.
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Fig. 1. Flow chart of the TSRDFS

TABLE I
ERRORS FOR THE MODE SHAPE AT 69 HZ.

Errors without noise [%] Errors with 10 % noise [%]
Method z ∂z/∂x ∂z/∂y z ∂z/∂x ∂z/∂y

Two-Step RDFS 9e-5 2e-4 1e-4 0,91 2,28 2,32
Optimized RDFS 4e-3 0,06 0,08 1,14 5,26 5,26

RDFS 0,18 1,61 1,53 1,12 4,82 4,95
DCT 0,58 9,29 7,18 2,46 33,95 27,05
DFT 2,23 22,28 22,02 2,52 23,16 23,95

TABLE II
ERRORS ON THE ODS AND SPATIAL DERIVATIVES AT 79 HZ.

Errors without noise [%] Errors with 5 % noise [%]
Method z ∂z/∂x ∂z/∂y z ∂z/∂x ∂z/∂y

Two-Step RDFS 0,06 0,48 0,67 2,77 6,73 8,33
Optimized RDFS 0,70 5,36 3,19 1,56 6,64 9,58

RDFS 0,70 5,36 3,19 1,56 6,64 9,58
DCT 1,66 13,72 17,00 2,77 23,26 27,44
DFT 1,42 10,87 14,76 2,96 22,15 25,41
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Abstract— The Wave Based Method (WBM) is
a novel Trefftz-based deterministic prediction tech-
nique which aims at relaxing the existing frequency
limitations of the commonly applied Finite Element
Method (FEM). Instead of dividing the problem
domain into small elements, the domain is divided
in a small number of large, convex subdomains. In
each of those subdomains, the field variables are
expressed in terms of global wave functions, which
exactly satisfy the governing dynamic equations.
The smaller system of equations and the absence
of pollution errors make the WBM very suitable
for the treatment of problems in the mid-frequency
range, where element-based methods are no longer
feasible due to the associated computational costs.
A sufficient condition for convergence of the ap-
plied wave function expansion is the convexity of
the considered problem domains. As a result, only
problems of moderate geometrical complexity can
be considered and some commonly applied geomet-
rical features cannot be handled at all. A typical
example of this is the study of the dynamic be-
haviour of a two-dimensional solid which contains
one or more circular holes. Recently, an extension
of the WBM for two-dimensional unbounded and
bounded steady-state acoustic problems has been
developed which allows the method to overcome
these geometrical limitations in a very efficient way.
This paper presents a numerical strategy for the
study of two-dimensional elastodynamic problems
with one or more circular holes, which is based
on that modelling framework. The feasibility of
the approach and the efficiency with respect to the
FEM is illustrated by means of the dynamic anal-
ysis of a perforated membrane.

Keywords—Elastodynamics, Navier, Mid-frequen-
cy, Trefftz method, Wave Based Method

I. Introduction

THE numerical simulation techniques for the
study of elastodynamic problems can be divided

into two groups: deterministic techniques and prob-
abilistic techniques. The nowadays most commonly
applied methods are the deterministic Finite Element
Method (FEM) [1] and the probabilistic Statistical
Energy Analysis (SEA) [2].

The element-based simulation techniques discretise
the considered problem into a finite number of ele-
ments. Within these elements, the dynamic response
variables are described by an expansion of simple
(polynomial) shape functions, which do not satisfy
governing differential equations intrinsically. As a re-
sult, as frequency increases, the prediction accuracy
of the element based models decreases, mainly due to
two types of errors: interpolation and pollution errors
[3]. Keeping these errors within acceptable bounds re-
quires the use of extremely dense problem discretisa-
tions, especially at higher frequencies. This results in
prohibitively large numerical models for real-life struc-
tural problems. As a result, the applicability of the
element based techniques is limited to problems in the
low-frequency range.

The SEA divides the entire system into a limited
number of components. The mathematical expres-
sion of the power balance between the various sub-
systems provides the space- and frequency-averaged
dynamic behaviour of each of the structural system
components. This method is however based on cer-
tain approximative assumptions, e.g. the fact that all
of the subsystems have a high modal overlap in the
frequency range of interest, which limit their use to
high-frequency modelling.

In between the low-frequency application range of
the deterministic element based techniques and the
high-frequency application range of the statistical
methods, there exists a wide frequency-gap, the so-
called mid-frequency range, for which currently no
adequate and mature prediction methods are avail-
able. One of the many modelling techniques which
are currently being investigated in order to resolve
this issue, is the deterministic Wave Based Method
(WBM) [4]. This technique belongs to the family of
so-called Trefftz methods [5] in that it applies glob-
ally defined wave functions, which are exact solutions
of the governing differential equations, in contrast to
the element based techniques which use approximat-
ing shape functions to describe the dynamic response
variables. As a result, the use of very fine domain
discretisations at higher frequencies is no longer re-
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quired. The size of the numerical models and the
associated computational requirements are substan-
tially lower as compared to element based methods.
Because of the enhanced convergence properties, the
WBM has proven to be applicable for low- as well
as mid-frequency steady-state structural problems [6],
[7], [8]. For convergence purposes, the method re-
quires the entire problem domain to be partitioned
into convex subdomains. As a result, the computa-
tional efficiency of the WBM is most pronounced for
problems with a moderate geometrical complexity.

In reality many systems can be approximated by
a combination of simply shaped subdomains, but the
majority of them however include structural details
that have a non-negligible influence on the dynamic
behaviour of the structure and complicate the re-
quired division in convex subdomains. Such an in-
crease in subdomains is disadvantageous for the con-
vergence rate of the method. Moreover, some very
common geometrical features cannot be dealt with
at all. A typical example of this is the study of the
dynamic behaviour of a two-dimensional solid which
contains one or more circular holes. Since the region
between two holes or between a hole and the edge
of the problem domain needs to be partitioned into
convex subdomains, only an approximate, linearised
representation of the circular edge can be used to con-
struct a convergent WBM model. The resulting model
is only a crude geometrical approximation of the ac-
tual problem and has the additional disadvantage of
being inefficient since a reasonable representation ac-
curacy of the circle requires many convex subdomains
surrounding it. Recently, an extension of the WBM
for two-dimensional unbounded [9] and bounded [10]
steady-state acoustic problems has been developed
which allows the method not only to overcome these
geometrical limitations, but to do so in a very effi-
cient way. This paper presents a numerical strategy
for the study of two-dimensional elastodynamic prob-
lems with one or more circular holes, which is based
on this modelling framework.

The first section of the paper describes the mathe-
matical formulation of a general two-dimensional elas-
todynamic problem and gives an overview of the the-
oretical background of the WBM for these types of
analyses. Next, the recently developed multi-level
modelling concept for steady-state acoustic problems
and its extension to the study of perforated mem-
branes are presented. Finally, the feasibility of the
approach and the efficiency with respect to the FEM
is illustrated by means of the dynamic analysis of a
perforated membrane.

II. WBM for membrane problems

This section describes briefly the membrane prob-
lem and the application of the WBM for that prob-
lem. As mentioned in the introduction, the WBM
belongs to the category of indirect Trefftz methods.
The WBM divides the domain in a small number of
subdomains. Given the convexity of the considered
subdomains, the convergence of the method is assured
[4]. According to the Trefftz principle, the field vari-
ables within each subdomain are approximated by an
expansion of basis functions, which exactly satisfy the
governing dynamic equations. In this way the method
only introduces an approximation error with respect
to the the boundary conditions and the conformity
between the subdomains. These errors are forced to
zero in an integral sense through the application of a
Galerkin weighted residual formulation.

A. Problem description

The coupled dynamic Navier equations describe the
dynamic displacements [11] in two dimensional solids
and the in-plane behaviour of a plate membranes,

∂2wx
∂x2

+
1− ν

2
∂2wx
∂y2

+
1 + ν

2
∂2wy
∂x∂y

+
ρ(1− ν2)ω2

E(1 + jη)
wx = 0,

∂2wy
∂y2

+
1− ν

2
∂2wy
∂x2

+
1 + ν

2
∂2wx
∂x∂y

+
ρ(1− ν2)ω2

E(1 + jη)
wy = 0,

(1)

with E the Youngs modulus, ν the Poisson-coefficient,
ρ the density, η the damping ratio and ω the radial
frequency. Most modern FEM algorithms directly dis-
cretise this system of partial differential equations to
derive the model matrices. The WBM, on the other
hand, applies an expansion in terms of exact analyti-
cal solutions of the governing equations as basisfunc-
tions. In order to enable the derivation of such a set
of solutions for the coupled equations Vanmaele [6]
proposes to decompose the total structural-dynamic
strain field into a dilatational and a rotational compo-
nent. This decomposition converts the coupled system
of Navier equations into two uncoupled Helmholtz-
type equations,

∇2e+ k2
l e = 0, (2)

∇2Ω + k2
tΩ = 0, (3)

with ∇ the gradient operator, e the dilatational strain
and Ω the rotational strain and the in-plane longitu-
dinal and shear wavenumbers defined as,

kl = ω

√
ρ(1− ν2)
E(1 + jη)

and kt = ω

√
2ρ(1 + ν)
E(1 + jη)

. (4)
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In this way, the mutual coupling between the two
strain fields is entirely contained within the boundary
and continuity conditions which are specified along
the subdomain boundaries. Since the plate membrane
equations consists of two second-order partial differen-
tial equations, two boundary conditions must be spec-
ified at each point of the plate boundary Γ. The reader
is referred to Vanmaele [6] for the definition of var-
ious commonly applied types of boundary conditions
and their mathematical expression.

B. Field variable expansion

The steady state in-plane displacements wx and wy
are approximated by the following field variable ex-
pansion,

{
wx
wy

}
≈
[
Lwx

Lwy

]

nl∑
l=1

wlΨl

nt∑
t=1

wtΨt

 , (5)

with dilatational and rotational wave functions Ψl and
Ψt, the corresponding contribution factors wl and wt
and Lwn and Lws the differential operators to recon-
struct the normal and shear displacements based on
given strain fields:

Lwn =
[
− 1
k2
l

∂

∂n

1
k2
t

∂

∂s

]
, (6)

Lws =
[
− 1
k2
l

∂

∂s
− 1
k2
t

∂

∂n

]
. (7)

The wave functions Ψl and Ψt satisfy respectively the
homogeneous plate membrane equations (2) and (3)
irrespective of the contribution factors wl and wt.

Vanmaele [6] proposes to use the wave functions
listed in Table I. These wave functions are divided
into two sets. For the first set of dilatational and ro-
tational wave functions, the functions associated with
the first wavenumber are sine and cosine functions,
respectively. For the second set, the functions as-
sociated with the first wavenumber are cosine and
sine functions, respectively. It has been proven by
Desmet [4] that the first set of wave functions is the-
oretically sufficient for the convergence of the WBM,
provided that the domain is convex. However, when
only the first set of wave functions is included, several
boundary variables are described by a series of only
sine functions such that convergence becomes slow if
the imposed distributions are different from zero in

the end points. Therefore a few functions of the sec-
ond set can be added, which results in better conver-
gence properties [6].

The corresponding wavenumbers are defined based
on the dimensions (Lx × Ly) of the preferably small-
est rectangular box circumscribing the domain. De-
manding that an integer number of half wavelengths
equals the dimension of the rectangular box in the cor-
responding direction leads to the first wavenumbers,

kl1,x =
l1π

Lx
and kl2,y =

l2π

Ly
, (8)

kt1,x =
t1π

Lx
and kt2,y =

t2π

Ly
, (9)

The other components of the in-plane wavenumbers
are calculated from the structural in-plane wavenum-
bers kl and kt:

k{l,t}1,y = ±
√
k2
{l,t} − k

2
{l,t}1,x, (10)

k{l,t}2,x = ±
√
k2
{l,t} − k

2
{l,t}2,y. (11)

The number of dilatational and rotational wave
functions nl and nt that are included in the field vari-
able expansion (5), is related to the frequency and the
dimensions of the enclosing bounding box such that
the largest wave number included in the model is a
user defined truncation parameter T times the struc-
tural wavenumber at this frequency. As a result, the
number of wave functions increases approximately lin-
early with the excitation frequency.

C. Evaluation of boundary conditions

The proposed field variable expansion (5) guaran-
tees compliance with the governing differential equa-
tions (2) and (3). As a result, only the error on the
boundaries has to be minimised. The error functions
are orthogonalised with respect to a weighting func-
tion w̃{n,s} or its derivative. The weighted residual
formulation, here applied to imposed force residuals,
is expressed as:∫

ΓT

w̃nRTndΓ +
∫

ΓT

w̃sRTsdΓ = 0. (12)

The reader is referred to [6] for the definition of the
boundary residuals RTn and RTs .

Like in the Galerkin weighting procedure, used in
the FEM, the weighting functions w̃n and w̃s are ex-
panded in terms of the same set of wave functions
used in the wave function expansion (5). Equation
(12) should be true for any w̃n and w̃s and thus for
any combination of contribution factors of the basis
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TABLE I
Sets of wave functions for membrane problems.

Dilatational wave functions Rotational wave functions

Ψl1(x) = sin(kl1,xx) exp(−jkl1,yy) Ψt1(x) = cos(kt1,xx) exp(−jkt1,yy)
with l1 = 0, 1, · · · , nl1 with t1 = 0, 1, · · · , nt1

set 1
Ψl2(x) = exp(−jkl2,xx) sin(kl2,yy) Ψt2(x) = exp(−jkt2,xx) cos(kt2,yy)

with l2 = 0, 1, · · · , nl2 with t2 = 0, 1, · · · , nt2

Ψl1(x) = cos(kl1,xx) exp(−jkl1,yy) Ψt1(x) = sin(kt1,xx) exp(−jkt1,yy)
with l1 = 1, · · · , n′l1 with t1 = 1, · · · , n′t1

set 2
Ψl2(x) = exp(−jkl2,xx) cos(kl2,yy) Ψt2(x) = exp(−jkt2,xx) sin(kt2,yy)

with l2 = 1, · · · , n′l2 with t2 = 1, · · · , n′t2

functions in the weighting expansions. Introducing
the weighting expansion in the weighted residual for-
mulation (12) leads to a small, but dense, complex
and non-symmetric system of equations. Solving that
system leads to the unknown wave contribution fac-
tors wl and wt. Backsubstitution of those contribution
factors in the field variable expansion (5) leads to an
analytical approximation of the sought displacement
field.

III. A multi-level modelling concept in
Wave Based modelling

The WBM has shown to be a very efficient mod-
elling technique for the analysis of 2D elastodynamic
problems [6]. However, when the problem geome-
try becomes more complicated, the efficiency of the
method tends to deteriorate. This is due to the fact
that the entire problem domain, which is modelled us-
ing the set of wave function expansions for bounded
subdomains given in table I, needs to be partitioned
in convex subdomains. As a result, since all the inte-
rior details are included within a single partitioning, a
complex partitioning of the interior is often needed in
order to be able to guarantee the convergence of the
method.

A. A multi-level WBM modelling framework for 2D
interior and exterior acoustic problems

Recently, the authors have developed a general
modelling framework to remedy similar problems
which arise when the WBM is applied to the study
of 2D exterior acoustic problems [9]. In the case of an
unbounded problem, the WBM methodology applies a

GG t8

Fig. 1. General WBM modelling strategy for un-
bounded problems.

truncation of the entire domain into a bounded and a
(homogeneous) unbounded part through the introduc-
tion of a (usually circular shaped) truncation surface
Γt (see figure 1). The region outside of Γt is considered
to be a single additional subdomain, within which the
field variables are approximated by a special set of un-
bounded wave functions Ψ(ub)

i . These functions do not
only satisfy the governing partial differential equation,
but also prohibit waves from being scattered back into
the computational domain, such that the propagation
direction of the resulting approximation field is al-
ways outward. For the case of 2D Helmholtz prob-
lems with a circular truncation geometry, Herrera
[12] proposes a complete set of expansion functions
for the acoustic pressure field exterior to an infinitely
long cylinder on which Neumann boundary conditions
are applied:

Ψub
i (r, θ) =

 Ψub
ic

(r,θ) = H
(2)
n (kr) cos(nθ)

Ψub
is

(r,θ) = H
(2)
n (kr) sin(nθ)

(13)

320



with n = 0, 1, 2, . . ., r and θ the polar coordinates
defined by the cylinder and H

(2)
n (•) the n-th order

Hankel function of the second kind.
The modelling problems arising from this strategy

are twofold. On one hand, when multiple acoustic
scatterers are present in the problem, the circular
truncation line Γt needs to enclose all the scatterers
at once. As a result many unbounded wave functions
need to be included in the model in order to accu-
rately couple the expansions in the bounded and un-
bounded subdomains with similar spatial resolution.
On the other hand, the fact that all the scatterers are
included within a single circle results in a complex
partitioning of the interior, which is exactly the same
problem as described above for the 2D elastodynamic
case.

The main idea of the multi-level WBM approach is
to consider the multiple objects in the problem as be-
ing part of multiple ‘levels’ of the problem. In every
level, the dynamic behaviour of one single object is
studied. The incident field for this problem is com-
posed of not only the truly imposed external excita-
tions but also the scattered field from the other ob-
jects. Mathematically, this influence is described by
adding the unbounded expansions associated to all
involved levels as perturbation to the boundary fields
on the truncation circles of each level, and by includ-
ing these terms in the weighted residual formulation.
When this is done for all the levels, the mutual in-
teractions between all the submodels are restored and
a system of algebraic equations is obtained for the
coupled problem composed of all the levels. This sys-
tem can then be solved to obtain all the unknown
weighting factors in the field variable expansions. Us-
ing these factors, the scattering field can be calculated
in each level. The total resulting field in the regions
where the exterior subdomains geometrically overlap
is then composed from the superposition of the fields
of all levels. This procedure is illustrated graphically
in figure 2. Since the incident field on a level is the
result of a scattering calculation in the other levels, all
the calculations have to be carried out simultaneously.

Van Genechten [10] recently successfully ex-
plored the possibility to extend the multi-level scatter-
ing concept to deal with circular inclusions and other
inclusion configurations inside 2D bounded acoustic
domains. In order to realise this, an intermediate
multi-level model is created which can be used to cal-
culate the scattering of the entire inclusion configu-
ration inside the cavity. This model is constructed
by assigning a separate unbounded level to each of

G8Gt,2

Weighted
Residual

Formulation

S1 S2

S2

S1

=
Gt,2

G8

G8

Fig. 2. Graphic representation of the multi-level mod-
elling conceptunbounded

the inclusions and by defining a corresponding set of
basisfunctions as described above. The finiteness of
the actual problem needs to be imposed in order to
restrict the solution expansion to the true problem
domain and in order to be able to impose the actual
boundary conditions on the outer edge of the cavity.
This can be done by modelling its interior acoustic be-
haviour using a standard WBM model of the cavity
without the inclusions and then defining this model as
a supplementary level in the multi-level WBM model.
The field variable expansion of that bounded domain
together with the unbounded field variable expansions
of the other levels inside the bounded domain, de-
scribe the behaviour in the common domain. This
procedure is illustrated for a general interior problem
containing a single inclusion in figure 3.

Weighted
Residual

Formulation

S1

S1

=
Gt,2

G8

C

C

Fig. 3. Graphic representation of the multi-level mod-
elling concept for bounded problems

B. Extension of the multi-level framework to 2D elas-
todynamic analysis of perforated membranes

As indicated in section II, the Navier system of two
coupled partial differential equations can be decou-
pled by applying a decomposition of the membrane
strain field into a dilatational and a rotational com-
ponent. This results in a system of two uncoupled
Helmholtz-equations (2) and (3) with associated wave
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numbers kl and kt. These two equations can be solved
by two independent approximation expansions who
interact through the imposed boundary and continu-
ity conditions along the subdomain edges. As a result,
the modelling procedure described above for acoustic
problems can be readily applied to each of the un-
coupled Helmholtz equations governing the two strain
components. When one or multiple holes are present
in the problem domain, an unbounded level trunca-
tion circle is assigned to each of them and the strain
field exterior to this circle is modelled using two un-
bounded wave function sets of type (13). The total
set of wave functions in the region between the trun-
cations and the exterior edge of the problem domain
is now a superposition of the three types of functions
given in table II. For each of the nL levels Li inside a
bounded subdomain, a set of type UB is added. The
total resulting displacement fields can be obtained by
applying the displacement differential operators to the
new composite set of wave functions:

{
wx
wy

}
≈
[
Lwx

Lwy

]


nl∑
l=1

wlΨl +
nL∑
i=1

ni
l∑

l=1

w
(ubi)
l Ψ(ubi)

l

nt∑
t=1

wtΨt +
nL∑
i=1

ni
t∑

t=1

w
(ubi)
t Ψ(ubi)

t


.

(14)

Introducing the field variable expansion (14) in the
imposed boundary conditions along the circumscrib-
ing edge of the problem and the edges of the holes and
applying a Galerkin weighted residual formulation re-
sults in a system of algebraic equations governing the
weighting factors of all the expansion functions for the
full elastodynamic problem.

IV. Numerical example

The potential of the WBM extended with the multi-
level concept is demonstrated by means of a numerical
validation example. Consider the square plate with 5
circular holes shown in figure 4. The plate is loaded
by a unit line load at the top and bottom of the plate
and has a thickness of 0.001m. The material is an
aluminium alloy (E = 70 · 109N/m2, ν = 0.3, ρ =
2, 790kg/m3).

The symmetry of the problem makes it possible to
model only a quarter of the problem. The resulting
problem is a square plate with a circular hole in the
middle and a quarter of a circle removed from one
corner, see figure 5. It has symmetry boundary con-
ditions at the bottom and left edge and a unit load

1
m

0.15m

x

y

0.05m

Fig. 4. Square plate with 5 circular holes.

at the top edge. The following response points are
considered: w1(0.394m, 0.106m), w2(0.394m, 0.394m)
and w3(0.106m, 0.394m). With the traditional WBM

0.15m

x

y

w3 w
2

w
1

0.05m

Fig. 5. Quarter segment of the problem.

it would not be possible to model this plate accurately,
since it is impossible to divide the problem into convex
subdomains. The circular hole and the quarter circle
can be approximated by a large number of straight
edges, but that would lead to a rough approximation
and a large number of subdomains, which compro-
mises the computational efficiency of the WBM. With
the multi-level approach, it is possible to use only one
bounded and two unbounded domains, which are cou-
pled at the boundaries. One unbounded level is used
for the circle and one for the quarter circle. The trun-
cation circle of the unbounded level corresponding to
the quarter circle lies partly out of the problem do-
main. Only the part inside the bounded domain is
considered in the weighted residual formulation. It
will be shown in this example that that is sufficient
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TABLE II
Sets of wave functions for multi-level membrane problems.

Dilatational wave functions Rotational wave functions

Ψl1(x) = sin(kl1,xx) exp(−jkl1,yy) Ψt1(x) = cos(kt1,xx) exp(−jkt1,yy)
with l1 = 0, 1, · · · , nl1 with t1 = 0, 1, · · · , nt1

set 1
Ψl2(x) = exp(−jkl2,xx) sin(kl2,yy) Ψt2(x) = exp(−jkt2,xx) cos(kt2,yy)

with l2 = 0, 1, · · · , nl2 with t2 = 0, 1, · · · , nt2

Ψl1(x) = cos(kl1,xx) exp(−jkl1,yy) Ψt1(x) = sin(kt1,xx) exp(−jkt1,yy)
with l1 = 1, · · · , n′l1 with t1 = 1, · · · , n′t1

set 2
Ψl2(x) = exp(−jkl2,xx) cos(kl2,yy) Ψt2(x) = exp(−jkt2,xx) sin(kt2,yy)

with l2 = 1, · · · , n′l2 with t2 = 1, · · · , n′t2

Ψ(ubi)
l1

(r) = H(2)
n (klr) cos(nθ) Ψ(ubi)

t1
(r) = H(2)

n (ktr) cos(nθ)
with l1 = 1, · · · , nLi

l1
with t1 = 1, · · · , nLi

t1

set UB
Ψ(ubi)
l2

(r) = H(2)
n (klr) sin(nθ) Ψ(ubi)

t2
(r) = H(2)

n (ktr) sin(nθ)
with l2 = 1, · · · , nLi

l2
with t2 = 1, · · · , nLi

t2

and that it does not disturb the convergence of the
method.

A. Steady-state elastodynamic models

The validation example in figure 5 is modelled using
both linear and quadratic FE models and a number
of multi-level WB models.

A.1 WB models

The WB models do not require a rediscretisation
in order to refine the model. The perforated mem-
brane in figure 5 can, as mentioned before, be mod-
elled by constructing a multi-level WB model which
combines a single square bounded subdomain and 2
unbounded levels. A variation of the truncation pa-
rameter T can be used to create several WB models
with different numbers of structural WB degrees of
freedom (dofs) for the bounded subdomain. The num-
ber of unbounded functions in the unbounded levels is
chosen such that the spatial resolution of the bounded
and unbounded wave functions are approximately the
same.

A.2 FE models

In order to study the convergence behaviour of the
FEM the perforated membrane is modelled using both

linear and quadratic FEM models. The linear models
use 4-noded quadrilateral elements to discretise the
problem domain, while the quadratic FE models are
built using 8-noded quadrilateral membrane elements.
A baseline model with an average discretisation di-
mension h ≈ 0.025m is continuously refined in or-
der to generate all the models, the details of which
are given in table III. The most detailed quadratic
FE model (model number 7) serves as a reference so-
lution when comparing the computational accuracy
of the different models at a single frequency. In ta-
ble III hmax is the length of the longest side of a
finite element in the discretisation, and tsolve is the
frequency-independent CPU time needed to solve the
different models for a single frequency. The commer-
cial FEM software MD.Nastran r3b is used to carry
out the FEM analyses and all calculations are per-
formed on a 2.66GHz Intel Xeon based Linux-system
with 32 gigabytes of RAM.

B. Numerical results and comparison with FEM

To illustrate that the multi-level extension of the
Wave Based Method describes the elastodynamic
membrane behaviour accurately, figure 6 shows a con-
tour of the structural forced displacement amplitude
at 18.4kHz obtained using both quadratic FE model
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TABLE III
Properties of the various FE models

Linear FE models Quadratic FE models
Model hmax dofs tsolve dofs tsolve

number [m] (= 2×#nodes) [s] (= 2×#nodes) [s]
FE 1 0.02500 4.484 0.03 13.282 0.17
FE 2 0.01000 13.560 0.13 40.382 0.67
FE 3 0.00750 24.114 0.24 71.942 1.37
FE 4 0.00500 54.322 0.69 162.366 4.07
FE 5 0.00250 216.086 4.09 647.054 26.0
FE 6 0.00100 1.346.018 49.2 4.035.038 395.0
FE 7 0.00050 5.371.238 389.2 16.107.678 3572.7

6 (4.035.038 dofs) and a multi-level WBM model con-
taining only 406 basisfunctions in the displacement
expansion (188 bounded and 40 unbounded dilata-
tional dofs and 116 bounded and 62 unbounded ro-
tational wave functions). The results show that the
multi-level WBM is capable of accurately describing
the spatial distribution of the dynamic displacement
field within the perforated membrane.

In order to compare the computational efficiency
of the multi-level WBM and the FEM in both the
low- and mid-frequency range, a convergence anal-
ysis is performed. For all the models described in
section IV-A, the forced structural displacements at
1kHz, 8.75kHz and 25.75kHz are calculated in the
three response points indicated in figure 5. The first
frequency is in the low-frequency range, the second
one is in the region where the low- and mid-frequency
range overlap and the third one is far within the mid-
frequency range. Based on the calculated displace-
ment values, the average relative prediction error ε
for the forced response amplitude is defined as:

ε =
1
3

3∑
j=1

εj =
1
3

3∑
j=1

∣∣∣∣Wmodel(rj)−Wref (rj)
Wref (rj)

∣∣∣∣, (15)

with Wmodel(rj) the calculated displacement ampli-
tude and Wref (rj) the reference displacement ampli-
tude at each of the response locations rj and the dis-

placement amplitude defined as W• =
√
w2
•,x + w2

•,y.
These results are plotted against the CPU times
needed to solve the different models. Only frequency
dependent operations are taken into account in the
calculation time. That means that for the FEM only
the time needed to solve the system of equations is
given, and for the WBM the time needed to build
the WB system matrix as well as the time needed to

Fig. 6. Forced displacement amplitude [10−9m] at
18.4kHz predicted by the WBM (top) and FEM
(bottom)

solve the system of equations are given. The time to
build the FE matrices is not taken into account for
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the FEM, since this effort is frequency independent
and negligible when a large number of frequencies are
considered.
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Fig. 7. Convergence curves for the linear and
quadratic FEM and WBM with FE quadratic
model 7 as reference.

Figures 7(a)-7(c) compare the convergence rate of
the different WB models with that of the FE models
in the low- and mid-frequency range. Each subfigure

plots the global convergence curve for the quadratic
FEM (× marker), the linear FEM (◦ marker) and the
WBM (� marker). The global curves for the FEM
are obtained by incrementally refining the structural
elements in the model. The convergence curves for
the WB models are calculated by using an increasing
number of wave functions (ranging from 36 till 1508
dofs) to model the structural displacement field field.

For the three frequencies shown here, the WB mod-
els converge faster to a certain prediction accuracy as
compared to both the linear and quadratic FE mod-
els. Both the linear and quadratic models show an
(almost) monotonic convergence behaviour. The WB
convergence curves show a very steep decline, but sta-
bilise at a fixed prediction accuracy of 10−5 to 10−6

depending on the frequency of interest. This type
of convergence behaviour is typically seen when the
model which is used as a reference solution has not yet
converged to a better accuracy than the model with
which it is compared. To prove that this is the case,
figure 8 shows the convergence curves for the FEM
and multi-level WBM methods at 8.75kHz which are
obtained when the finest WBM prediction result is
used as reference solution. The FEM convergence
curves remain unchanged while the WBM curve no
longer saturates but reaches a prediction accuracy of
10−11 in approximately 3 cpu seconds. These results
show that the multi-level WB performs better clearly
better than the quadratic and the linear FEM in both
the low- and mid-frequency range.
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Fig. 8. Convergence curves for the linear and
quadratic FEM and WBM at 8.75kHz with a WB
model as reference.

V. Conclusions

This paper discusses a new multi-level modelling
framework, aimed to alleviate or remove some of
the geometrical constraints faced when applying the
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WBM for the study of the dynamic behaviour of per-
forated membranes. The main idea of the approach
is to consider the multiple objects in a problem as
different ‘levels’ of the problem. Each level considers
the reflection and scattering on the boundaries of one
particular object, using existing WBM techniques for
bounded and unbounded problems. A special com-
pound wave function set and an adapted weighted
residual formulation link the different levels together,
yielding a single multi-level system, describing the en-
tire problem.

The new method is validated based on the study
of a quarter segment of a symmetric square plate
with 5 holes, indicating both the excellent accuracy
and the superior numerical performance as compared
to classical element-based numerical modelling tech-
niques. This reduction in computational load makes
the WBM particulary suited for the treatment of
membranes with multiple perforations in an extended
frequency range, as compared to the element based
methods.

In the future, this methodology will be applied
to more complex membrane problems such as multi-
material aggregates in an elastic material and wave
propagation problems in unbounded solid media.
Also, the general modelling framework will be ex-
tended to cope with the influence of perforations on
the out of plane bending behaviour of (networks of)
flat plates.
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Abstract— Fuel cells offer several advantages for the
propulsion of small aircraft. For unmanned aerial vehicles
their main benefits result from the reduced thermal signa-
ture and the possibility to increase range or endurance with
only a relatively small mass penalty. However, due to the
need for a completely electrical propulsion system, several
challenges arise from the adoption of fuel cells as well.

This paper describes the first design steps of a (relatively)
small unmanned technology demonstrator aircraft with fuel
cell propulsion. In a first section of the paper the specifica-
tions adopted for the design mission are laid down. Then,
the determination of the drag and mass of the aircraft are
reported. After this, the modeling of the propulsive chain is
detailed. Finally, the design point for the wing of the un-
manned aircraft is selected in a parametric study and its
characteristics are described.

Keywords— fuel cells, unmanned aerial vehicle, concep-
tual design

I. INTRODUCTION

DUE to their potentially high specific energy, high
efficiency and rapid refuelability Proton Exchange

Membrane (PEM) Fuel Cells (FC) are increasingly con-
sidered for the propulsion of small manned and unmanned
aircraft (see [1], [2], [5] and [7]). PEM fuel cells addi-
tionally offer a reduced thermal signature, less noise and
a reduced environmental impact. The use of PEM fuel
cells as the main power source for aircraft however also
entails several challenges, mainly related to the relatively
low power density, even for state-of-the art fuel cells. The
resulting high weight of the fuel cell constraints the design
space of the aircraft and might limit its performance. The
adoption of a fuel cell as the main power source further-
more involves a completely new electrical power train for
the aircraft and thereby changes the design of the aircraft
significantly.

To gain insight in the consequences and challenges of
adopting fuel cells as an aviation power source, the Aero
Thermo Mechanics Laboratory of the Université Libre de
Bruxelles has started the design of a demonstrator fuel cell
powered UAV. The main research objectives of the current
work are the development of accurate and validated mod-
els and tools for the design of fuel cell powered aircraft as
well as the construction, flight testing and demonstration

of a FC powered UAV. The UAV platform has been cho-
sen for this work because of the large number of potential
applications and its suitability in scale and cost for an aca-
demic research program. The UAV will be built around a
300 W PEM FC from Horizon Fuel Cells (see Fig. 1).

Fig. 1. The 300 W PEM FC from Horizon Fuel Cells

As it forms the cornerstone of any aircraft design, the
first section of this paper details the specifications and the
mission for which the UAV is designed. A second section
of the paper then describes the determination of the mass
and drag of the UAV components as well as the adaptations
made to correlate with data on existing UAVs. Then, the
modeling of the electrical components of the propulsive
chain is addressed. Before concluding the selection of the
design point of the wing of the aircraft is detailed and the
characteristics of the UAV are reported.

II. DESIGN SPECIFICATIONS

REDUCING the required power is critical for a FC
UAV as the design has to be centered around the

available fuel cell. As stated previously, the Horizon Fuel
Cells 300 W PEM FC is chosen as the powerplant for this
specific UAV. The FC was selected for its relatively high
power density, its autonomous air system and its fairly low
price. As the air supply system is autonomous, no com-
pressor is needed for low altitude flight which greatly sim-
plifies the FC balance of plant and significantly reduces
the weight of the complete power system. For the hydro-
gen system, high pressure storage is the preferred option
for this type of application to reduce the volume of the
tank. A pressure regulator is therefor mandatory. As the
fuel cell needs to be purged on a regular basis, it does not
supply its nominal power continuously. A backup battery
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is thus foreseen which also serves as power booster to re-
duce the runway length at takeoff and to accelerate climb
to the cruising altitude. The weight and dimensions of sev-
eral of the main components are specified in Table I. As
shown in [10], the fuselage is designed to provide suffi-
cient space to fit the components and to minimize drag,
leading to a fuselage length around 1.2 to 1.5 m (for one
respectively 2 FC) and a thickness to length of about 23%.

TABLE I
COMPONENT SPECIFICATIONS.

Component Dimensions [mm] Mass [g]
Payload 50 × 50 × 50 200
Receiver 46 × 33 × 32 20
Fuel Cell 220 × 110 × 70 1700
Pressure Regulator 50 × 50 × 50 200
Batteries 50 × 45 × 60 310
Hydrogen Tank 200 × 50 × 50 870
Controller 50 × 50 × 20 25
Motor 73 × 65 × 65 400

Seen the limited available power, relatively modest re-
quirements are imposed for the aircraft performance. A
cruise altitude of 300 m is selected to avoid the need for an
air compressor. The cruise speed is on the other hand fixed
to 50 km/hr whereas the loiter and climb phase speed are
set to 45 km/hr to limit the required power. The UAV is
designed to climb to its cruising altitude in 5 minutes and
stay aloft for about one hour.

III. DRAG AND MASS CALCULATION

IN the conceptual design of a FC UAV, the selection of
correlations that are adapted to this specific class of air-

craft is critical. As most correlations for both mass as
well as drag estimation in the conceptual / preliminary de-
sign phase are statistically derived, they can only be ap-
plied to the specific class of aircraft for which they have
been determined. However, as far as construction meth-
ods are concerned, the UAV class resembles general avi-
ation aircraft quite closely. According to [3] the methods
for general aviation aircraft can thus readily be applied to
UAVs with a relatively high level of confidence, on con-
dition that proper ’tuning’ is performed based on available
data on similar UAVs. This data was obtained from the FC
UAV designed by Georgia Tech [2], and the methods have
been correlated to this design as a validation. Below some
specifics of the adopted correlation procedure for both drag
and mass are given. More information can be found in [9]
and [10].

For drag calculations conventional component drag cor-

relations are used:

CD,0 = C f ·F ·Q · Swet

Sre f
(1)

where CD,0 is the component zero-lift drag coefficient, C f

is the flat plate skin friction coefficient, F is a form factor
to account for the shape of the specific component and Q is
an interference factor. Swet and Sre f denote the wetted area
of the component and the reference area which is taken
here as the wing planform area. Form factors F can be
found in several references (amongst others [4], [6] and
[8]). Here, the correlations from [4] are adopted.

The main uncertainty in adopting this method lies in the
determination of the skin friction coefficient C f as its value
depends on the level of laminar flow on the component.
Calculations on the Georgia Tech UAV however showed
that laminar flow can be assumed for the complete wing
whereas for the fuselage, turbulent flow has been assumed
in order to be (slightly) conservative. To ensure that the
assumption of laminar flow over the wing remains valid for
the complete design space under investigation, an upper
limit on the wing chord is nevertheless imposed.

The component mass calculation is one of the most crit-
ical aspects in the conceptual UAV design, especially for
this particular UAV seen the high mass of the FC and the
large wing area that is required as a consequence of this
high mass. Special attention was therefore paid to the
adaptation of the component mass calculations. As sug-
gested in [3], the correlations for general aviation aircraft
are adapted to this particular class of UAV. To do so it is
assumed that the correlation correctly represents the trend
of the component mass to its main characteristics. A fudge
factor is consequently used to adapt the correlation to the
available data. This is shown below for the wing mass
where the following correlation is adopted [6]:

Ww = Uw ·Sw, exp ·
( t

c

)−0.4

r
·AR0.5

w (2)

where Ww is the wing mass, Sw, exp is the exposed wing
area, (t/c)r is the thickness-to-chord ratio at the wing root
and ARw is the wing aspect ratio. Uw is the wing mass
fudge factor which is determined based on the wing mass
of the Georgia Tech FC UAV [2]. For the other aircraft
components a similar practice is adopted, as detailed in
[10].

IV. PROPULSIVE CHAIN

ELECTRICAL propulsion for aircraft requires a re-
design of the complete propulsive chain. An exten-

sive study to model each of the main components of this
chain is therefore performed in the early phases of the
study. All in all, each of the selected components must
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be compatible with the chosen fuel cell. A proper selec-
tion furthermore allows to avoid the need for a reduction
gearbox as its use leads to a significant reduction in effi-
ciency of the overall propulsive chain. The main elements
of the chain are indicated on Figure 2.

Fig. 2. The elements of the propulsive chain

For each of these elements, except the hydrogen tank,
a representative electrical model was set up to allow the
analysis of the behavior of the complete propulsion system
and the selection of the most suited components. This lead
to the schematic given on Figure 3.

Fig. 3. Schematics of the main propulsive elements

Based on this electrical schematic, the following expres-
sion has been derived for the efficiency of the complete
propulsive chain ηtot :

ηtot =
CPWM ·Vb − Cm+CR

K · (RC +Rm) · Cm
K

eb · Cm+CR
K ·CPWM

(3)

where CPWM is the pulse width modulation signal of the
engine (controller), which sets the engine rating. Cm and
CR denote the engine and resisting (propeller) torque. RC

and RM are the controller and engine internal resistance,
and K is the equivalent of the engine Kv value (RPM/V)
which determines the engine rotational speed for a given
input voltage. K is used in the expression rather than Kv

to indicate that the units have been adapted to rad/s/V. The
other parameters of equation (3) are indicated on Figure 3.

For this particular application, seen the high input volt-
age of the FC, an engine with a low Kv was selected. As
such a gearbox between the engine and the propeller is
avoided, as this is a component with a fairly low efficiency.
The Cyclon 110 engine is for this reason selected as it has
a Kv of only 195 RPM/V. The engine is shown on Figure 4.

The Cyclon 110 has a nominal power of 1400 W, a mass
of 400 g and an efficiency (according to the specs) of 91%.

Fig. 4. The Cyclon F3A and the Cyclon 110 engine

With the developed model and the pulse width modu-
lation signal a set of propellers was tested analytically to
determine the range of diameters and pitches that was ap-
propriate for the UAV. In a first step, a 24 × 22 propeller
(diameter × pitch) was analyzed. After all, the propeller
adopted by Georgia Tech for their FC UAV had those di-
mensions [2]. However, the investigations showed, that for
a systems with 2 FC in parallel and 1 engine and propeller,
propellers around 15 × 13 were more appropriate. This is
indicated on Figure 5. The red lines on the figure indicated
the engine power for different PWM signals (position of
the throttle at 20, 40, 60, 80 and 100%). The green line
indicates the power available from the 2 FCs in parallel
whereas the blue lines represent two different propellers
with the same diameter but with a different pitch.

Fig. 5. Matching of the propellers with FC and engine

Based on this theoretical model, 3 different propellers
were purchased and consequently tested in a wind tun-
nel. Even though a test bench for the Horizon 300 W FC
is available, the engine propeller combinations were ini-
tially tested in combination with 10 LiPo batteries as this
allowed an easier first integration. Tests were performed
at different air speeds to derive the influence of the flight
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speed. Figure 6 shows the results for an airspeed of 15 m/s
for 3 different propellers of similar size.

Fig. 6. Propeller - engine tests at an airspeed of 15 m/s

As the measurements of the propeller performance were
made fairly rapidly with a low accuracy measurement sys-
tem, more detailed measurements are in progress at the
moment.

V. SELECTION OF THE FINAL DESIGN POINT

SINCE the efficiency of the propulsive chain has been
determined in the previous section, the final design

point of the UAV can be selected now by an iteration on
the design process. In a first step, the dimensions of the
fuselage are re-determined. After all the fuselage needs
to accommodate all the components specified in Table I
as tightly as possible while yielding an external shape that
leads to a fairly low drag. The positioning of the compo-
nents is additionally restricted for reasons of control of the
center of gravity of the aircraft as well as the logical order
of the elements in the propulsive chain. All these consid-
erations lead to the internal positioning of the components
as shown on Figure 7 and a fuselage total length is around
1.5 m as indicated previously.

Fig. 7. Positioning of the components in the fuselage

Based on these fuselage dimensions, the design charac-
teristics of the aircraft are determined through an iterative

process as indicated on Figure 8. Starting from the data in-
put (fuselage dimensions and shape, position of the com-
ponents, design speeds, . . . ), a wing parametric study is
executed to determine the optimum aspect ratio and area
of the wing. After all the selection of a proper wing area
is especially crucial for this design seen the high mass of
the fuel cells which leads to a high overall aircraft mass.
For each imposed combination of wing size and aspect ra-
tio, the remaining UAV characteristics are determined. As
shown on Figure 8, an iteration is made on the longitudinal
wing position to obtain a proper longitudinal static margin.
More information on the design process and the validation
based on the characteristics of the Georgia Tech UAV can
be found in [10].

Fig. 8. Positioning of the components in the fuselage

This wing parametric study was executed for a conven-
tional and a canard aircraft configuration. The results for
the canard aircraft can be found on Figure 9. For the results
of the conventional configuration the reader is referred to
[10]. The red lines on Figure 9 indicate the span of the
UAV. The green lines on the other hand show its mass,
whereas the magenta lines represent the power margin in
climb, which is defined as ratio of the power available at
the propeller to the power required for climb. A similar
power ratio is defined for cruise (full black lines) and for
loiter (dashed black lines).

The shaded areas on Figure 9 represent limits imposed
on the design. Besides a Reynolds number limit of 275000
to prevent a too high wing drag, the main limits are applied
to the previously defined power ratios to ensure sufficient
performance and power throughout the flight. For cruise
and climb a power margin of 4 is imposed in order to have
a sufficiently large range of flight speeds around the design
speed. For climb, the power margin is reduced in order not
to overly restrict the design space. A minimum margin of
2.5 is therefore adopted. Finally, the lift coefficient of the
main wing is limited to 1. This fairly low limit is taken
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Fig. 9. Wing parametric study

to ensure that the canard will stall before the wing as this
leads to a stable (nose down) stall behavior.

Taking all aforementioned constraints into considera-
tion, the final design point of the wing of the canard con-
figuration is selected at

Sw = 2 ARw = 9

with the corresponding characteristics given in Table II.

TABLE II
CHARACTERISTICS OF THE FC UAV.

Characteristic Value
Wing Area [m2] 2
Wing Aspect Ratio [–] 9
Wing Span [m] 4.24
Wing Chord [m] 0.47
UAV Mass [kg] 12.14
Horizontal Tail Area [m2] 0.14
Vertical Tail Area [m2] 0.72
Cruise Power [W] 125

Figure 10 shows the layout of the canard FC UAV. As
can be seen from the Figure the wing is swept back 25◦

to increase the tail arm for the vertical tail thereby reduc-
ing the size of the tails. The sweep angle is selected as a
compromise between vertical tail size and weight and wing
weight (which increases with increasing sweep). The ver-
tical tail surfaces are furthermore located on the wing tips
as this leads to several synergies. Not only will the tails
function as winglets, reducing the strength of the wing tip
vortices and hence the induced drag, the rudder surface
area will also be reduced as the control surfaces will have
the highest possible moment arm. Finally, the main land-
ing gear will be integrated in the vertical tails to reduce its

drag. After all, the landing gear struts contribute signifi-
cantly to the drag of small size aircraft.

VI. CONCLUSIONS

This paper presents the first steps in the design of an un-
manned aerial vehicle using fuel cells for its propulsion.
The paper describes the design mission, the modeling of
the UAV drag and weight as well as the electrical compo-
nents of the propulsive chain. Based on the outcome of
this modeling, a wing parametric study for a canard con-
figuration is presented and the characteristics of the final
design point are detailed.

As the paper only presents the very first steps in the de-
sign process, several more detailed studies are ongoing at
the moment or will be undertaken in the near future. A
full blown CFD study will be undertaken to finalize de-
tails of the wing and wing-body transition. Once these
details are fixed a scale model will be constructed and
tested in a wind tunnel. An in-depth stability assessment
will be made to ensure adequate longitudinal and lateral
stability of the UAV both statically as well as dynami-
cally. Finally, measurements of the propeller characteris-
tics to refine the model of the propulsive chain will also be
made and the complete integrated propulsion system will
be tested. Based on the outcome of these analyses the de-
sign process will be reiterated and the final configuration
of the UAV will be constructed and flight tested.
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Abstract— In the current context of miniaturisation,
micro-machining processes are in full expansion. One of
them is micro-milling, able to produce parts with features
ranging from several mm to several µm.
Despite the down-sizing of the macro-milling process, micro-
cutting is not a simple scaling-down of macro-cutting. The
new way of forming chips involves the so-called ‘minimum
chip thickness’ phenomenon, below which no chip is formed.
Estimating the minimum chip thickness value is one of the
main challenges in micro-milling. A review of the current
state-of-the-art in chip formation and minimum chip thick-
ness in micro-milling is reported in this paper from an ex-
perimental and numerical point of view.
In order to model the chip formation process, 2D numerical
simulations are performed using the finite element method
and a commercial software programme, ABAQUS/Explicit
v6.7. The Lagrangian formulation has been adopted and a
chip separation criterion is used to make chip formation pos-
sible. Results of the finite element simulations are presented
and compared to results found in the literature.

Keywords—Micro-milling, chip formation, minimum chip
thickness, orthogonal cutting

I. INTRODUCTION

FOR a few years, the tendency towards miniatur-
isation has been gaining in importance and af-

fects many fields, involving an increasing demand for
micro-components. A growing development of micro-
manufacturing techniques is consequently observed.
Micro-milling is one of them. It consists in a micro-
machining process using a cutting tool (called a ‘micro-
mill’, typical diameter between 100 µm and 500 µm) ro-
tating at a high speed to remove material from the work-
piece and making it possible to produce parts and fea-
tures between some mm and some µm [1], [2] and [3].
Up to now micro-milling seemed to be the most flexible
and fastest way to produce complex tridimensional micro-
forms, including sharp edges, with a good surface qual-
ity in many materials: metal alloys, composites, polymers
and ceramics [4]. Its applications are quite varied, to cite
a few: micro-injection moulds, watch components, opti-
cal devices, components for the aerospace, biomedical and
electronic industries.

In order to present the main differences in chip forma-
tion due to the scaling-down from macro- to micro-milling,
a short review of the current state of the art in chip for-

mation and minimum chip thickness in micro-milling is
carried out. Then the finite element model developed is
presented, before commenting and comparing our results
to those found in the literature.

II. CHIP FORMATION SPECIFICITIES IN

MICRO-MILLING

A. Minimum Chip Thickness

IN micro-milling the depth of cut and the feed per tooth
are very small (of the same order of magnitude as the

tool edge radius) and no chip is formed below a value
called ‘minimum chip thickness’. Chae et al. [1] define
it as the critical depth of cut (between 5% and 38% of the
tool edge radius, depending on the machined material [5])
below which no chip can be formed. Three different cases
happen in micro-chip formation, as shown on Figure 1 (R:
edge radius, h: depth of cut, hm: minimum chip thickness).

Fig. 1. Schematic representation of the minimum chip thick-
ness in orthogonal cutting, inspired from [1]

Increase of cutting forces, burr formation and surface
roughness are the consequences of the rise of slipping
forces and the ploughing of the machined surface (high-
lighted by Bissacco et al. [6]) due to the minimum
chip thickness phenomenon. Hence minimum chip thick-
ness values must be determined and taken into account to
choose adequate cutting parameters. Machined material
and tool geometry greatly affect the minimum chip thick-
eness value, complicating its estimation [7].

B. Negative Rake Angle

The macro-cutting assumption stating that the tool is
sharp, completely cuts the surface and generates chips is
not valid in micro-cutting. This is due to the highly neg-
ative rake angle caused by the small depth of cut being of
the same order of magnitude as the tool edge radius (Fig-
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ure 2). A highly negative rake angle leads to ploughing of
the machined surface and elastic spring back of the work-
piece. The spring back fraction occurring under the flank
face leads to friction, raising the specific cutting energy.

Fig. 2. Schematic representation of the negative rake angle in
orthogonal cutting, inspired from [2]

C. Size Effect

At a small depth of cut, Filiz et al. [8] observed the so-
called ‘size effect’: a decrease in the depth of cut leads to
a non-linear increase in the specific cutting energy. Min-
imum chip thickness and specific cutting energy are thus
closely related. The specific cutting energy could be an in-
dicator making it possible to detect changes (from slipping
to shearing) in the cutting mechanism and to monitor the
process.

D. Influence of the Machined Material

In micro-milling, as the dimensions of the depth of cut,
the tool or feature to produce are often smaller than the
grain size of the machined material, its nature and micro-
granular structure have to be taken into account [1] and [2].
Therefore it can no longer be considered as homogeneous
and isotropic, contrary to the assumption made in macro-
machining. The microstructure of the machined material
takes on great importance in micro-milling.

Chae et al. [1] and Dornfeld et al. [2] report variations
in cutting forces and vibrations during micro-machining
due to the lack of homogeneity of the workpiece granu-
lar structure. This leads to variations in cutting condition
(hardness in particular). Modifying the cutting conditions
or the machine design is not a solution to eliminate them,
as they are due to the nature of the machined material.
Finally, averaged cutting coefficients from macro-cutting
cannot be used any more.

E. Numerical Works

Up to now, very few numerical works about minimum
chip thickness can be found in the literature.

A 2D ALE orthogonal cutting finite element model was
developed by Woon et al. [9] in order to study the influ-

ence of the tool edge radius on chip formation. This model
considers the workpiece material (AISI 4340 steel) as ho-
mogeneous and the tool is modelled as a perfectly rigid
solid with and without edge radius. The results of their
research show that the chip is formed by extrusion along
the tool edge radius when the depth of cut is lower than a
breaking value and confirm that the tool cannot be consid-
ered sharp in micro-milling.

In order to study the influence of the granular structure
of the machined material on chip formation, Simoneau et
al. [10] developed a 2D Lagrangian orthogonal cutting het-
erogeneous (AISI 1045 steel) finite element model with a
sharp tool. They observed a new chip formation mecha-
nism (Figure 3): the softest material (ferrite) is extruded
between the hardest grains (pearlite). They called it a
‘quasi-shear extrusion chip’. This shows that it is crucial to
model the workpiece material as heterogeneous in micro-
cutting.

Fig. 3. AISI 1045 steel numerical chip formation (A: pearlite,
B: ferrite) [10]

III. NUMERICAL MODEL

THE chip formation is studied with a 2D plane strain
orthogonal cutting model developed with the com-

mercial software programme ABAQUS/Explicit v6.7. It
only takes into account the area close to the cutting edge
of the tool.

An explicit Lagrangian formulation is adopted as our in-
terest is focused on the transient phase of the chip forma-
tion and the cutting refuse. Moreover the model must be
able to produce saw-tooth chips, which cannot be achieved
with an Arbitrary Lagrangian Eulerian (A.L.E.) formula-
tion, contrary to Lagrangian formulation [11].

For a determined material, the minimum chip thickness
depends on the depth of cut (h) and the cutting edge radius
of the tool (r). Various h/r ratios have been considered in
order to study the influence of the depth of cut on the chip
formation process. Ten different cases have been simu-
lated from h/r = 5 (h = 100 µm) to h/r = 0.05 (h = 1 µm):
h/r = 5, 3, 1, 0.5, 0.375, 0.25, 0.2, 0.15, 0.1 and 0.05.

334



A. Overview

The workpiece is modelled as a rectangular block, while
the tool is modelled with a 20 µm cutting edge radius,
a 0◦ rake angle and a 5◦ clearance angle. The cutting
speed is set to 300 m/min. The workpiece and the tool
are meshed with three- and four-node linear elements.
Figure 4 presents the initial geometry and mesh of the
model when h/r = 5 (H: horizontal degree of freedom con-
strained, V: vertical degree of freedom constrained).

Fig. 4. Boundary conditions and initial mesh when h/r = 5

The workpiece material is a titanium alloy, Ti6Al4V, as-
sumed to be homogeneous. Its behaviour is described by
the Johnson-Cook plasticity model [12]. The tool material,
tungsten carbide, is also homogeneous and its behaviour is
described by a linear elastic law.

Friction at the chip - tool interface is implemented using
a limiting shear friction model with a limiting shear stress
and a friction coefficient [13]. All of the friction energy is
converted into heat and 25% of this friction heat flows into
the workpiece [14].

The two parts initial temperature is set to 20◦C. Only
conduction is considered and all the workpiece faces are
adiabatic [15]. The efficiency of the deformation to heat
transformation is assumed to be 90% [9], [13] and [14].

B. Chip Separation Criterion

Due to the Lagrangian formulation, a chip separation
criterion based on an ‘eroding element’ method is intro-
duced in the model to make chip formation possible. This
separation criterion is based on crack propagation depend-
ing on the stress and strain state of the machined mate-
rial. This chip formation approach, by ductile failure phe-
nomenon, is composed of two steps.

In the first step, a damage initiation criterion must be
fulfilled. The damage initiation criterion adopted is the
Johnson-Cook shear failure model [12].

The second step concerns damage propagation, based
on the fracture energy approach. This criterion uses the
fracture energy, Gf, which is the energy required to open
a unitary area crack. After damage initiation, the material
behaviour is represented by a stress-displacement relation

rather than a stress-strain relation [15]. As soon as the
specified value of Gf is reached in a finite element, it is
deleted and all of its stress components are put to zero.
The suppression of a finite element introduces a crack in
the workpiece, making it possible for the chip to come off.

IV. RESULTS

A. Chip Formation and Morphology

Figures 5 to 10 show chip formation and machined ma-
terial deformation for various h/r ratios values. A chip is
undoubtedly formed when h/r = 5 to 0.375, which is not
true for h/r = 0.25 to 0.05. Therefore it could be inter-
esting to establish a criterion making it possible to give a
ruling on the existence of a chip. An interesting point is
the presence of a saw-tooth chip when h/r = 5 and 3, as
observed experimentally in macro-cutting. This kind of
chip is not found any more for smaller simulated h/r val-
ues. This can be due to the h/r ratio value or even to the
short simulation time (some microseconds).

Fig. 5. Von Mises stress contours (103 Pa) during chip forma-
tion when h/r = 5

Fig. 6. Von Mises stress contours (103 Pa) during chip forma-
tion when h/r = 3

A primary shear zone is clearly visible on Von Mises
stress contours when h/r = 5 and 3, as in macro-cutting
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Fig. 7. Von Mises stress contours (103 Pa) during chip forma-
tion when h/r = 0.375

Fig. 8. Von Mises stress contours (103 Pa) during chip forma-
tion when h/r = 0.25

with a sharp tool. The more the h/r ratio decreases, the
more the primary shear zone fades and it cannot be distin-
guished any longer from the h/r = 0.25 value. It is inter-
esting to highlight that the h/r = 0.375 value could be a
key value. Indeed a primary shear zone can still be seen
but the stress value seems to be smaller.

These results are globally similar to those presented by
Woon et al. [9] in the case of an A.L.E. model. Actually
the cutting tool can no longer be considered as sharp and
the h/r value has a great influence on the chip formation in
micro-cutting. Changes in the chip formation mechanism
are observed when the h/r ratio decreases, evolving away
from macro-cutting.

B. Cutting Forces

Figure 11 shows the cutting and the feed forces for a
100 µm depth of cut. A cyclic evolution can be observed,
as expected due to the saw-toothed chip. Indeed when the
formation of a slipping plane occurs (corresponding to a

Fig. 9. Von Mises stress contours (103 Pa) during chip forma-
tion when h/r = 0.2

Fig. 10. Von Mises stress contours (103 Pa) during chip for-
mation when h/r = 0.05

tooth formation), a drop in the forces is observed. It also
must be highlighted that the cutting force is greater than
the feed force, which is also observed in macro-cutting.

Figure 12 represents the evolutions of the ratio between
feed and cutting forces for the ten h/r simulated ratios.
The h/r = ∞ value stands for the theoretical forces ratio
value when the tool is infinitely sharp. The more the h/r
ratio decreases, the more the forces ratio increases. When
the h/r ratio becomes smaller than the unit, the feed force
becomes greater than the cutting force. A change in the
cutting mechanism is thus observed: an inversion between
cutting and feed forces has occurred. These observations
are similar to those made experimentally by Liu et al. [3].

Three different situations can be seen on Figure 12.
When the h/r ratio value evolves between 5 and 1 the feed
to cutting forces ratio is less than 1, as in macro-cutting.
On the contrary from h/r values for 0.05 to 0.2, the forces
ratio tends to 2. The three remaining h/r ratio are found
between the forces ratio values 1 and 2. With a feed to
cutting forces ratio criterion value of 2, the minimum chip
thickness value would be between 4 µm and 7.5 µm.
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Fig. 11. Force evolutions during cutting when h/r = 5

Fig. 12. Force ratio evolutions during cutting for various h/r
ratios

C. Specific Cutting Energy

The evolutions of the ratio between the specific cutting
energy and the theoretical specific cutting energy when the
tool is infinitely sharp can be seen on Figure 13 for the
ten simulated h/r ratios. For h/r = 5 and 3, the aver-
age value of the specific cutting energy value is close to
the theoretical one. A non-linear rise in the specific cut-
ting energy is noticed when the depth of cut decreases, in
accordance with the previously presented size effect phe-
nomenon.

Again, different cases are observed depending on the
h/r value. The two h/r ratio values at both ends of the
simulated range lead to specific cutting energy ratios that
are clearly different. With a specific cutting energy ratio
criterion value of 2, the minimum chip thickness would lie
between 2 µm and 7.5 µm.

D. Vertical Displacement

The evolutions of the vertical displacement of a partic-
ular node is studied in this section for each simulated h/r
ratio. For h/r = 5 and 3 (first situation on Figure 14), the

Fig. 13. Specific cutting energy ratio evolutions during cutting
for various h/r ratios

node considered is the one situated at the same level as the
upper node of the cutting edge radius of the tool. For h/r
equal to or smaller than the unit (second situation in Fig-
ure 14), the node considered is the one at the upper right
corner of the workpiece.

Fig. 14. Schematic localisation of the considered node

The vertical displacement of this particular node is in-
teresting because a negative vertical displacement value
means that no chip is formed and that the workpiece ma-
terial is deformed and flows under the cutting edge of the
tool (as in the first case of Figure 1). On the other hand
a positive vertical displacement value means that a chip is
formed.

Figure 15 shows that when h/r is smaller than 0.15 the
vertical displacement is negative. For h/r values greater
than 0.375, the vertical displacement is positive (the ver-
tical displacement when h/r = 1 seems strangely large).
The vertical displacement in the two remaining cases is not
strictly positive or negative. The minimum chip thickness
value in accordance with the node’s vertical displacement
would be between 3 µm and 5 µm.

E. Minimum chip thickness prediction

Each method results in a different range of probable
minimum chip thickness values (Figure 16). The resultant
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Fig. 15. Vertical displacement evolutions during cutting for
various h/r ratios

of these three ranges is 4-5 µm (or 20-25% of the cutting
edge radius of the tool). This can be considered as a first
approximation of the minimum chip thickness value for
Ti6Al4V with the geometry and the cutting condition of
the model.

Fig. 16. Minimum chip thickness value ranges and resultant

Lastly, highly deformed finite elements can be observed
during simulations. Those are not removed, contrary to
what was expected. Some of them can be seen in the pre-
vious figures: they are the black lines interfering with the
workpiece and the chip near the edge radius of the tool.
This problem has to be solved.

V. CONCLUSIONS

CHANGES in the cutting phenomenon are induced by
the transition from macro- to micro-milling. One of

these changes is the chip formation involving the minimum
chip thickness phenomenon, which has been reported in
this paper.

The influence of the depth of cut on chip formation has
been studied with the developed numerical model. A de-
crease in the depth of cut leads to changes in the cutting
process mechanism and the cutting tool can no longer be
considered sharp, contrary to the assumption with macro-
cutting.

An evolution in the cutting to feed forces ratio has been
highlighted when the depth of cut decreases. Beyond a

critical value of the depth of cut (10 µm in this paper) the
feed force becomes greater than the cutting force. This
inversion could be used to determine the minimum chip
thickness value.

It has also been observed that the depth of cut value
greatly affects the specific cutting energy. Indeed it rises
when the depth of cut decreases, which is known as the
size effect. The minimum chip thickness value could be
determined thanks to the evolution of the specific cutting
energy.

Finally the vertical displacement of a particular node has
been studied in order to determine if the machined material
flows under the cutting edge of the tool instead of forming
a chip. A small depth of cut (less than 4 µm in this pa-
per) leads to a negative vertical displacement of the node.
The transition from a positive to a negative vertical dis-
placement could help in determining the minimum chip
thickness value.

Each of the three methods ends in a different range of
probable minimum chip thickness values, the intersection
of them being 4-5 µm. The value of the minimum chip
thickness for Ti6Al4V with the geometry and the cutting
condition of the model is estimated at 4-5 µm, i.e. 20-25%
of the cutting edge radius of the tool.
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I. ABSTRACT: 

In this experimental study a production process is presented 
for a textile reinforced inorganic phosphate cement (TRC) 
composite mould. Driven by the need to produce faster, 
cheaper, without releasing toxic gases and in a less complex 
way, this moulding technique is an alternative for 
conventional metallic and thermoset moulds. The aim of this 
work is to replace a thermoset mould by a TRC equivalent 
and using it for small scale  production.  

Keywords:  Manufacturing, Textile reinforced cement, moulds 

II. INTRODUCTION 

In a market dominated by thermoset composites, new 
processing techniques need to be developed, in order to meet 
the new demands of the industry (ref.:1&2). Driven by the 
need to produce faster, thermoplastic composites seem to be 
the future. Theoretically this is an interesting alternative, but 
processing a material that requires 200°C or even higher with 
conventional thermoset moulds seems impossible.  

The presented technique to produce a mould uses textile 
reinforced cement (TRC). The production method of the TRC 
mould is based on the well known composite hand lay up 
method, but without releasing toxic gases and the possibility 
of cleaning the production tools with water. In this case the 
mould is developed to produce only a few prototype parts, 
using a hand lay up technique in an open mould at room 
temperature. This study is performed to assess the possibilities 
of TRC moulds, and to set up a structure for the future work, 
in order to use them at high temperatures.  

The proposed technique will be used to produce a thin shell 
mould type. The photo below shows the thermoharder mould 
on the left (figure 1a) and the textile reinforced concrete 
(TRC) version on the right (figure 1b).        

Figure 1: case study (a) the thermo harder mould and (b) the 
TRC version 

III. TEXTILE REINFORCED INORGANIC PHOSPHATE CEMENT 

COMPOSITES 

The TRC used in this study is a combination of inorganic 
phosphate cement (IPC) with a chopped strand mat of glass 
fibres. IPC has been developed at the Vrije Universiteit 
Brussel and is commercially available under the name 
Vubonite®. This material is an inorganic, non-alkaline resin, 
prepared by mixing a powder and a liquid component. The 
cementitious material is processed in the same way as a  
polymer resin. Processing time is adjustable and varies from a 
few minutes to about an hour. Hardening occurs 
spontaneously at room temperature and results in a cement 
with a neutral pH after hardening. Therefore, the glass fibres 
are not chemically attacked by the cementitious matrix. By 
using a fibre volume fraction which exceeds the critical fibre 
volume fraction, the fibres can ensure strength and stiffness at 
applied loads far exceeding the range at which matrix multiple 
cracking occurs. (ref.:4) Textile reinforced cementitious 
composites with glass fibres as reinforcement exhibit 
relatively high strength and ductility and thus provide an 
interesting new material for thin shells. Typical data for the 
pure resin, as well as for composites with unidirectional (UD) 
or random glass fibre reinforcement can be found in Table I.  

TABLE I: properties of the IPC matrix; after VUBONITE® 
technical data sheet, (ref.: 3)  

  

Another interesting property is that it can resist to high 
temperatures, without producing toxic gases. This material is 
also incombustible, according to the European standard 
EN13501-1. All these advantages make TRC an ideal material 
to develop a mould which can be used to produce fast, at high 
temperatures and without complex production tools.  
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IV. EXPERIMENTAL WORK 

Materials used for Mould production 

A. Matrix 

The matrix used in this study is a mixture of a calcium 
silicate powder and a phosphate acid based solution of metal 
oxides. The weight ratio liquid to powder is 1/0,8. To improve 
the workability and the specific needs, fumed silica (Aerosil 
A200) was added as filler to the mixture in various amounts. 
The components are mixed using a Heidolph RZR 2102 
overhead mixer. The mixing is performed in two stages: first 
the liquid and the powder are mixed at 250 rpm until the 
powder is mixed into the fluid, after which the speed is 
increased to 2000 rpm. The fresh IPC mixture being acidic it 
attacks most types of metal. To avoid corrosion, the spindle of 
the mixer is made of stainless steel, while other production 
tools are in PVC. A series of tests was performed to determine 
the optimal quantity of filler. The results of the tests are listed 
in the table below (table II).   

TABLE II: overview of the workability of the matrix  

liquid powder Filler mixing spreading 
100 80 0 ++ -- 
100 80 2 ++ -- 
100 80 4 + - 
100 80 6 +/- +/- 
100 80 8 +/- ++ 
100 80 10 - + + 
100 80 12 -- + 

 

The workability is defined as the ease of mixing and 
spreading of the matrix. Without filler, the matrix presents a 
low viscosity of around 2000 mPas. Mixing of the component 
is very easy (++) as shown in the photo below (fig.: 2) 

 

Figure 2: workability of matrix without filler 

The matrix is however not covering uniformly the surface 
of the substrate, and flows from a surface which is not 
perfectly horizontal (--). By adding more than 2 % of filler 
compared to the weight of liquid component, the primary 
mixing becomes more difficult, as shown in the picture below 
for 6% (fig.:3 left). 

 

Figure 3: workability of matrix with 6% filler 

After a few minutes of mixing, the mixture will however 
become uniform, but presents a higher plastic viscosity. The 
increased yield stress of the mixture makes it possible to 
apply it on inclined surfaces with a uniform covering (fig.: 3 
right). Adding a high amount of filler results in a very sticky 
paste, which is only applicable using a brush instead of a 
roller: the primary mixing becomes almost impossible when 
adding 12 % or more of the filler. 

The addition of 8 % of filler is considered to give the best 
balance between ease of mixing, and spreading 
characteristics, and will be used in this study. The pictures 
below (fig.: 4) illustrate the difference in aspect between the 
matrix with an addition of 0% and 8 %  of filler. 

 

Figure 4: workability of matrix with 0% and 8 % filler  

B. fibres 

The E-glass fibre reinforcements used in the composite 
moulds are chopped glass fibre mats with a fibre density of 
300g/m² (Vetrotex M 5 (300), (fig.:5).  

 

Figure 5: chopped glass fibre mats Vetrotex M 5 300 g/m² 
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C. Surfacing veil 

A surfacing veil is used as first layer to get a better surface 
quality and preventing the glass fibre penetrating through the 
matrix top surface. Two types of surfacing veils are tested. 
One of the tested veils is water dissolvable (Owens Corning 
S20-FA16, 19 g/m²), resulting in a better workability. The 
water dissolvable veil is used in the corners of the mould 
(fig.:6) 

 

Figure 6: water dissolvable surfacing veil  

The density of the surfacing veil used in the centre of the 
mould (Owens Corning M524-ECR30A) is 30 g/m².  

V. MOULD MAKING 

A. Making a master mould 

The master model is the first requirement to make a mould. 
This is the original part that is to be copied (fig.: 7). 

 

Figure 7: original part 

The orginal model is placed in a frame, making it possible to 
laminate the desired fibre reinforced cement mould. The 
complete asembly of the master mould setup is shown below 
(fig.:8). 

 

Figure 8: mould setup 

The master mould must be waxed with several coats of mould 
release wax Moldwax 60-x3 Jost Chemicals and polished in 
between coats, before the mould can be produced (fig.:9)  

 

Figure 9: waxing of the master mould  

B.  Production of the textile reinforced mould 

The mould is produced using a hand lay up technique. 
For each matrix layer an average consumption of 900 
g/m² is used. The matrix is spread out on the master 
mould and equally distributed using a roller (fig.: 10).  

 

Figure 10: spread out of the first layer 

A surface veil is put on top by using a deaerating roller to 
press out the trapped air. The veil is used to prevent the 
penetration of the chopped glass fibre in the top surface of the 
mould (fig.:11). 

 

Figure 11: placing the surface veil 

A new layer of matrix is spread out equally over the 
surface. The next step in the process is applying the chopped 
random fibre glass mat. It is important that the bonded surface 
of the fibre mat is facing up (fig.: 12 left). 
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Figure 12: difference when bending a chopped random fibre 
mat 

The fibre mat is firmly pressed into the matrix using a 
roller, to prevent trapped air bubbles and insure a good 
impregnation of the fibre mat (fig.: 13).  

 

Figure 13: applying the matrix 

In total four layers of glass fibres are applied. Finally the 
mould is packed in a plastic foil, thus preventing evaporation 
of water. Like most cementitious mixtures, the strength of IPC 
increases with time (curing). At first the mould is placed in 
ambient conditions for 24 hours. The curing effect can 
however be accelerated by heating the mould at 60°C during 
at least 24 hours. During the curing, both sides of the laminate 
are covered with plastic to prevent early evaporation of water.  

VI. MAKING A GLASS FIBRE REINFORCED POLYESTER PART   

The making of a part is the reverse of making a mould. 
The mould is waxed and polished (fig.:14).  

 

Figure 14: waxing the mould  

The mould will be covered first with a surface veil 
(Owens Corning M524-ECR30A) and the polyester 

matrix which is a two component polyester (Mida 
Composites, Eco Polyester, Finpol H 856-w + Mekp-
Me) (fig.:15).  

 

Figure 15: applying the matrix and the surface veil 

In the next step layers of chopped fibre glass and resin 
will be put on top of the mould until the desired 
thickness is reached. In this test case a random chopped 
fibre glass mat is used (Vetrotex M 5 (300) (fig.:16).  

 

Figure 16: applying the matrix and the random chopped 
fibre glass mat  

Once completed, wedges are used to separate the part 
from the mould (fig.: 17).  

  

Figure 17: separation of part from mould 
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VII. CONCLUSION 

The presented technique to produce a mould using textile 
reinforced cement was successful in this case. After adapting 
the composition of the matrix, making a mould using a hand 
lay up method was easy to perform even in the corners. The 
glass fibre reinforced polyester part produced on the mould 
has a good quality (fig. 18). Prototyping and small series 
production are caning interest, especially when time to 
process is short.   

  

Figure 18: glass fibre reinforced polyester part  

VIII. FUTURE WORK  

The future work involves the optimisation of the composite. 
A material research of inorganic phosphate cement in 
combination with fillers and fibres will be performed.  The 
aim is to tune the composite so it would have a good 
workability in combination with strength and high 
temperature resistance.  The optimized textile reinforced 
cement composite will be used to develop a mould which can 
be produced faster with less material and is useable at high 
temperatures (220 

 

400°C). An experimental mould will be 
build in order to produce thermoplastic composite parts.  

Finally the proposed moulding technique could be used in a 
large project, in order to produce large thermoplastic 
composite parts, for example ships or windmill blades.                 
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I. I NTRODUCTION

CARDIOVASCULAR diseases are a frequent cause of mor-
tality in industrialised countries. One of these pathologies,

called aneurysm, is a local dilatation of a blood vessel. In the
present paper, the Abdominal Aortic Aneurysm (AAA) is stud-
ied. The traditional treatment is surgery (replacement of the
diseased aorta by a prosthesis) but a recent less invasive treat-
ment, the endovascular repair, exists, consisting in the place-
ment of a stent (wired mesh tube)(figure 1) into the diseased
artery without open surgery. Usually, these stents are covered
and exclude the blood flow from the aneurysm. A new type of
uncovered stents, called multilayer stents, is developed by Car-
diatis. They have the particularity to allow the blood to flow into
the aneurysm and it is expected that they behave differently from
a covered stent and therefore influence differently the evolution
of the aneurysm.

II. OBJECTIVES

The aim of this experimental study is to estimate haemody-
namics changes induced by the presence of such uncovered mul-
tilayer stents and to show the advantages and disadvantages on
the aneurysm growth. It is also performed to validate the numer-
ical results obtained by a previous CFD study [1].

Fig. 1. Uncovered multilayer stent (Cardiatis)

III. M ETHOD

The flow in an abdominal aortic aneurysm model is visualized
by using Particle Image Velocimetry (PIV). The model, made of
plexiglas, is realised at real scale based on human dimensions.
As the objective is to show the haemodynamic effects of the
multilayer stent, the model of AAA is simplified compared to
the anatomical geometry. It represents a fusiform aneurysm on
a straight aorta without the iliac bifurcation (figure 2). One col-
lateral artery is added at the level of the aneurysm to study its
supply by blood. The aneurysm model is rigid by reason of eas-
ier and better measurements and to allow the comparison of the
results with the CFD results.

IV. RESULTS

Particle Image Velocimetry allows to study flow patterns, ve-
locity field and wall shear stress in cutting planes of the AAA

Fig. 2. Plexiglas model with stent

model. Different inclinations of the models have been studied.
The results in the aneurysm sac in presence of a multilayer stent
can be compared to the results without stent (because of the stent
material opacity, the central flow can only be represented in the
cases without stent). With multilayer stent, different patterns of
the flow can be observed (figure 3) compared to the case without
stent. The blood velocities in the aneurysm sac are reduced and
the level of wall shear stress is lower.

Fig. 3. Flow pattern in abdominal aortic aneurysm with multi-
layer stent (collateral plane)

V. CONCLUSIONS

This experimental study shows that the use of uncovered mul-
tilayer stent changes the flow patterns in the aneurysm by redi-
recting the blood flow, reduces the velocities and the wall shear
stresses and allows to supply the collateral arteries.
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Abstract— To determine the movement of a single tooth,
the stresses and strains inside the periodontal ligament have
to be calculated. In this article, two geometrical approxi-
mations of a tooth root are used to estimate these stresses
and the results are compared. The first approximation is
an axisymmetrical paraboloid, the second one is an elliptic
paraboloid. Results show that the forces necessary to ac-
complish a constant displacement of ux = 2.10−4 mm change
by 10% when comparing a paraboloid root to an elliptic
paraboloid root with an eccentricity of e = 0.6. An increase
of the hydrostatic pressure and the appearance of several
periodical components in the stress distribution can also be
seen when eccentricity increases.

Keywords— orthodontics, tooth movement, periodontal
ligament

I. INTRODUCTION

THE primary aim of orthodontics is the prevention and
correction of malocclusion. Currently the choice of

the treatment program is based on the experience of the
orthodontist and on a trial-and-error procedure. This can
lengthen the duration, and thus the cost, of the treatment.
In future it would be interesting to have a software envi-
ronment that allows simulation of orthodontic and orthog-
natic treatments for each individual patient. A first step
in the development of this software is the modeling of the
orthodontic movement of a single tooth.

The aim of this project is to develop a model that can
predict the movement of a tooth in response to a fixed ap-
pliance. Hereto the strains and stresses inside the peri-
odontal ligament must be calculated. In order to limit the
computational time, complete finite element analysis is not
an option, although it can be used for validation purposes.
Analytical formulas are thus preferred.

Two geometrical approximations of the tooth root are
compared. The differences in the stress and strain patterns
inside the periodontal ligament and in the forces necessary
to achieve a given displacement are studied.

II. METHODS

The type of tooth movement that occurs in response to
an applied force is determined by the location of the centre
of rotation relative to the centre of resistance. Although the
periodontal ligament (PDL) is a non-linear and anisotropic

material with a time-dependent hysteresis behavior, the lo-
cation of the centre of resistance and the centre of rotation
can be approximated within the margins of clinical results
by assuming the periodontal ligament is a linear, isotropic
material [1].

The approach used to calculate the displacement of the
tooth due to the deformation of the periodontal ligament is
based on an article written by C. Provatidis [2]. He uses
a paraboloid to represent the tooth root of single-rooted
teeth, since that geometric form resembles the form of the
root of a maxillary central incisor (Fig. 1).

Fig. 1. The geometry of the tooth root.

The shape of the root, particularly in the case of a ca-
nine, can however be approximated better by using an el-
liptic paraboloid. A normal paraboloid is constructed by
revolving a two-dimensional parabola around an axis. The
cross-sections in a plane perpendicular to the revolution
axis are circles, while in an elliptic paraboloid these cross-
sections are ellipses.

The periodontal ligament is assumed to have a thickness
δ = 0.229 mm, measured perpendicular to the surface of
the root. The young’s modulus used for the PDL is E =
0.68 MPa and the Poisson coefficient is ν = 0.49.

The equation of a two-dimensional ellipse with its cen-
tre at (0,0) in polar coordinates (r,φ) is

r2 =
b2

1− e2 cos2 φ
(1)
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where b is the short axis of the ellipse, and e is its eccen-
tricity. In the case of an elliptic paraboloid, the short axis
varies with the height:

b2 =
R2

h
y (2)

where R is the length of the short axis at y = h.
The idea is to apply a translation, ux, uy or uz, or a ro-

tation, θx, θy or θz, to the tooth. Since an equilibrium in
the periodontal ligament is reached in 2-10 minutes and
forces applied in orthodontic treatment are small (< 2N),
it is possible to assume that the tooth and the alveolar bone
are rigid. In that case, the displacement of the tooth root
deforms the periodontal ligament, resulting in strains εi j.

For the calculation of the strains, a local coordinate sys-
tem (n, t,ϑ) is defined in each point (r,φ,y) on the surface
of the elliptic paraboloid (1). The axis n is the normal on
the surface, the axis t is perpendicular to n and tangent to
the surface and the axis ϑ is defined so that (n, t,ϑ) forms a
right-handed, orthogonal coordinate system. The relation-
ship between the displacements ux, uy and uz in the global
coordinate system and un, ut and uϑ in the local coordinate
system are as follows.

un = F sinα ·ux +Gsinα ·uz− cosα ·uy

ut = F cosα ·ux +Gcosα ·uz + sinα ·uy (3)

uϑ = −G ·ux +F ·uz

where F and G are coefficients that depend on x, z and the
eccentricity e.

In the local coordinate system, the length of the PDL is
equal to δ in the n−direction and ‘very large’, or infinity
in the other directions. The strains are then described by
the following expressions:

εnn =−un
δ εnϑ =−uϑ

2δ εnt =− ut
2δ

εtt = 0 εtϑ = 0 εϑϑ = 0
(4)

Considering a rigid displacement or rotation of the
tooth, it is possible to determine ux, uy and uz in every
point of the surface, and define the strains in the local co-
ordinate system. These strains then have to be transformed
to the global coordinate system, as described in equations
5-6.



εxx εyx εzx

εxy εyy εyz

εxz εyz εzz


 = T2 ·T1 ·




εnn εtn εϑn
εnt 0 0
εnϑ 0 0


 ·T T

1 ·T T
2

(5)

T1 =




sinα cosα 0
−cosα sinα 0

0 0 1


 ,T2 =




F 0 −G
0 1 0
G 0 F




(6)

Since the PDL is approximated as a linear material, the
stresses can be easily calculated, using the constitutive
equations of a linear, isotropic material.

σi j = Ci jklεkl (7)

Tractions along the tooth surface are calculated as fol-
lows:

ti = σi jn j i = x,y,z (8)

where −→n = (F sinα,−cosα,Gsinα) is the normal on the
surface. Forces and moments can be determined by inte-
gration of these tractions.

−→F =−∫
A
−→t dA−→M =−∫

A
−→r ×−→t dA

(9)

The forces and moments are thus linearly related to the
displacement of the tooth. This makes it possible to define
a stiffness matrix K for the three-dimensional movement
of the root.

−→F tot =
[ −→F−→M

]
= K−→u tot = K

[ −→u−→θ
]

(10)

III. RESULTS

Elliptic paraboloids with an eccentricity between 0 and
0.6 are compared. By choosing an appropriate value for
the short axis b, the surface area can be kept constant. This
way, any side effects resulting from an increasing surface
area are eliminated. The major differences between a nor-
mal and an elliptic paraboloid are discussed below. The
applied displacements and rotations are ux = uy = uz =
2.10−4mm and θx = θy = θz = 2.10−5rad. The displace-
ments and force systems are described in the origin of the
global coordinate system.

Table I shows the effect of the eccentricity on the forces
necessary to move the root over the given distance. For
every displacement, the corresponding force is displayed
in the table.

TABLE I
FORCES NECESSARY FOR THE DISPLACEMENT

E 0 0.1 0.2 0.3 0.4 0.5 0.6

ux−Fx(N) 1.08 1.08 1.06 1.04 1.00 0.96 0.90
uy−Fy(N) 0.17 0.17 0.17 0.17 0.17 0.17 0.17
uz−Fz(N) 1.08 1.08 1.09 1.11 1.14 1.18 1.25

θx−Mx(Nmm) 8.92 8.97 9.00 9.15 9.37 9.68 10.14
θx−Mx(Nmm) 0.040 0.040 0.040 0.041 0.047 0.059 0.088
θx−Mx(Nmm) 8.94 8.94 8.80 8.67 8.44 8.14 7.76

The results show that the force Fx decreases by approx-
imately 10%, while the force Fy remains constant and Fz

increases. This implies a relationship between the cross-
sectional area of the root in a plane perpendicular to the
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main direction of motion and the force. The larger this
area, the larger the force. The same is true for the mo-
ments and rotations.

Table 2 shows a significant increase in maximum hy-
drostatic pressure when rotating the tooth around the y-
axis. In a normal paraboloid, the stresses inside the pe-
riodontal ligament are purely shear stresses, in an elliptic
paraboloid, stresses have a hydrostatic component.

TABLE II
MAXIMAL HYDROSTATIC PRESSURE FOR ROTATION

AROUND Y-AXIS

E 0 0.1 0.2 0.3 0.4 0.5 0.6

Pmax(10−2MPa) 0 1.9 7.7 18.0 33.2 54.9 85.5

The stress patterns in the periodontal ligament of the
elliptic paraboloid also show periodical components in φ
that are not present in the stress patterns of the normal
paraboloid.

IV. CONCLUSIONS

Results have shown that the stress and strain patterns
inside the periodontal ligament vary with the geometrical
form of the root. Forces necessary to displace the tooth are
different in an elliptic paraboloid compared to a normal
paraboloid, although the total surface area of the root re-
mains constant. Another implication is that, when using an
elliptic paraboloid, behavior in the x- and the z-directions
is different.

The impact of these results on the permanent displace-
ment of the tooth depends on the link between initial dis-
placement and bone remodeling.
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Abstract— Today, the accurate assessment of muscle
forces performed by the human body in motion is still ex-
pected for many clinical applications and studies. However,
as most of the joints are overactuated by several muscles,
any non-invasive muscle force quantification needs to solve
a redundancy problem. Consequently, the aim of this study
is to propose a non-invasive method to assess muscle forces
in the human body during motion, using a multibody model-
based optimization process that attempts to solve the agonis-
tic and antagonistic muscle overactuation. The main origi-
nality of the proposed method is the cautious using of Elec-
tromyographic (EMG) data information, known by all to
be noisy-corrupted, via a protocol divided into two main
steps:

1. Muscle force static calibration,

2. Muscle force dynamical quantification.

In this paper, the process is applied to a benchmark case : the
force quantification of the elbow flexor and extensor mus-
cle sets of subjects engaged in weightlifting and performing
cycles of forearm flexion/extension. A statistical validation
of this method shows a good inter-test reproducibility and
a very good correlation between a. the net joint torques re-
sulting from the obtained muscle forces and b. the net joint
torques given by inverse dynamics.
Consequently, since the method is able to consider measured
information on the actual muscle activation, it becomes a
promising alternative to methods based on preset strate-
gies, usually presented in literature, such as the strategy
that maximizes endurance defined by Crowninshield et al.

Keywords— Multibody, Biomechanics, Muscle force,
Overactuation, Optimization, Inverse dynamics.

I. INTRODUCTION

TODAY , the accurate assessment of internal efforts,
and particularly the muscle forces performed by the

human body in motion, is still expected for applications in
many fields, like :

• Rehabilitation : for the evaluation and follow-up of pa-
tients with musculo-skeletal pathologies, e.g. using gait

analysis for hemiparetic [1] or scoliotic [2] patients ;

• Ergonomics : for comfort analysis of vehicle drivers [3]
or during vehicle accessibility motion [4] ;

• Prevention : in order to avoid the risks of wounds and the
appearance of pathologies associated with motions, e.g.
during maximal pushing efforts [5] ;

• Sports : in order to analyse and improve athletic perfor-
mances, e.g. during pedaling [6] or somersault on trampo-
line [7].

However, as most of the joints are overactuated by sev-
eral muscles (2.6 muscles in average per degree of free-
dom (DOF) in the human body [8]), any non-invasive mus-
cle force quantification needs to solve a redundancy prob-
lem.

A. Redundancy problem formulation

Let us consider for instance the flexion/extension of
the human elbow. As represented in Figure 1, this system
is composed of three body members, the arm, the fore-
arm and the hand, which are articulated around joints, the
shoulder, the elbow and the wrist, respectively.
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Fig. 1. Illustration of the human elbow, including a representation
of the flexor muscle sets (biceps brachii) and extensor muscle sets
(triceps brachii) that overactuate the elbow joint.
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Particularly, the elbow joint flexion/extension is actuated
by :

• The flexor (or agonistic) muscle set, mainly composed
of the longus and brevis biceps brachii ;

• The extensor (or antagonistic) muscle set, mainly com-
posed of the longus and lateral triceps brachii.

Consequently in this example, we can state that on the one
hand, pure flexion/extension corresponds to one rotational
DOF of the joint elbow, and that on the other hand, there is
one flexor muscle set and one extensor muscle set, which
together overactuate the elbow joint.

The link between the individual muscle forces produced
about the joint and the corresponding equivalent torque at
the elbow can be obtained via the Principle of Potential
Power, as follows :

TE ·∆ωE =
N

∑
i=1

Fm,i ·∆vi (1)

where :

• TE is the equivalent torque vector at the elbow joint ;

• Fm,i is the force vector performed by the ith muscle set,
for i = 1, . . ., N muscle sets; here this corresponds to the
flexor set (i = 1) and extensor set (i = 2) ;

• ∆ωE is the potential variation of the angular velocity
vector at the elbow during flexion/extension;

• ∆vi is the potential variation of the translation velocity
vector of the ith muscle set insertion points, for i = 1, . . .,
N muscle sets; here this corresponds to the flexor set (i =
1) and extensor set (i = 2) ; both ∆ωE and ∆vi must be
chosen compatible [9] with the kinematic description of
the motion.

Practically, as vectors ∆ωE and ∆vi can be determined us-
ing kinematic measurements and anatomical information,
and as the joint equivalent torque TE can be determined us-
ing inverse dynamics, the only unknown variables in Equa-
tion (1) are the muscle forces, Fm,i. As the motion of fore-
arm pure flexion/extension is here considered as having
one DOF, Equation (1) is a mathematically redundant sys-
tem that has an infinite number of possible solutions for
the muscle force repartition between Fm,1 and Fm,2.

B. Objective of this study

In this context, the aim of the present study is the de-
velopment of a non-invasive method to quantify the mus-
cle efforts of the human body in motion, on the basis of a
model-based optimization that attempts to solve the mus-
cle redundancy problem, including a cautious use of EMG

data. The process is applied to a benchmark case : the force
quantification of the elbow flexor and extensor muscle sets
of subjects engaged in weightlifting and performing cycles
of forearm flexion/extension.

II. MATERIAL AND METHODS

A. Principle

The principle of our method, schematically outlined by
Figure 2, is divided into two main steps: the muscle force
calibration in statics and the muscle force quantification in
dynamics.

Fig. 2. General principle of the muscle force quantification, featuring
both protocol steps.

A.1 Protocol step 1: force calibration

While EMG is reasonably proportional to the muscle
force in static conditions [16], we must be aware that EMG
is not sufficiently reproducible if the data recording does
not exactly follow the same protocol. Consequently, we
decided to calibrate the forces of the flexor and extensor
muscle sets in isometric conditions, using proper EMG fil-
tering and the Hill model [17]: here (Figure 2, step 1), the
elbow angle is 90◦ in the sagittal plane; the subject pulls
on a rope fixed to a strain gauge on the floor (flexors acti-
vated), then the subject pulls on a rope fixed to this strain
gauge via a pulley on the ceiling (flexors and extensors ac-
tivated). This calibration gives the scale (factor K) and off-
set (factor ∆) that will be used to calibrate muscle forces
during the flexion/extension, which will only be used as
”not too bad” initial values of forces as input for the mus-
cle overactuation solving (Figure 2, step 2).
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A.2 Protocol step 2: force quantification

As soon as the calibration is completed, the subjects,
still equipped with exactly the same optokinetic and EMG
sensors, are engaged in weightlifting and perform several
cycles of forearm flexion/extension (Figure 2, step 2). For
each of these trials, the model-based process comprises
three consecutive steps, detailed in Section II-D:

1. Kinematics identification: an optimization process
that estimates the joint configurations, qmod , of the multi-
body model that best fits the experimental joint configu-
rations, qexp, measured by optokinetic sensors. The corre-
sponding velocities, q̇, and accelerations, q̈, are determined
using numerical derivatives.

2. Inverse dynamics: an inverse dynamical model that
provides the elbow contributive net torque Qinv via recur-
sive Newton-Euler equations of motion of the multibody
model, available in symbolical form.

3. Muscle overactuation solving: an optimization pro-
cess that computes the forces of the flexor and exten-
sor muscle sets during forearm flexion/extension. Start-
ing from the K and ∆ factors given by step 1 of the pro-
tocol and the filtered flexor/extensor forces during flex-
ion/extension, this optimization adapts K and ∆ so that the
elbow net torque Qemg, computed from the muscle forces,
given their insertion points, best fits the elbow net torque
Qinv given by the inverse dynamics.

B. Experimental set-up

The measurement set-up (Figure 3) is composed of
seven optokinetic sensors (Elite-BTS acquisition system)
fixed at the subject’s joint landmarks, and also Elec-
troMyoGraphic (or EMG) data (Elite-BTS), which allow
us to calculate the activation of the considered muscles
during the motion.

The optokinetic data are sampled at 100 Hz and filtered
by a 15 Hz adaptive low-pass numerical filter. The EMG
data are first sampled at 1000 Hz, then synchronized with
the data at 100 Hz, after being rectified and filtered by a
5th order Butterworth low-pass filter (Ref. [17]) as will be
developed in Section 3.3.1.

The experiments were performed by healthy subjects re-
lated to our laboratory, who gave their informed consent to
perform the experiments.

C. Model and hypotheses

First of all, the system is modeled as a constrained
multibody system, using kinematic loops. As we are us-
ing the coordinate partitioning method, independent and

Fig. 3. Illustration of the subject carrying an 8 kg weight and per-
forming several cycles of forearm flexion and extension, featuring
the optokinetic sensors (white spheres) and the EMG electrodes
(blue double grips). Superimposition of the multibody model (red
segments) on the basis of the weight configuration (yellow line)
and the optokinetic sensors.

dependent variables are systematically used to model this
closed-loop system. In detail, the multibody system is
composed of two rigid bodies (the arm and the forearm)
articulated around spherical joints (the shoulder and the el-
bow), giving a total of six independent variables. The third
body, the wrist, is attached to the forearm via a blocked
rotational joint. The shoulder joint is considered as the ref-
erence point of the model, given that the subject is sup-
posed to keep the shoulder joint fixed during the tests. Both
flexor/extensor muscle sets I-A are modeled using kine-
matic loops in order to consider them as real bodies with
mass and inertia parameters, using for each muscle set mo-
tion three dependent rotational variables and one indepen-
dent translational variable.

A few characteristics and assumptions must be formulated
about the different sets of inputs:

• The shoulder joint being considered as the reference
point of the model, the forces Fext and torques Mext

between the body and its environment, i.e. the ”upper-
shoulder”, do not need to be measured by a dynamometric
device, and these can be derived using the action-reaction
principle.

• The body inertia parameters, i.e. the masses m j, mo-
ments of inertia I j and centre of mass positions

−−→
OM j of

the jth body member are taken from the inertia tables of
De Leva [18]. The inertia parameter identification is not
part of this research: indeed, previous investigations [19]
showed that non-invasive in-vivo dynamical identifications
of body parameters are presently inappropriate with the
human body dynamics, because the resulting body param-
eters have significant inaccuracies due to experimental er-
rors in the input data, such as the body configuration, or
the external force and torque measurements.
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• The system configuration, i.e. the experimental absolute
coordinates xexp of the reference points, are measured by
the six optokinetic sensors. The corresponding joint coor-
dinates q of the multibody model are numerically deter-
mined by a kinematic identification process and the corre-
sponding velocities q̇ and accelerations q̈ are presently es-
timated from the q by numerical differentiation techniques.
Considering the joint kinematics, we are aware that more
adequate elbow and shoulder joint models could be used:
in particular, previous studies [20] have developed more
complex three-dimensional joints for the shoulder. The
present model has been implemented with spherical joints,
which is sufficiently accurate [21] at present to develop
our muscle overactuation solving method, but the model
will be extended in the future to include more involved
joints. Finally, let us note that the elbow flexion/extension
is physiologically defined using only one DOF. However,
in order to take into account the actual experimental kine-
matics, we decided to implement three DOFs at the elbow
and we will further project the elbow torque Q onto the in-
stantaneous angular velocity vector ωE , in order to obtain
elbow joint net torque Qinv that contributes to the motion
of flexion/extension, as follows :

Qinv = Q · ωE

||ωE ||
(2)

D. Process of muscle force quantification

As introduced in Section 2, the protocol and the un-
derlying calculation process are divided into two main
steps: the muscle force calibration in statics (detailed in
Section II-D.1) and the muscle force quantification (Sec-
tion II-D.2).

D.1 Muscle force calibration

While the EMG is reasonably proportional to the mus-
cle force in isometric conditions [16], we must be aware
that the EMG is not sufficiently reproducible if the data
recording does not exactly follow the same protocol. Con-
sequently, we decided to calibrate the forces of the flexor
and extensor muscle sets in isometric conditions, using
proper EMG filtering and the Hill model [17]: here (Fig-
ure 2, step 1), the elbow angle is 90◦ in the sagittal plane;
the subject pulls on a rope fixed to a strain gauge on the
floor (flexors activated), then the subject pulls on a rope
fixed to this strain gauge via a pulley on the ceiling (flex-
ors and extensors activated).

The muscle force calibration can be divided into five se-
quential steps to transform the raw EMG data of a muscle
to its calibrated force, as described in the following sub-
sections.

D.1.a EMG rectification. First of all, the raw EMG sig-
nal must be rectified, i.e. the absolute values of each sig-
nal sample are taken, in order to take into account the fact
that the EMG electrodes record a signal of muscle fiber
polarization-depolarization [17].

D.1.b EMG filtering. High-frequency noise, such as elec-
trical interference or artifacts due to the motion, must be
removed from the signal by applying a low-pass filter that
has zero-phase delay properties, so filtering does not shift
the signal in time; in practice, we have chosen the com-
monly recommended forward and reverse low-pass 5th or-
der Butterworth filter, with a cut-off frequency of 15 Hz in
order to be sure to take the muscular contraction frequen-
cies into account (knowing that the highest known muscu-
lar contraction frequencies are 12 Hz for a stressed mus-
cle). Finally, this signal must be normalized with respect to
its maximal value, in order to obtain a number between 0
and 1, representing the muscle fiber recruitment rate. Once
this process is completed, the transformed EMG signal be-
comes the filtered signal labeled e(t).

D.1.c Neural activation. The muscle does not contract
exactly at the time instant at which the motor unit is trig-
gered [17] : indeed, there is a time delay τne during which
the muscle is preparing to produce force, and once the
muscle begins contracting, the tension ramps up to a peak
that does not coincide with the EMG peak. One simple
way to model this delay is using a first order differential
equation [17] between the rectified and filtered EMG, e(t),
and the muscle excitation signal usually labeled u(t), as
follows :

ė = (u− e)/τne (3)

where τne is the excitation time constant. Let us note that
e(t) is still a number between 0 and 1, also representing
the muscle fiber recruitment rate.

D.1.d Activation dynamics. The muscle excitation u(t)
can be related to the corresponding muscle activation a(t)
by a non-linear first order differential equation [22]:

ȧ = (u−a)/τa(a,u) (4)

where τa(a,u) is a time constant that varies with activation
level and whether the muscle activation level is increasing
or decreasing [22, 23]:

τa(a,u) = τact(0.5+1.5a) i f u≥ a (5)

τdeact/(0.5+1.5a) i f u < a (6)

where τact is the activation time constant and τdeact is the
deactivation time constant. This relationship predicts that
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the activation slows as activation level increases due to
less efficient calcium release and diffusion [22, 24]. Simi-
larly, deactivation slows when muscle activation level de-
creases because there is less calcium ions available for up-
take by the sarcoplasmic reticulum [22, 24]. Let us note
that, usually, τact = 15 ms and τdeact = 50 ms according to
Ref. [22, 24]. However, for older adults, τdeact increases to
60 ms according to Ref. [23].

Finally, the muscle activity is normalized with respect to
the maximum voluntary contraction activity [22, 24], so
that a(t) is a number between 0 and 1, representing the
muscle fiber recruitment rate.

D.1.e Contraction dynamics. The transformation from
raw EMG data to muscle force is partially based on the
well-known Hill model (Ref. [22, 17]) and is widely spread
(e.g. Ref. [25, 26, 23, 24]), for which the musculo-tendon
complex is composed of the tendon and the muscle :

• the tendon is a passive wire that does not generate move-
ment;

• the muscle consists in a parallel Passive Element (gen-
erally noted PE) with an active Contractile Element (gen-
erally noted CE) that generates contraction of the muscle
controlled by neural excitation and then its lengthening or
its shortening. Contractions of the muscle are assumed to
be iso-volume [17].

Further, the muscle force FEMG
m is computed using the

contraction dynamics equation :

FEMG
m = Fmax [ a(t)F̃CE

l (l̃m)F̃CE
v (ṽm)︸ ︷︷ ︸ + F̃PE

l (l̃m)︸ ︷︷ ︸+bmṽm︸ ︷︷ ︸ ] (7)

active passive damping

where

• Fmax is the maximal isometric force that a muscle
can perform; Fmax is evaluated here by statistical tables
(Ref. [27]).

• a(t) is the muscle activation (Ref. [22]), a number be-
tween 0 and 1 representing the muscle fiber recruitment
rate; a(t) is computed from the EMG data using the
three consecutive steps of EMG rectification and filtering
(Ref. [17]), neural activation (Ref. [17]) and activation dy-
namics (Ref. [22]) that will be developed in the following
subsections;

• F̃CE
l (l̃m), F̃CE

v (ṽm) and F̃PE
l (l̃m) represent the active

force-length, active force-velocity and passive force-length
relations (Ref. [17, 23]), respectively, which are defined
by the Hill model; let us note that the ∼ sign above the
variables means that these are normalized, i.e. the force
components F̃CE

l , F̃CE
v , F̃PE

l are normalized with respect

to Fmax, the muscle length l̃m is normalized with respect to
the muscle optimal fiber length lopt

m (given by Ref. [27])
and the muscle velocity ṽm is normalized with respect to
the muscle maximal contraction velocity vmax (given by
Ref. [27]).

• bm is the damping factor, experimentally set to 0.1 by
Ref. [28].

Despite the fact that this transformation process is widely
spread, it is not trivial because it is based on a model, on
factors given by statistical tables, and on raw EMG data
that do not directly measure the muscle activation but the
external electro-magnetic field generated by this activa-
tion.

As the last step of the process, FEMG
m is computed using

the contraction dynamics given by Equation (7). In this
Equation, we can observe that a(t) is given by the activa-
tion dynamics, that l̃m and ṽm can be computed from the
muscle kinematic measurements, and that bm is set equal
to 0.1 by Ref. [28]. Consequently, we will essentially de-
scribe in this Section the formulations of the last elements
of Equation (7), i.e. the force components F̃CE

l , F̃CE
v and

F̃PE
l , on the basis of different current References, as these

formulations are continually improved :

1. The active force-length relationship F̃CE
l of the muscle

is represented by a Gaussian function [23]:

F̃CE
l = e−(l̃m−1)2/γ (8)

where l̃m is the normalized muscle fiber length, and γ is
a shape factor that approximates the force-length relation-
ship of individual sarcomeres, set to 0.45 [23].

2. The active force-velocity relationship F̃CE
v of the mus-

cle is represented by the following function [23]:

F̃CE
v = −A f (1+ 0.25+0.75a

ṽm
) i f F̃CE

v ≤ aF̃CE
l (9)

ṽm(2+2/A f )F̃len
m

(0.25+0.75a)(F̃len
m −1)

+1

ṽm(2+2/A f )

(0.25+0.75a)(F̃len
m −1)

+1
i f F̃CE

v > aF̃CE
l (10)

where

• a is the previously computed muscle activation;

• ṽm is the normalized muscle contraction velocity;

• F̃ len
m is the maximum normalized muscle force achiev-

able when the fiber is lengthening, set to 1.4 for young
adults [23];

• A f is a force-velocity shape factor, which was set to
0.25 [22].

Let us note that, using this formulation, the alternative
choice of F̃CE

v calculus is made by evaluating a posteriori
the inequality between F̃CE

v and aF̃CE
l .
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3. The passive force-length relationship F̃PE
l of the muscle

is represented by an exponential function [23]:

F̃PE
l =

ekPE
(lm−1)/ε0

m−1
ekPE −1

(11)

where

• kPE is a shape factor, set to 5 [23];

• ε0
m is the passive muscle strain due to maximum isomet-

ric force, set to 0.6 for young adults [23].

D.2 Muscle force quantification

The method will be developed considering the consecu-
tive steps introduced in Section II-A.2, i.e. the kinematics
identification that defines the model motion, the inverse
dynamics that computes the elbow joint torque, and the
proposed method to solve the muscle redundancy prob-
lem.

D.2.a Kinematics identification. Let us note from the
start that inverse dynamics is a familiar tool to obtain re-
sults of joints efforts, but it is not obvious to obtain ac-
curate results that could be usefully exploited, e.g. for the
joint analysis of pathologic cases or the design of intel-
ligent prostheses. The main reason is that the estimate
of the internal forces is particularly sensitive to accelera-
tions, and those ones are classically calculated by numeri-
cal derivatives starting from the measured positions, which
dramatically amplifies the errors of measurement which
are associated for them. Presently, the only way to obtain
accurate results of joint efforts using inverse dynamics is
a kinematic identification process, also known as solidifi-
cation method [29]. The results of elbow joint torques, ob-
tained via inverse dynamics using kinematic data corrected
by a kinematic identification process.

This process estimates the joint coordinates of the multi-
body model that best fit the experimental joint positions
Xexp,s. This kinematic optimization problem can be formu-
lated as a nonlinear least-square problem applied for each
body configuration, at each time instant tk, k = 1, . . . ,T ,
where T is the last time sample of each test. Consequently,
the cost function fcost(tk) can be written at each time in-
stant tk as follows:

fcost(tk) =
nsens

∑
s=1
|Xmod,s(q(tk))−Xexp,s(tk)|2 (12)

where

• the index s = 1, . . . ,nsens indicates the optokinetic sensor
(nsens = 7 as described in Figure 3b);

• q(tk) is the multibody joint coordinate vector at the time
instant tk, and is the variable of the optimization process;

• Xmod,s(q(tk)) is the cartesian coordinate of the sth optoki-
netic sensor at the time instant tk, obtained from the q(tk),
using the forward kinematic model of the multibody sys-
tem;

• Xexp,s(tk) is the cartesian coordinate of the sth optokinetic
sensor at the time instant tk, provided by the experimental
set-up.

   Direct 

kinematics

min
   Equ (14)

   yes

   no

   Optimal?

Mean distances

between joints

   End

Xexp(tk)

Xexp

Xmod(q(tk))
q(tk)

lj

fcost(tk)

Next iteration

Fig. 4. Optimization process for a body configuration, at a time in-
stant tk .

Figure 4 schematically outlines the optimization process,
which involves two consecutive steps:

1. A pre-process calculates the mean distances l j between
the joints for each of the jth body member, using the ex-
perimental joint cartesian coordinates Xexp,s(tk). The rea-
son is that the approach is based on a multibody model,
composed of rigid bodies, for which a variable size of the
bodies would be irrelevant.

2. The model joint cartesian coordinates Xmod,s are given
by a forward kinematic model using the l j distances and
an initial value (set to zero) of the joint coordinates q(tk)
that we want to determine. The cost function, presented by
Equation (12) of this least-square optimization is defined
as the sum of the square components of the absolute error
vector between Xexp,s(tk) and Xmod,s(q(tk)) of the n optoki-
netic sensors at the time instant tk. In order to improve the
numerical convergence, the optimal value of Xmod,s(q(tk))
is obviously chosen as the initial condition of the next iter-
ation at the time instant tk+1.

Finally, now that the configurations q are properly cor-
rected, the corresponding velocities, q̇, and accelerations,
q̈, can be obtained via numerical differentiations.

D.2.b Inverse dynamics. The multibody dynamical equa-
tions are obtained from a Newton-Euler formalism [30]:
this algorithm provides the vector Qinv of internal interac-
tion torques and forces at the joints for any configuration of
the multibody system, in the form of an inverse dynamical
model (Equation (13)), or a semi-direct dynamical model
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(Equation (14)) :

Qinv = φ(q, q̇, q̈,Fext ,Mext ,g) (13)

= M(q)q̈+ c(q, q̇,Fext ,Mext ,g) (14)

where

• q (7× 1) is the vector of the human body relative gen-
eralized coordinates, i.e. successively 3 arm rotations + 3
forearm rotations + 1 hand rotation1 = 7 components;

• q̇ and q̈ (7×1) are the joint velocities and accelerations,
respectively;

• M(q) (7×7) is the generalized mass matrix;

• c(q, q̇,Fext ,Mext ,g) (7× 1) is the dynamical vector con-
taining the gyroscopic, centripetal, Coriolis terms as well
as the external forces Fext (7×3) and torques Mext (7×3)
and gravity g (1×3) applied to the system.

D.2.c Muscle redundancy solving. As introduced in Sec-
tion II-A.2, the key point of our muscle overactuation
solving is based on an optimization process that com-
putes the forces of the flexor and extensor muscle sets
during forearm flexion/extension. Starting from the K and
∆ factors given by step 1 of the protocol and the filtered
flexor/extensor forces during flexion/extension, this opti-
mization adapts the K and ∆ factors of the flexors and ex-
tensors so that the corresponding elbow net torque Qemg

best fits the elbow net torque Qinv given by the inverse dy-
namics, on the whole trajectory. Practically, this problem
is formulated using the non-linear least squares method
’lsqnonlin’ provide by Matlab.

III. RESULTS

A. Muscle forces

A.1 Muscle force assessment

First, Figure 5a presents the time evolution (in red) of
the elbow joint net torque Qinv obtained from inverse dy-
namics, compared to the equivalent joint net torque (in
blue) obtained from the calibrated Forces Ff l.&ext.,initial
(output of protocol step 1) via Equation (1), and also com-
pared to the equivalent joint net torque (in black) obtained
from the optimized Forces Ff l.&ext., f inal (output of protocol
step 2) via Equation (1).

Secondly, Figure 5b compares several solutions of the Bi-
ceps brachii and Triceps brachii set contributions at one
time instant t of the flexion/extension:
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Fig. 5. a. Comparison between the elbow joint net torque
Qinv obtained from inverse dynamics, the equivalent joint net
torque obtained from the calibrated Forces Ff l.&ext.,initial (out-
put of protocol step 1) via Equation (1), and the equiv-
alent joint net torque obtained from the optimized Forces
Ff l.&ext., f inal (output of protocol step 2) via Equation (1)
b. Comparison of the solutions of the Biceps brachii and Triceps
brachii set contributions at one time instant t = t∗ : the solution of
Ff l.&ext.,initial given by the pure calibration (cyan), the solution of
Ff l.&ext., f inal given by our proposed optimization process (blue),
and the solutions of strategies that maximize endurance, i.e. that
minimize the sum of the weighted forces at square (magenta) or at
cube (red).

1. the solution of Ff l.&ext.,initial (in light blue) given by the
pure calibration (output of protocol step 1, and input of
protocol step 2);

2. the solution of Ff l.&ext., f inal (in dark blue) given by our
proposed optimization process (output of protocol step 2),
corresponding to the re-scaled and re-shifted calibrated
value of Ff l.&ext.,initial;

3. the solution of a strategy that maximizes en-
durance [15], by minimizing the sum of the weighted
forces at square (in magenta) or at cube (in red).

A.2 Statistical validation

For one subject, Figure 6 presents the results of mus-
cle forces during forearm flexion/extension, using the final
values of the K and ∆ factors during the muscle overactu-
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ation solving process.

a.

b.

Fig. 6. Results of the summed flexor (biceps set) forces (a) and ex-
tensor (triceps set) forces (b) for one subject carrying weights from
0 to 4 kg and performing cycles of forearm flexion/extension at
1/2Hz.

First of all, Figs. 6 (a) and 6 (b) clearly – and fortunately
– show a gradation of the forces according to the weights
carried. More fundamentally, a statistical validation of this
muscle effort quantification method was performed with
six male and six female subjects carrying five different
weights (from 0 to 4 kg) with several flexion/extension fre-
quencies ( 1

2 , 1
3 and 1

4 Hz). This validation shows a good
inter-test reproducibility (also showing a fatigue effect)
and a very good correlation (correlation factor r = 0.99)
between Qinv and Qemg at the end of the identification pro-
cess.

IV. DISCUSSION

A. Joint kinematics and dynamics

The present inverse dynamical model of the human body
(Figure 1), necessarily preceded by a kinematic identifica-
tion of the model configurations, is proposed as a satisfy-
ing method to estimate the joint efforts in dynamical con-
text [21]. This problem being deterministic, Qinv becomes
a sufficiently accurate result that can be exploited as a ref-
erence for the optimization process that attempts to solve

the muscle force redundancy (protocol step 2).

Nevertheless, let us point out that three main limitations of
the present inverse dynamical model must be discussed in
order to improve the process in the future :

1. A geometrical limitation, due to the use of spherical
joints : The results of the kinematic analysis for this exper-
iment show that the spherical joints considered here suffi-
ciently fit the envisaged motion, with a mean absolute er-
ror on the Cartesian coordinates that is inferior to 3 mm in
each direction at each joint (shoulder + elbow). However,
using previous investigation results, the present model will
be extended to include more involved joints in the future,
particularly to model shoulder [20] that is far from being a
spherical joint.

2. A kinematic limitation, due to the rigid multibody sys-
tem assumption : The proposed model is composed of rigid
segments. However, in reality, the body is not composed of
a set of rigid bodies. Rather, each body member consists of
a rigid part (bone), and a non-rigid part (skin, muscle, liga-
ment, tendon, connective tissue, and other soft tissue struc-
tures) [31]: during any motion, the skeletal structure of the
body experience accelerations, whereas the soft tissue mo-
tion is delayed, due to damped vibrations of the member.
Consequently, the errors in the optimized joint coordinates
q may introduce kinematical errors in the velocities q̇ and
accelerations q̈, and thus introduce errors in the estimation
of the internal efforts [21].

3. A dynamical limitation, due to the approximation of the
body inertia parameters : The body inertia parameters, i.e.
the masses, moments of inertia and centre of mass posi-
tions of the body members (the arm and the forearm) are
approximated, using inertia tables [18]. Consequently, the
errors in the estimated net joint efforts Qinv increase if the
corresponding body member accelerations increase. This
is the reason why the present model is only proposed for
rather low dynamics, such as our tests of forearm flex-
ion/extension with a cycle frequency from 1

4 to 1
2 Hz, or

other tests such as getting up from a seat [21], gait exper-
iments [2] or other motions without significant dynamics
or impact.

B. Muscle force quantification

If we make the assumption that the optimized kinemat-
ics and the net joint efforts Qinv resulting from inverse
dynamics are sufficiently accurate to attempt to solve the
muscle overactuation problem (as discussed in IV-A), we
still have to deal with two main problems [32] in order to
estimate the muscle efforts:

1. the noisy-corrupted raw EMG signals; consequently,
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we will discuss in Section IV-B.1 the role of the EMG pro-
cessing, including the Hill model and its numerous param-
eters, and the choice of parameters that we decided to vary
in the optimization process (Section II-D.2).

2. the undetermined number of solutions of muscular ef-
forts; consequently in Section IV-B.2, we will compare our
proposed solution with the main solutions of ’maximum
endurance’ strategy and ’EMG calibration’ presented in
the literature.

B.1 EMG processing and parameter choice

The raw EMG signals are noisy-corrupted and do not
provide accurate quantitative values of the actual muscle
excitation u(t) and consequently of the actual muscle force
Fm. However, we think that this information, combined
with a matured EMG processing (Section II-D.1) and a
muscle force calibration process can provide a first esti-
mation of the muscle force that will constitute a reasonable
initial value of the optimization process (Section II-D.2),
which will compute the predicted muscle forces during the
motion.

Further, if we attempt to solve the muscle overactuation
problem using an optimization process, ”too many param-
eters is not good” (Buchanan et al [26]): on the one hand,
increasing the number of parameters to vary for a spe-
cific test shall certainly help to better fit the estimated joint
torque Qemg to the joint torque Qinv obtained from inverse
dynamics; but on the other hand, increasing the number of
parameters may increase the sensitivity of the optimization
process, and thus decrease the repeatability of the muscle
force results from one test to another.

In consequence, we decided to use the EMG processing
(Section II-D.1), and more specifically the Hill model, as
a black-box based on parameter tables, so that we will not
have to deal with too many parameters in the optimization
process, and we prefer to deal with the scaling K and the
shifting ∆ factors of the muscle forces F f l.&ext.,initial result-
ing from the Hill model.

B.2 Comparison to existing methods

If we use an anatomical model of the musculoskeletal
system, an infinite undetermined number of solutions of
muscular efforts can correspond to the joint efforts Qinv,
because the joints are overactuated. In order to find the
best physiologically admissible solution, we decided to es-
timate the muscle forces from the kinematics, from the cor-
responding Qinv that becomes our ”reference value”, and
from the information contained by the EMG signal.

The comparison between all considered solutions (Fig-
ure 5b) shows that :

1. the solution of Ff l.&ext.,initial given by the pure calibra-
tion does not minimize Qinv−Qemg but their role as initial
values of our optimization process is clearly justified ;

2. the solution of Ff l.&ext., f inal given by our proposed opti-
mization process minimizes Qinv−Qemg with a small dif-
ference between Qinv and Qemg (Figure 5a) and this can be
proposed as an admissible solution of muscle force repar-
tition ;

3. the solutions of strategies that maximize endurance [15]
by minimizing the sum of the weighted forces at square or
at cube do not minimize Qinv−Qemg ; these are just approx-
imation of the human motion strategies ; further, we can
notice that the solution of Ff l.&ext., f inal given by our pro-
posed optimization is generally superior to the forces given
by these strategies, which tends to confirm that the actual
force repartition during motion does not always maximize
endurance, and more generally varies from a strategy to
another, as noticed Crowninshield et al [15] who devel-
oped and discussed these strategy models.

To end, the statistical validation shows a good inter-test
reproducibility (also showing a fatigue effect) and a very
good correlation (correlation factor r = 0.99) between Qinv

and Qemg at the end of the identification process. This con-
firms that this method of muscle force calibration plus op-
timization, based on muscle activity measurements, is a
promising alternative to methods based on strategies usu-
ally used in the literature.

In summary, today, we can say that there are as many solu-
tions of muscular efforts as methods that attempt to predict
these. Nevertheless, the solution of Ff l.&ext., f inal given by
our proposed protocol is coherent with the joint kinemat-
ics and system dynamics, also taking with precaution the
experimental information on the muscle activation into ac-
count.

C. Prospects

The main prospects of this research is to quantify with a
satisfying accuracy the main muscle set efforts of subjects
in different dynamical contexts, and to apply the model to
develop :

• complementary diagnostic and follow-up tools for sev-
eral pathologies such as lumbalgy, hemiplegy, scoliosis
and pathologies that can hardly be diagnosed, such as fi-
bromyalgy ;

• dimensioning tools for the design and choice of adapted
prostheses by physicians and clinicians ;
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• studies of effort hardness and ergonomic adaptation, e.g.
when people with disabilities go into/out of vehicles.
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Données Périphériques: Application à l’Analyse de la Coordina-
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Abstract— This work proposes a phenomenological bone
tissue constitutive law accounting for bone remodeling of the
alveolar bone for orthodontic movements of the teeth. The
proposed biomechanical constitutive law, inspired from [1],
is based on a elasto-visco-plastic material coupled with Con-
tinuum anisotropic Damage Mechanics ([1] considered only
the case of a linear elastic material coupled with anisotropic
damage). It is here formulated as to be used explicitly
for alveolar bone, whose remodeling cells, opposite to most
bones, seem macroscopically to be triggered by the pressure
state applied to the bone matrix. An application of the me-
chanical model is proposed on a 2D tooth and its surround-
ing parodontal tissues submitted to a tipping movement. It
shows the use of a pressure dependent, anisotropic, remodel-
ing law is necessary to obtain a global movement of the tooth
if no other non linearities are considered in the problem.

Keywords— orthodontics, bone remodeling, biomechanics

I. INTRODUCTION

ONE of the guiding principles in orthodontics is to
gradually impose progressive and irreversible bone

deformations. By optimizing load positions and intensi-
ties, orthodontic treatments can be reduced both in time
and cost. This optimization requires a mechanical model
of the biochemical phenomena involved and of the acti-
vated dental movement. The goal of this work is to pro-
vide a constitutive model able to simulate those coupled
phenomena.

Dental movement is achieved through a biochemical
process of skeletal adaptation to mechanical stimuli called
bone remodeling. Therapeutic forces applied through
orthodontic appliances change the physiological equilib-
rium. Loading of the skeletal system is thus altered and
bone remodeling cells are triggered to modify the bone
shape and density in order to achieve a new equilibrium
and adjust the stress level. This state will be maintained
until new mechanical external conditions trigger new re-
modeling events.

For most types of bones, remodeling processes take
place in order to adjust the amount of tissue and its topol-
ogy according to long term loading conditions, following
what is called “Wolff’s law” of bone adaptation [2], [3].
Bone resorption occurs when disuse is observed. This re-

sorption tends to decrease the amount of bone tissue where
it is of no mechanical relevance. Bone apposition occurs
in overloaded conditions, in order to reinforce bone where
it is necessary. Bone tissue therefore adapts its density
in such a way to achieve an homeostatic state of stress.
It also adapts its topology in order for the trabeculae to
align along the principal stress directions. Bone remodel-
ing therefore depends not only on the stresses intensities
but also on their directions.

Contrary to the majority of bones, alveolar bone remod-
eling seems on a macroscopic scale to depend mainly on
the pressure state [4], [5]. One can observe apposition on
the tension side of a tooth when loaded with an abnormal
mechanical environment, such as the one obtained with or-
thodontics appliances, as well as resorption on the com-
pression side. When no non-linearities are considered in
the periodontal ligament, this difference can be modeled if
a pressure dependent remodeling law is used for the alve-
olar bone. The present work concentrates on the bone be-
havior during remodeling and assumes the pressure state
of the bone matrix as the key stimulus to differentiate ap-
position and resorption in overloaded conditions.

II. METHODS

On experimental basis [6], one can show that remod-
eling occurs to modify the density proportionately to the
bone matrix density (ρ0, density for a bone with null poros-
ity) and as function of a remodeling rate ṙ [mm/s]

ρ̇ = kSvρ0 ṙ (1)

The terms kSv accounts for the available bone specific sur-
face area (Sv, internal surface area per unit volume, related
to the density, [mm2/mm3]) as defined in [7].

This remodeling rate (ρ̇) is shown to be a function of
the deviation of a given mechanical stimulus (Ψ, function
of the strain energy) from an homeostatic value (Ψ?). The
remodeling process tends to reduce this deviation. In the
case of alveolar bone, it is here considered as a function of
the pressure.

ṙ ≈±c(p)(Ψ−Ψ?) (2)

In order to reproduce the density change both for overload
(Ψ > Ψ?) and underload (Ψ < Ψ?) of the alveolar bone, the
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parameter c has to be positive in underuse and a function
of the pressure state in overuse (positive in compression
and negative in traction).

The change in density can be translated into a change in
mechanical properties (Young’s modulus E and Poisson’s
ratio ν) through a commonly accepted law :

E = B(ρ)ρβ(ρ) (3)

ν = ν(ρ)

A. Model

As proposed in [8], the change in elastic properties due
to remodeling can be integrated in an adaptative elastic-
ity framework. However, this supposes the bone matrix as
an elastic solid and is therefore limited to low strain lev-
els. Doblaré and co-workers [1] proposed to formulate the
previous set of equations within the Continuum Damage
Mechanics framework, using an energy equivalence ap-
proach of damage. In the case of bone remodeling, dam-
age can be understood as a measure of the void volume
fraction inside the bone tissue. The measure of damage
used is therefore virtual and actually reflects the bone den-
sity that can evolve (Equ.1). There is no actual damage in
the tissue. The undamaged material is the ideal situation
of bone with null porosity and perfect isotropy. The pro-
cess of bone resorption corresponds to the classical dam-
age evolution concept, since it increases the void fraction
(porosity) and therefore damage (decreases the density).
However, bone apposition can reduce damage and lead to
bone repair, which has to be adequately considered in this
extended damage theory. Damage repair can be considered
here because the total energy dissipation includes biologi-
cal dissipation due to metabolism on top of the mechanical
dissipation which is negative for damage repair.

Equ.(1) can therefore be formulated as a damage vari-
ation function. This formulation allows Doblaré and
co-workers in [1] to extend the density variation to an
anisotropic formulation, using an anisotropic damage vari-
able. Directionality therefore follows the idea suggested
by Cowin [9] and links the anisotropic damage tensor to
the fabric tensor. The use of the continuum damage theory
allows to define independently the internal variables such
as density and mechanical properties. It therefore is an im-
provement of the anisotropic extension of [6] which was
proposed in [10]. Indeed, in [10], Jacobs and co-workers
used a global optimization function to define the remodel-
ing stimulus and therefore the internal variables were not
independent. Even though the continuum damage formu-
lation solves this difficulty, Doblaré and co-workers lim-
ited their approach in [1] to an elastic bone matrix as was
done in [8]. In its isotropic formulation Doblaré’s model
therefore uses the following set of equations :

effective strain : ε̃ = (1−d)ε (4)

effective stress : σ̃ =
σ

(1−d)
(5)

constitutive law : σ̃ = C0 : ε̃ (6)

damage variation : ḋ = f (d,σ, ṙ,ρ0) (7)

with d an isotropic damage variable, C0 Hooke’s tensor for
the undamaged material.

We propose to extend the model stated in [1] to a more
generalized mechanical behavior of the bone matrix, con-
sidering it as an elasto-visco-plastic material. This model
is also adapted to account for an explicit pressure depen-
dence of the remodeling rate in the alveolar bone.

In order to couple continuum damage and plasticity, the
use of a strain equivalence approach, relating the stress
level in the damaged material with the stress in the un-
damaged material that leads to the same strain, is chosen.
This approach keeps the physical definition of damage as
related to the surface density of defects, opposite to the
energy equivalence approachused in [1] because of its dif-
ference between strain and effective strain. The plastic-
ity is therefore simply coupled to damage by expressing
the plastic criterion in term of effective stresses instead of
stresses. In its isotropic formulation the proposed model
therefore uses the following set of equations :

effective stress : σ̃ =
σ

(1−d)
(8)

constitutive law :
5

σ̃ = M0 : E (9)

damage variation : ḋ = f (d,σ, ṙ,ρ0) (10)

with d an isotropic damage variable, M0 an elasto-plastic
material tensor for the undamaged material, E the strain
rate (energy conjugated to the stress tensor, in a large de-
formation framework) and where the 5 sign accounts for
an objective time derivative.

When extending the strain equivalence approach
(Equ.8-10) to anisotropic damage, according to Lemaitre
and Desmorat [11], [12], one of the only effective stress
(σ̃) definition that fulfills the conditions of being symmet-
ric, compatible with the thermodynamics (existence of a
stress potential) and that can express different effects on
the hydrostatic and deviatoric behavior (by means of an
hydrostatic sensitivity parameter, η) is represented by

σ̃ = dev(HsH)+
p

1− η
3 Dkk

I = s̃+ p̃I (11)

where s and p are respectively the stress deviator and the
pressure and where H = (I −D)−1/2 is a second order
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symmetric tensor (called in this work the remodeling ten-
sor), D being symmetric (as an extension of the isotropic
damage variable, d).

The damage evolution is thermodynamically associated
to the elastic strain energy Φel which can be written, con-
sidering an isotropic matrix (the elasticity parameters are
of the number of two, the bulk modulus, K, and the shear
modulus, G) as :

2Φel =
1

2G
tr(HselHsel)+

pel 2

K(1− η
3 Dkk)

(12)

An external mechanical stimulus, Y , is identified with
the variable thermodynamically associated with the re-
modeling tensor H, choosing to use the stress as the ex-
ternal driving force, giving :

Y =
∂Φel(σ,H)

∂H
(13)

It is obtained in terms of the external independent vari-
able (stress) and the internal variable (remodeling tensor
or damage tensor) as

Y = −2
[

1
K

ηp2

3−ηtr(D)
H−3 +

1
2G

sHs
]

(14)

If the remodeling criteria are chosen as in [1], one can
show after a few calculation that

-for bone formation :

5

H= −
3βkSvṙ

2tr(H−2(JW)H)

ρ0

ρ
JW (15)

-for bone resorption :

5

H= −
3βkSvṙ

2tr(H−2(J−3
W)H)

ρ0

ρ
J−3

W (16)

with W a fourth order unit anisotropic tensor,

J =
1
3
(1−2w)tr(Y )I +wY and w ∈ [0,3] can be related to

η ∈ [1,∞[ as a measure of the hydrostatic sensitivity.
The remodeling rate ṙ is expressed, in its pressure de-

pendent formulation, as :

ṙ =























c f go if go ≥ 0, gu < 0 and p > 0
−crgo if go ≥ 0, gu < 0 and p < 0
0 if go < 0, gu < 0
−crgu if gu ≥ 0, go < 0

where cr and c f are two remodeling constants respectively
for bone formation and bone resorption, p is the pressure
(positive in tension) and go and gu are the remodeling crite-
ria (same units as the one of stresses) respectively for bone
overload and bone underload used in [1] and expressed

for a strain equivalence approach in continuum damage
mechanics. These criteria express the deviation of the me-
chanical stimulus Ψ from its homeostatic value.

- overload criterion : go ∝ Ψ− (1+Ω)Ψ? < 0
- underload criterion : gu ∝ 1/Ψ−1/((1−Ω)Ψ?) < 0

The parameter Ω introduced in these definition accounts
for a lazy zone. This is an interval around the homeostatic
level for which no remodeling process takes place. The
mechanical stimulus used is a function of the strain energy
(through the external mechanical stimulus Y ) at tissue level
and the number of loading cycles considered in the time in-
tegration. It is expressed at the tissue level supposing stress
in the tissue can be related to continuum stress through a
proportionality coefficient experimentally shown to be the
square of the reduced density [10] : continuum stress =
(ρ/ρ0)

2×tissue level stress.
Coupling with plasticity can be done assuming an addi-

tive decomposition of the strain rate :

E = Eel +E pl (17)

where Eel follows Hooke’s law :

5

σ̃= C0Eel (18)

and E pl can be calculated through the normality rule on the
plastic criterion (associated plasticity) expressed in term of
effective stresses.

When Von-Mises criterion is chosen (although it is clear
that the relevant inelastic processes are different from that
of classical plasticity), it results for isotropic hardening in
:

E pl =
3
2

λ̇
σ̃eq

dev(Hs̃H) (19)

where σ̃eq is the equivalent stress used for the Von-Mises
criterion

σ̃eq =

√

3
2

s̃ : s̃ (20)

and λ a flow parameter. This choice of criterion assumes
that only shear stresses are responsible for plastic strains.
As both remodeling triggering and damage variation are
function of the pressure value, this assumption may be too
restrictive.

This formulation is integrated in a finite element code
(home made code Metafor [13]) using the following time-
step integration : starting from a known stress state (s, p)
and remodeling tensor (H), plasticity is computed using
effective stresses (s̃, p̃) with a constant remodeling ten-
sor, giving plastic deformations and final stresses. Damage
evolution is then computed and a new remodeling tensor is
determined. Stresses and plastic deformations are then re-
evaluated, up to convergence of the updated remodeling
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tensor (see [14] for details on the method). A consistent
tangent operator has also been developed for this theory
when integrated in an iterative process as the one exposed.

B. Application

We consider the potential of the pressure dependent
model to predict the density evolution of alveolar bone tis-
sue. As an example, we present a 2D model (plane strain
state) of the parodontal tissue of a rigid tooth. The aim is
to predict the bone density and its evolution from initial
ideal situations (for both the geometry and the mechanical
behavior) with given displacements that characterize the
orthodontic appliances.

The root is parabolic and surrounded by a constant
thickness (0.2mm) periodontal ligament (PdL) as well as
trabecular and cortical bone [15]-[18]. It is of 12.6mm in
height and 6mm in width at the collar. The ligament is sur-
rounded by a trabecular bone of arbitrary variable thick-
ness and a cortical layer of around 0.5mm in width (see
Fig. 1).

0 1 2 3
-2

-1

0

1

2

3

4

5

x
y

Fig. 1. Geometry - light gray : periodontal ligament, dark-
gray : cortical layer, in between : alveolar bone. The
dot represents the center of rotation

The PdL and cortical layer mechanical behaviors [15]-
[18] are chosen elastic (Epdl = 0.6MPa, νpdl = 0.45, Ecor =
16GPa, νcor = 0.3). The trabecular bone mechanical be-
havior is elasto-plastic with the proposed continuum dam-
age model. The damage evolution follows the remodeling
law proposed in this work.

Neither this problem nor the starting situations are
“real” problems, therefore, the homeostatic values are not
relevant (as well as the other parameters of the model, es-
pecially for a qualitative evaluation). A quasi-static load-
ing is performed, the time-unit of the simulation is there-
fore also of no relevance.

In order to test the anisotropic behavior, we present four

simulations.
The first two tests consider initial damage in only one

direction (either along the vestibulo-lingual direction, x or
along the root axis, y), both other initial damage values be-
ing set to zero. The non null initial damage is set to .9. It
therefore corresponds to a mean initial damage of .3, get-
ting a density of 1.9g/cc, a porosity of 10% and a stiffness
of 13GPa (calculated from the strain equivalence damage
definition in case of isotropy : d = 1− E

E0
with E0 the stiff-

ness obtained for a bone of null porosity, E0 = 18.5GPa).
These values for density and stiffness are much higher than
what they should be in a realistic test, for which the mean
damage value would be around .8. However, this set of
tests is proposed for the sake of comparison to analyze
the anisotropic behavior of the model. The two other tests
present the same initial mean damage chosen to be .3 :
the third one considers an initial bone as isotropic with a
uniform density distribution ; the last test considers initial
damage in the geometry plane (x,y). We therefore get an
initial damage in the two plane directions of .45 while it is
zero on the third direction.

Remark 1 An initial damage considered only along the y
axis corresponds to trabeculae of the alveolar bone aligned
along the the tooth main axis and perpendicular to the
main direction of movement. However initial damage only
along the x axis corresponds to a bone whose trabeculae
are aligned perpendicularly to the root axis along the direc-
tion of movement. Damage evolution for both these cases
would therefore be dissimilar, allowing a greater damage
variation for damage along the y axis than along the x axis
as the trabeculae because the movement is perpendicular
to the fibers main direction. [end of remark]

A tipping movement is applied to the tooth root with a
center of rotation situated at 3mm from the root apex, i.e.
below one third of the root length (see Fig. 1) as proposed
in [19] among others. Tipping is kept to obtain an angle
of two degrees with the vertical axis, the basal bone being
fixed. As the root and surrounding tissues are symmetric,
the rotation direction is of no relevance. Getting from an
angle of zero to the final angle is done is 10 time units and
this angle is kept for a remaining 90 time units. Damage
variation is observed during this constant displacement pe-
riod.

III. RESULTS

A. Model

The discussion on the model characteristics that follows
is done on the isotropic formulation of the model in order
to decouple the effects due to the remodeling rate function
and to the orientation of the structure.

363



As no more dependence on the orientation has to be rep-
resented, one can write H = hI, w = 0 and η = 1, both
criteria go and gu take a simple formulation given by :

go = U − (1+Ω)U? < 0 (21)

gu = 1/U −1/((1−Ω)U?) < 0 (22)

where U is expressed in Equ.(23) and U ? is a reference
homeostatic value of U .

U(d, σ̃) ∝ (1−d)3/4
√

2ū(σ̃) (23)

where d = 1− h−2 as in the strain equivalence approach
and ū is the effective elastic energy density (as also de-
fined in [11], establishing the basis of the CDM theory,
and accounting for the stress triaxiality) :

ū(σ̃) =
∫

σ̃ : dε̃el =
J̃2

2
2E

[

2
3
(1+ν)+3(1−2ν)

p̃2

J̃2
2

]

(24)

with J̃2 =

√

3
2

s̃i j s̃i j =
1

1−d

√

3
2

si jsi j, s being the devia-

toric stress tensor.
Finally, Equ.(15) and (16) both lead to the same damage

variation (see Fig. 2), with ṙ as defined by Equ.(17):

ḋ = −βkSvṙ
ρ0

ρ
(1−d) (25)

This damage variation is nothing but the expression of
Equ (1) in term of the damage variable. As damage vari-
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Fig. 2. Damage variation as a function of damage for a
positive pressure

ation is positive for resorption and negative for formation,
we can detect on Fig 2 different remodeling zones as well
as the lazy zone as a function of damage. As expected
through the introduction of the specific surface Sv, damage
variation for values of damage close to 1.0 tend to high

(negative) values but is reduced to zero for full damage
(not on the figure). In resorption, although the remodel-
ing rate increases (in absolute value) for a damage decay,
damage variation does not reach high values due to the
tendency of the specific surface to decrease faster than the
remodeling rate increases. The discontinuity of damage
variation for a damage value of about 0.83 is due to the
slight slope discontinuity introduced by the particulariza-
tion of Equ.(3) in the definition of bone Young’s modulus
(as in [20]).

Once the remodeling model has been formulated, we
need to check its ability to achieve qualitative results close
to the ones obtained in experimental tests of actual alveolar
bone. This is accomplished in the next section in which the
model is applied to the study of the remodeling behavior in
the alveolar bone submitted to orthodontic treatments with
the four simulations presented earlier.

B. Application

Tipping movement of a tooth is obtained with displace-
ment controlled simulations, the angle of rotation being
increased from zero to two degrees in ten time-steps.

If the whole movement was rigid around the center of
rotation, one would expect a displacement, due to the rigid
rotation, at the collar of −.33mm horizontally and ±.11mm
vertically. However, as the bone is fixed at its base and as
the rotation leads to deformation of the periodontal liga-
ment as well as the bone, the movement actually observed
leads to smaller displacements at the collar (see 4).

The mean damage evolution is shown in Fig.3 for each
simulation on three sets of points (two at the apex, two at
the collar and two at mid-height of the root - above the
center of rotation) situated symmetrically around the root
axis and adjacent to the periodontal ligament.

Observation 1 The mean damage variation observed is
abrupt during loading of the tooth and tends to stabilize to-
wards an equilibrium mean damage value when the angle
of rotation is kept constant. For most cases, the variation
during the constant displacement is in the same direction
as the initial variation as the pressure state stays the same
during the whole simulation. However, for the root mid-
height this changes when damage is initially on the x di-
rection only (see observation 3 for explanation). [end of
observation]

Observation 2 Damage variation at the collar is much
less than at the apex or along the root for all four simu-
lations and on both sides of the root main axis. Indeed the
tipping movement leads to smaller shear and hydrostatic
stresses at the collar than along the root (Jcollar

2 ≈ 1MPa,
Jroot

2 ≈ 3MPa, pcollar ≈ .2MPa, proot ≈ 1− 3MPa). It also
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gives a ratio hydrostatic stress to shear stress (used in the
definition of ū, Equ.24) of .2 at the collar while it is of
around 1 to 3 along the root. Therefore, the value of the
external mechanical stimulus Y is smaller at the collar than
along the root. The remodeling rate is also smaller because
even tough reducing Y reduces Ψ, its value stays above its
homeostatic value Ψ? and overloaded conditions are still
observed at the collar, ṙ is therefore reduced and so is dam-
age variation. [end of observation]

Observation 3 For each set of points, while overloaded
conditions are kept for all simulations, one can see appo-
sition on one side (reduction of mean damage) and resorp-
tion on the other (increase of mean damage). All points are
therefore subjected, for the same vertical location, to trac-
tion on one side of the tooth and compression on the other.
Nevertheless, one point can be submitted either to trac-
tion or to compression according to the initial anisotropy
of damage.

For the root mid-height, the labial side is in compression
(increase of damage) except for the simulation with initial
damage on the x direction only for which the labial side
is in traction. This can be explained as follows. As the
tipping movement is a rotation along a center of rotation
situated at one third of the root length (starting from the
apex), there is a pressure gradient on each side of the root
axis. On the labial side, the bone is in compression at the

apex and in traction at the collar. On the lingual side, it
is in traction at the apex and in compression at the collar.
However, the change of pressure sign is not observed at
the same vertical location for all four simulations. One
will get most of the bone surrounding the root in traction
on the lingual side when the initial damage is considered
as fully isotropic or as non-zero on both plane directions
while around two thirds are in traction for initial damage
on the y direction and only one half is in traction for initial
damage on the x direction. Therefore the pressure state
at mid-height is in traction on the lingual side for the first
three simulations while it is in compression for the last
one.

The collar shows almost no damage variation for ini-
tial damage considered isotropic or on the two plane di-
rections. Even tough mean initial damage is equal for all
simulations, local values of damage are smaller for these
two simulations than for the others and, as exposed ear-
lier, stress intensities are smaller as well. Therefore, the
remodeling rate is quite small and so is the mean damage
variation.

The change in damage variation behavior at the collar
between the two mono-directional damage simulations is
explained in the same way as the change of behavior at the
root mid-height.

However, at the apex, for all simulations, the points are
either in traction or in compression on each side of the
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Fig. 3. MEAN DAMAGE COMPARISON ON THREE SETS OF POINTS : On all graphs, test with initial damage on x is in
dashed line (labial side) and squares (lingual side), test with initial damage on y in plain line (labial side) and circles
(lingual side), test with initial damage on the x,y plane is in dashed-dotted line (labial side) and triangle (lingual
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root mid-height, the labial side in compression and lingual side in traction. On three cases, the points are situated
symmetrically around the root axis, adjacent to the periodontal ligament. An angle of 2 degrees is obtained within
the first ten time-steps and kept up to a hundred time-steps.
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tooth. Damage variation is therefore qualitatively the same
for all simulations. [end of observation]

Observation 4 As expected in Remark 1, both for the root
mi-height and the root apex, mean damage variation for
simulation with damage only on the x direction or only
on the y direction, do not present the same order of val-
ues. Ratio between mean damage variation for the x initial
damage simulation and the y one is about 1.5 at the root
apex while it is about 5 at the mid-height. This is due to
the alignment of the tissue fibers with the loading for the x
initial damage simulation while fibers are perpendicular to
loading on the other case. This difference in damage vari-
ation is not present at the collar because the bone width
at that location is much smaller and loading lines more
oblique to the fibers than lower on the root. [end of obser-
vation]

This set of observations shows that using an anisotropic
model is quite necessary to describe bone remodeling as it
allows, for a given mean damage value, to obtain different
damage variation, both in intensity and repair/damaging
behavior.

If a non pressure dependency was used for the remodel-
ing rate coefficient in overload conditions, there would be
no difference observed between the labial and lingual side
of the tooth for each set of points. Therefore, each location
would undergo apposition on both sides of the tooth (dam-
age repair) and only bone growth would be observed. This
would lead without any doubt to jaw problems maybe up
to extrusion of a tooth. Therefore, a model not accounting
for a non linear periodontal ligament mechanical law has to
include a pressure dependency for the remodeling coeffi-
cient such as the one proposed. This pressure dependency
could be avoided if the periodontal ligament mechanical
law would lead to mechanical stimuli (proportional to the
strain energy density) of the bone that would be smaller
or larger than its homeostatic value according to pressure
sign. The pressure dependency of the model would there-
fore be at the ligament level and not at the bone remodeling
one.

IV. CONCLUSIONS

The present study introduces a numerical model for the
simulation of orthodontic tooth movement based on the
assumption that bone remodeling processes during tooth
movement are controlled by elastic energy density as well
as pressure state of the alveolar bone. In spite of the nec-
essary idealizations, the proposed phenomenological de-
scription of bone remodeling specified for alveolar bone
allows to qualitatively represent density variation of the
bone surrounding a tooth when submitted to loading repre-
senting orthodontic appliances. The need to use a pressure

dependent remodeling rate is shown to be useful to repre-
sent tooth movement as long as the periodontal ligament is
supposed not to be dependent on the pressure state. This
hypotheses may be too restrictive but has yet to be shown
not valid as the use of an appliance would most of the time
increase the strain energy on all sides of the tooth root.

We present in details an analysis of the importance to
use an anisotropic damage as well as on the importance
of the initial anisotropy considered. As damage represent
density of the bone, anisotropy of damage represent tra-
beculae orientation. The initial anisotropy of damage de-
pends on the trabeculae organization of the alveolar bone
due to physiological equilibrium. It therefore is patient
dependent and the need of an evaluation of the bone state
previous to treatment is necessary if any optimization of
treatment was to be considered. This evaluation should
give the possibility to assess the fabric tensor of the bone
tissue of the jaw. This fabric tensor is directly linked to
the anisotropy and as proposed in [1] can be linked to the
remodeling tensor.

Further work should consider an application of this re-
modeling law to a patient specific model, not only for the
initial damage considered but mainly for the geometry of
the problem as well as for various types of appliances and
loading.
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[6] G. S. Beaupré, T. E. Orr, and D. R. Carter, “An approach for
time-dependent bone modeling and remodeling–theoretical de-
velopment,” J. Orthop. Res., vol. 8, no. 5, pp. 651–661, Sep 1990.

[7] R.B. Martin, “Porosity and specific surface of bone,” Crit. Rev.
Biomed. Eng., vol. 10, no. 3, pp. 179–222, 1984.

[8] S. C. Cowin and D. H. Hegedus, “Bone remodeling i: theory

366



of adaptive elasticity,” Journal of Elasticity, vol. V6, no. 3, pp.
313–326, July 1976.

[9] S. C. Cowin, R. T. Hart, J. R. Balser, and D. H. Kohn, “Functional
adaptation in long bones: establishing in vivo values for surface
remodeling rate coefficients,” J. Biomech., vol. 18, no. 9, pp.
665–684, 1985.

[10] C. R. Jacobs, J. C. Simo, G. S. Beaupre, and D. R. Carter,
“Adaptive bone remodeling incorporating simultaneous density
and anisotropy considerations,” J. Biomech., vol. 30, no. 6, pp.
603–613, June 1997.

[11] J. Lemaitre and R. Desmorat, Engineering Damage Mechanics:
Ductile, Creep, Fatigue and Brittle Failures, Springer, 2005.

[12] R. Desmorat and S. Otin, “Cross-identification
isotropic/anisotropic damage and application to anisother-
mal structural failure,” Engineering Fracture Mechanics, vol. 75,
pp. 3446–3463, 2008.

[13] Metafor, A large strain finite element code, LTAS - MN2L /
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Abstract— Residual distribution schemes are discussed in
the context of higher order spatial discretization for hyper-
bolic conservation laws. The discrete solution is globally
continuous, defined by a Finite Element space based on tri-
angular Lagrangian Pk elements. A natural subtriangula-
tion of these elements allows the reuse of simple distribution
formula previously developed for linear P1 triangles. The
paper introduces curved elements with piecewise quadratic
and cubic approximation of the boundaries of the domain,
using standard sub- or isoparametric transformation.

Keywords—residual distribution, high order, multidimen-
sional upwind, isoparametric mapping

I. INTRODUCTION

T
HE quest for ever more demanding numerical simula-
tions both in terms of robustness and accuracy has re-

sulted in a renewed interest in higher order discretizations
over recent years. Indeed, the potential gain is enormous
if the obstacles of lack of robustness, high computational
cost and high memory consumption can be sufficiently al-
leviated.

Methods developed in the past have focused on shock
capturing Finite Volume methods, extending them to
higher order using higher–order polynomial reconstruc-
tion. The Piecewise parabolic Method of Woodward and
Colella[1] is one of the first successful attempts in this di-
rection, developed on structured grids. The seminal work
of Osher, Harten and Shu[2], [4], [5] has led to the class of
ENO schemes both on structured and unstructured grids,
see also the unifying work onk-exact Finite Volume re-
constructions on unstructured grids by T. J. Barth[6], [7],
[8] .

Over the most recent years the emphasis has shifted
towards higher order methods based on Finite Element
approximation spaces. Today, it seems that Discontinu-
ous Galerkin (DG) Finite Element methods [9], [10], [2]
present a promising framework to generalize Finite Vol-
ume methods, preserving the use of Riemann solvers to
resolve the inter-element discontinuities, and a massive re-
search effort is underway to develop this approach. An-
other way to increase the order of Finite Volume methods
is based on so called spectral Finite Volume[11], [12] and
spectral Finite Difference methods[13].

The present paper follows a Residual Distribution ap-
proach[14], [3], [15], which is closer to continuous Finite

Element methods, however allowing the use of a maxi-
mum principle to construct nonlinear monotonicity pre-
serving and truely multidimensional stabilizations. In pre-
vious papers[16] we have exploited the close relation with
continuous Finite Element discretizations to present a class
of higher order residual distribution methods defined onPk

Lagrangian triangular Finite Elements. Here we focus on
the use of curved elements to allow for a higher order rep-
resentation of the boundaries of the domain, using sub-
or isoparametric transformation from physical space to a
Cartesian parent element. A detailed numerical study con-
firms that higher order boundary representation is a cru-
cial ingredient for effective high order convergence of the
method.

II. N OTATIONS AND GENERALITIES

T
O introduce the general setting we consider first the
steady state solution of a scalar conservation law on

a twodimensional spatial domainΩ:
∂u
∂t

+ ∇F = 0 ∀(x,y) ∈ Ω, ∀t ≥ 0 (1)

We denote byτh,k a triangulation of the domainΩ,
whereby each triangular elementT of the triangulationτh,k

consists of a LagrangianPk Finite Element equipped with
K =

(k+1)(k+2)

2 degrees of freedom as shown on figure 1
for P1, P2 andP3 elements.

A. Approximation of the solution

For any given functionu(x,y, t), we define the spatial
Finite Element approximation onτh,k

uh,k
(x,y, t) = ∑

i∈τh,k

ψh,k
i (x,y)ui(t) , (2)

whereui(t) is the value ofuat nodei, i.e. ui(t) = u(xi ,yi , t),
while ψh,k

i (x,y) denotes thek−th order Lagrangian basis
function of nodei.
Next, for higher order triangulations (i.e.k > 1), we intro-
duce theP1 conformal triangulationτh,1 obtained by sub-
dividing eachPk element inN = k2 linear sub-elements.
We denote by{Ts}s=1,N the P1 sub-elements ofT, as on
figure 1. Hence, the triangulationsτh,k andτh,1 share the
same unknowns (or degrees of freedom)ui(t) located at
the same positions(xi ,yi).
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Fig. 1. P1, P2 andP3 Lagrangian elements withP1 sub-
triangulation

We define the local spacingh of the triangulationτh,k as
the radius of the circle with surface equal to the surface
of the localP1 subtriangle. If the triangulation is globally
uniform (but only then), we can computeh assuming that
there are twice as many nodes as subtriangles, giving

h =

√

|Ω|
2πDOF

or h ∝
1√

DOF
(3)

where|Ω| is the surface of the domain, andDOF the num-
ber of nodes (degrees of freedom) of the mesh.

B. Approximation of the geometry

In the simplest case the geometry of thePk triangle is
considered to be linear, defined by its three corner nodes.
Hence, the intermediate nodes on the boundary of the ele-
ment are all located on the straight edges and therefore the
boundary of the domainΩ is approximated by a polygone.
Such a discretization will be denoted as aP1Pk discretiza-
tion (P1 for geometry andPk for the solution). An example
of aP1P2 element is given in figure 2(a).

(a) P2 element (b) Quadratic shape function

Fig. 2. P1P2 triangle - first order in terms of geometry,
second order in terms of solution

However, one of the strong benefits of higher order ele-
ments is that they also allow for a higher order approxima-
tion of the geometry. In this work we will consider a piece-
wise quadratic and cubic approximation of the boundaries
of the domain. This is obtained by assuming that the ge-
ometry of thePk triangle is defined by the coordinates of

6 nodes (3 corner nodes and 3 mid-edge nodes), whatever
the order of the solution might be, as shown on the right of
figure 3. Such elements will be denoted asP2Pk elements
(P2 for geometry andPk for the solution). P2P2 elements
are called isoparametric, whileP2Pk with k > 2 are called
subparametric elements. The geometry of the curvilinear
P2 element is defined by the following (sub- or isoparamet-
ric) transformation to a parent element inξ–η space (figure
3 left):

x(ξ,η) =

6

∑
i=1

ψh,2
i (ξ,η) ·xi

y(ξ,η) =

6

∑
i=1

ψh,2
i (ξ,η) ·yi

(4)

wherexi andyi are the known coordinates of the 6 nodes
defined in physical space.

One can easily construct a mapping that transforms
a face of reference triangle inξ–η space to a face of
a curvilinear triangle inx–y space: Since each shape func-

Fig. 3. Transformation of triangle geometry from refer-
ence to physical space using quadratic Lagrange shape
functions

tion vanishes on a complete edge inξ–η space, the bound-
aries of the triangle (defined byξ = 0, η = 0 andξ+η = 1
respectively) are quadratic functions of the parameter.

III. R ESIDUAL DISTRIBUTION METHOD

F
OR any triangulationτh.k the cell residual for a given
triangle is defined as the integral over the triangle of

the spatial operator:

φT
=

I

∂T
F (uh,k

) · n̂dl =
Z

T
∇F (uh,k

)dΩ

=

Z

Ts

~a(uh,k
) ·∇uh,k dxdy (5)

where we have used the expression for the Jacobian of
the fluxF (u) in (1),

~a(u) =
∂F (u)

∂u
=

(

∂ f (u)

∂u
,

∂g(u)

∂u

)

(6)
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Fig. 4. Definition of the normal vectors~ni in P1 andP2

elements

We can also construct the residual over eachP1 subele-
ment ofτh,k

φTs =

I

∂Ts

F (uh,k
) · n̂dl =

Z

Ts

~a(uh,k
) ·∇uh,k dxdy

= ~a∗ ·
Z

Ts

∇uh,k dxdy (7)

with ~a∗ a properly defined local average of~a(u) over the
subtriangle such that conservation is preserved (so called
Roe-average).

For a givenP1 triangle we consider the set of normal
vectors{~n j} j∈T , defined by the inward normals to the
edges ofT facing each nodej ∈ T (see figure 4 left). The
norm of~ni is equal to the length of the edge. In the gen-
eral Pk case, withk > 1, we will assume that the~n j ’s are
defined on the localP1 sub-elementsTs ∈ T, as shown on
figure 4 (right) fork = 2. For future use we define the
upwind parameter

k j =
1
2
~a∗ ·~n j implying ∑

i∈Ts

ki = 0 (8)

Note that if we consider aP1Pk element (Pk element for
the solution but onlyP1 triangles for the geometry, defined
by the 3 corner nodes), the inward normals of the sub-
elements can be deduced easily from the ones of the parent
element by a simple rescaling (see figure 4).

A. Residual Distribution schemes on P1 elements

We first recall briefly the Residual Distribution method
onP1 triangles. In the case ofP1 elements it is easy to ver-
ify that the cell residual can be expressed using the upwind
parameterski if a conservative linearization has been used:

φT
=

I

∂T
F (uh,1

) · n̂dl =
Z

T
∇F (uh,1

)dΩ = ∑
i∈T

kiui (9)

The basic idea then consists of distributing fractions of this
cell residual to the three nodes of the elementT. The frac-

tion sent to nodei ∈ T is denotedφi and we require

∑
i∈T

φi = φT (10)

This requirement can be written in terms ofdistribution
coefficientsβi which for consistency sum to unity

∑
i∈T

βi = 1, βi =
φi

φT (11)

After assembling all contributions in the nodes, the nodal
equation for nodei reads, withDi the set of all triangles
that share nodei.

∑
T∈Di

φi = 0 (12)

Since the distribution is restricted to the nodes of the trian-
gle itself, the stencil of the scheme remains compact. This
equation can be solved by embedding in a pseudo–time
interation, i.e. by finding a steady state solution of

|Si |
dui

dt
+ ∑

T∈Di

φT
i = 0, (13)

where|Si | is the area of median dual cell.

A.1 Numerical distribution schemes

Many distribution schemes (defining the splitted resid-
uals φi) have been developed in the past[3], [18], [15] .
A particular class satisfies a multidimensional upwinding
property (MU). Such distributions satisfy the requirement
that a node in a triangle does not receive a contribution
if its opposed phase is an outflow phase. The condition
is easily imposed by requiringφi = 0 wheneverki < 0.
Denoting byk+

i andk−i the positive and negative part of

the upwind parameter,k± =
k±|k|

2 , two wellknown upwind
schemes are given by

The N Scheme:The N scheme is a monotone first order
scheme designed for the solution of the advection equa-
tion. The residuals sent to the nodes are defined by

φN
i = k+

i (ui −uin) (14)

where

uin =
∑i∈T k−i ui

∑i∈T k−i
(15)

is the inflow state of the element. This definition of the
inflow state leads to a conservative discretizationonly if
the state used to computeki results from a conservative
linearization. A generalization which allows for an arbi-
trarily defined averaged state is given by:

uin =
φT −∑i∈T k+

i ui

∑i∈T k−i
(16)
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Clearly equation (16) and (15) are identical ifφT
= ∑kiui .

However, summing up equation (14) over the 3 nodes us-
ing (16) produces the conservative residual wheneverφT

has been computed using contour integration, independent
of the linearization used forki .

LDA scheme:The Low Diffusion A scheme is a linearity
preserving scheme with distribution coefficients defined as

βLDA
i =

k+

i

∑3
m=1k+

m
(17)

Nonlinear blended (BX) scheme:Given a higher order lin-
ear scheme (e.g. the LDA-scheme) and a low order non-
oscillatory scheme (e.g. the N-scheme), the simplest idea
that can be used to construct a nonlinear scheme com-
bining higher order and monotonicity is to blend the two
linear schemes by means of somenonlinear smoothness
monitor, leading to the split residuals

φB
i = (1−θ)φLDA

i + θφN
i (18)

where the nonlinear solution monitorθ should be as close
as possible to 1 in correspondence of discontinuities, while
ensuring that accuracy is kept by having 0 value on smooth
parts of the solution. Different choices are possible as dis-
cussed in [17] .

B. Residual distribution schemes on Pk elements

Consider now the extension of multidimensional up-
wind (MU) schemes to high orderPk elements. First, we
compute the residual on each sub-element :

φTs =

Z

Ts

∇F (uh,k
)dΩ =

I

∂Ts

F (uh,k
) · n̂dl (19)

Then, this residual is distributed to the 3 nodes of the sub-
element, using any of the distribution schemes developed
for P1 triangles, e.g. the N-scheme (14)

φTs,N
i = k+

i (ui −uin) with uin =
φTs −∑i∈T k+

i ui

∑i∈T k−i
(20)

or the LDA scheme (17):

φTs,LDA
i = βiφTs (21)

The linearization used to compute the parameterski can be
based on any linearized state over the subtriangle, without
affecting accuracy nor conservation. After assembling all
contributions for a given node, we end up with the follow-
ing system of nodal equations to solve:

∑
Ts, i∈Ts

φTs
i = 0 (22)

This system of equations can be solved using explicit or
implicit pseudo-time iterations as discussed before.

C. Order of accuracy of Residual Distribution schemes

It has been shown that Residual Distribution schemes
can reach orderhk+1 for steady state solution under two
conditions:
1. The cell residualφT should be approximated with order
sufficently high order, namely

φT
= O(hk+2

) (23)

This condition is automatically satisfied when the residual
is approximated using aPk finite element.
2. The distributed residual should be of the same order

φT
i = O(hk+2

) (24)

This condition is satisfied if condition 1. is satisfied, and
if in addition the distribution coefficientsβi are uniformly
bounded.
Clearly, both conditions are satisfied for the LDA-scheme
on Pk triangles. However, it is wellknown that the N-
scheme does not satisfy the second condition and reduces
to first order onP1 as well as onPk, k > 1 elements.

IV. STEADY–STATE EULER EQUATIONS

We consider briefly the extension to the 2D hyperbolic
system of Euler equations

∇ ·F = 0, (25)

in a domainΩ, whereF = (F1,F2) andFi(u), i = 1,2 are
vector valued functionsFi(u) : R

2 → R
m for u = u(x,y).

Settingm= 1, equation (25) reduces to a steady scalar ad-
vection equation. For the Euler equations in 2D,m = 4
and

u =









ρ
ρv1

ρv2

e









, Fi(u) =









ρvi

ρv1vi + pδ1i

ρv2vi + pδ2i

(e+ p)vi









, i = 1,2

The system is closed by the equation of state for ideal gas

p = (κ−1)

[

e− 1
2

ρ(v2
1 +v2

2)

]

, κ = 1.4

We consider the same triangulationτh,k as before and the
numerical solutionuh,k is componentwise defined by equa-
tion (2). The residual distribution procedure to evolveuh,k

in pseudo–time involves the same steps as for the scalar
conservation law. First, the residual is computed over the
subtriangles, giving

φh,k
=

Z

Ts

∇ ·F (uh,k
)dΩ =

Z

∂Ts

F (uh,k
) ·ndl (26)

Then, the distribution over the 3 nodes of the subtriangle is
made using the schemes developed forP1 triangles which
have been generalized to systems[19], [17] .
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V. RESULTS

A. Sinus Bump

The first test case presented is a subsonic flow in a sine–
bump channel with width equal to 1 and length equal to
4. The inlet Mach numberMin = 0.5. Solutions on three
meshes are compared: the first mesh consists of P1 trian-
gles and has 161 DOF as well as the second mesh, which
contains P2 triangles only. The last mesh is a P3 subtri-
angulation of the computational domain with 175 DOF.
Figure 5 shows Mach number isolines plotted in the range
〈0,1.0〉 with step 0.025.

Fig. 5. Solution with LDA scheme onP1, P2 andP3 ele-
ments in sinus bump channel (top to bottom)

The inlet entropy deviationΣ−Σin is computed for ev-
ery degree of freedom which lies on the bottom wall of the
channel. Figure 6 shows that the entropy error is greatly
reduced when the curvature of the boundary is taken into
account.
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Entropy deviation: sinus bump testcase
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P3P3

Fig. 6. Entropy deviation on bottom wall of the channel

B. Subsonic Cylinder

Next we present results for a more challenging testcase
with stagnation point, namely the flow around a circular
cylinder atM∞ = 0.38. The diameter of the cylinder is 1
and the circular farfield boundary is located at 20 diame-
ters from the center.

Fig. 7. Meshes for subsonic cylinder testcase and results
with LDA scheme on P1 elements (top right), P2 ele-
ments (bottom left) and P3 elements.

The test was run on a relatively coarse O–grid hav-
ing 32× 8 points. The first number denotes the number
of points in the circular direction and the second number
refers to the number of concentric circles in the mesh (fig-
ure 7).

Fig. 8. Grid comparison: P1P1, P2P2 and P3P3 elements
(left to right, top to bottom)
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The P1 mesh was obtained by refining the P2 mesh in
order to retain the number of DOF (1088 in this case). The
P3 mesh contains 2400 degrees of freedom. Comparison
of all three topologies close to the cylinder wall is detailed
in figure 8.

Scheme with low–order representation of geometry
tends to generate entropy layer on the wall of the cylin-
der as shown in the case of LDA on P1P2 elements (figure
9), which is formally third–order accurate, but introduces
additonal error to the solution due to poor geometry reso-
lution.
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Fig. 9. Entropy isolines plotted in the interval
〈11.232,11.259〉 with ∆Σ = 0.001.

C. Subsonic flow around NACA0012

The last test case was solved with p = 2 and p = 3 on two
unstructured grids consisting of 2703 elements and having
5507 and 12315 degrees of freedom, respectively. The free
stream Mach number isM∞ = 0.5 and the angle of attack
α = 2◦.

VI. CONCLUSION

T
HIS contribution has focused on curved boundary
representation for higher order Residual Schemes

based on a curved boundary representation using subpara-
metric or isoparametric transformation of the curved el-
ement to a Cartesian parent element. It has been demon-
strated by numerical experiments that the curved boundary
representation is needed to preserve high order accuracy
for Pk,k>1 representation of the solution.

Fig. 10. Mesh and Mach number isolines (P2 top, P3
bottom), NACA0012,M∞ = 0.5, α = 2◦, ∆M = 0.025.

P2P2

P3P3

Fig. 11. Entropy isolines for subsonic NACA0012 test
case.Σ ∈ 〈11.240,11.244〉, ∆Σ = 0.0001.
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Abstract: An original 1D unified numerical model dealing with 
aerated mixed flow is derived and applied to the case of a 
gallery. The mathematical model is based on a new area-
integration of the Homogeneous Equilibrium Model (HE-Model) 
over the cross-section of a free-surface flow and consists in a 
simple set of equations analogous to the Saint-Venant equations 
for single-phase flow. The frictional pressure drop is computed 
by means of three types of correlations, namely the homogeneous 
friction, the Lockhart-Martinelli correlation and the Müller-
Steinhagen and Heck correlation. Performances of each method 
are compared. Finally, both free-surface and pressurized flows 
are mathematically modeled by means of the free-surface set of 
equations (Preissmann slot model). The original concept of the 
negative Preissmann slot is proposed to simulate sub-
atmospheric pressure. This model is shown to be particularly 
well suited for the simulation of bubbly and intermittent flows 

Keywords:  Numerical Simulation, Mixed Flow, Two-phase 
Flow, Preissmann Slot, Two-phase Frictional Pressure Drop 

I.INTRODUCTION 
Mixed flows, characterized by the simultaneous occurrence 

of  free-surface and pressurized flows, are frequently 
encountered in rivers networks, sewer systems, storm-water 
storage pipes, flushing galleries, bottom outlets,… As a matter 
of fact, some hydraulic structures are designed to combine 
free-surface and pressurized sections (e.g. water intakes).  In 
addition, dynamic pipe filling bores may occur in hydraulic 
structures designed only for conveying free-surface flow 
under an extreme water inflow or upon starting a pump. 
During such a transition, highly transient phenomena appear 
and may cause structural damages to the system [1], generate 
geysers through vertical shafts [2], engender flooding,… 
What is more, air/water interactions may arise, particularly at 
the transition bore [3], and alter thoroughly the flow regime 
and its characteristics. On account of the range of applications 
affected by mixed flows, a good prediction of mixed flow 
features is an industrial necessity. Numerical simulation of 
mixed flow remains however challenging for two main 
reasons. Dissimilarity in the pressure term arises between the 
classical sets of equations describing free-surface and 
pressurized flows. Air/water interaction has to be taken into 
account through a two-phase flow model. 

Different mathematical approaches to describe mixed flows 
have been developed to date. First, the so-called shock-
tracking approach consists in solving separately free-surface 
and pressurized flows through different sets of equations [4, 
5]. However, such an algorithm is very complicated and case-
specific so that it cannot be applied for practical applications. 
Second, the Rigid Water Column Approach [6] treats each 

phase (air/water) separately on the basis of a specific set of 
equations. The latter approach succeeds in simulating 
complex configurations of the transition but fails in its attempt 
to describe all flow regimes. What is more, using the method 
for practical application is not possible because of the 
complexity and specificity of the algorithm. Third, the so-
called shock-capturing approach is a family of method which 
computes pressurized and free-surface flows by using a single 
set of equations [7-10]. In this paper, a shock-capturing 
approach is used, based on the model of the Preissmann slot 
[7]. Free-surface flow and pressurized flow are this way 
equally solved through a free surface set of equations. An 
original concept developed by the authors, the negative 
Preissmann slot, extends the Preissmann slot model to 
simulate sub-atmospheric pressurized flows. 

Computing air-water interaction requires using a two-phase 
flow model. On the one hand, to authors’ knowledge, no 
mixed flow model takes into account the effect of entrained 
air in the water flow. Only the air phase pressurization is 
usually modeled, as in the Rigid Water Column [6] and in the 
shock-capturing model of Vasconcelos [8]. On the other hand, 
usual multiphase flow investigations focus mainly on fully 
pressurized flow in small diameter pipes for chemical and 
mechanical engineering applications. There have been only a 
few attempts, often  based on a transport equation [11], to 
simulate air entrainment in large hydraulic structures. 
Consequently, the current research aims at applying classical 
model for multiphase flow to civil engineering applications.  
In this paper, a Homogeneous Equilibrium Model (HE-
Model) coupled with the Preissmann slot model is derived.  
For this purpose, the local instant formulation [12], which 
characterized each phase individually and the interfacial 
transfers, is time-averaged; By introducing macroscopic 
variables in terms of mixture properties and assuming 
equilibrium between each phases, the 3D HE-Model is 
established. Then, a new area-integration of the 
Homogeneous Equilibrium Model (HE-Model) over the 
cross-section of a free-surface flow gives a simple 
mathematical model analogous to the Saint-Venant equations 
for single-phase flow. Finally, the 1D HE-model derived is 
closed by specification of constitutive equations. The pressure 
constitutive equation is derived by using a non-dimensional 
analysis of the neglected momentum equations and the Phase 
change source term is derived from experimental measures. 
The frictional pressure drop is computed by means of three 
types of correlations, namely the homogeneous friction, the 
Lockhart-Martinelli correlation and the Müller-Steinhagen 
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and Heck correlation. Performances of each method are 
compared.  

These developments have been implemented in the one-
dimensional module of the software package WOLF. WOLF 
is finite volume flow simulation modelling system developed 
within the Laboratory of Hydrology, Applied Hydrodynamics 
and Hydraulic Constructions (HACH) of the University of 
Liege.  

Application to this new model to the case of flows in a 
gallery is presented in this paper. Experimental results from a 
physical model build in the Laboratory of Structures 
Hydraulics of the University of Liege are used for comparison 
with numerical results. 

II.HOMOGENEOUS EQUILIBRIUM MODEL  

A.3D Time-averaged Governing Equations 
If we assume that each sub-region bounded by interfaces in 

an air-water flow may be considered as a continuum, the 
standard single-phase Navier-Stokes equations holds for each 
subregion with appropriate jump and boundary conditions. 
This is the Local Instant Formulation (LIF) [12] which is 
summarized in Fig. 1. 
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Fig. 1 : Local Instant Formulation according [12] 

In principle, a two-phase flow model should solve the local 
instant formulation. Obtaining a solution this way is however 
mathematically difficult and beyond the present 
computational capability for many engineering applications. 
On account of this, practical model have been developed. 
Majority of them is notably derived by application of 
averaging procedure on the LIF. Many averaging methods 
have been developed to date and used to study two-phase 
flow systems: the Eulerian Averaging, the Lagrangian 
Averaging and the Boltzmann statistical averaging [13]. In the 
present work, the Eulerian time averaging procedure is chosen 
because it is proven to be particularly useful for turbulent 
two-phase flow. As pointed in Fig. 2, it results into different 
models according the choice of the macroscopic variables. 

The first type of model is called two-fluid model. Each 
phase is treated as a separate fluid with its own set of 
governing equations [14]. Difficulties stem from the 
derivation of interfacial conditions [12]. In the second type of 
method, it is assumed that the multiphase flow may be 
described as a single phase flow of mixture variables which 
refers to the motion of the centre of mass. The motion of the 
dispersed phase is then treated in terms of diffusion through 
the mixture. This model is usually called drift-flux model 

[15]. Since the momentum equation for this phase is 
neglected, a constitutive equation for the relative velocity is 
required. In particular, if all phases are assumed to move at 
the same velocity (the relative velocity is negligible), it results 
in the Homogeneous Equilibrium Model (HE-Model).  

Homogenous flow theory provides the simplest technique 
for analyzing multiphase flows. Using suitable averaged 
properties, the fluid is treated as a pseudo-fluid that obeys the 
usual equations of a single-component flow. This assumption 
is particularly suited for dispersed bubbly flow. The model is 
commonly used for the simulation of heat exchangers [16, 
17], two-phase flow in ducts [18],…In the current section, the 
layout of the 3D HE-Model is presented and then the 1D free-
surface HE-Model resulting from an original area-integration 
is introduced. 

Local Instant Formulation

Eulerian Time Averaging

Introduction of Macroscopic  Variables

Mixture properties Phase properties

Drift‐Flux Model : 
3 field equations

Two‐fluid Model :
4 field equations

+ interfacial conditions

Homogeneous 
Equilibrium  Model  

Fig. 2 : Modelling approaches 

3D HE-model is derived through the time averaging of the 
Local Instant Formulation for multiphase flow, the 
introduction of suitable mixture variables and the assumption 
of equilibrium between phases. For further details, we refer 
the interested reader to the classical book of Ishii and Hibiki 
[12]. The resulting field equations are written as: 
• The continuity equation: 

 ( )m
m m 0

t
∂ρ

+∇ ρ =
∂

v  (1) 

• The diffusion equation: 

 ( )g
g m gt

∂α
+∇ α = Γ

∂
v  (2) 

• The momentum equation: 

 

( )

( )

m m
m m m

T
m m m m

t

p

∂ρ
+∇ ρ

∂
=

−∇ +∇ τ + τ +ρ +

v
v v

g M

 (3) 

where ρm[kg/m³] is the mixture density, vm[ms-1] is the 
mixture velocity vector (under the assumption of velocity 
equilibrium, vm= vwater= vair), αg[-] is the air void fraction, 
Γg[s-1] is the phase change volume generation, pm[Nm-2] is the 
mixture pressure, τm[Nm-2] and τT[Nm-2] are the viscous and 
turbulent stress tensors, g[ms-2] is the gravity and Mm[kgs-2m-
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2] is the interfacial momentum source. It is worthwhile noting 
that the simplicity of equations (1) to (3) results from the wise 
choice of the mixture macroscopic properties. 

Closure of the HE-model requires the definition of the 
mixture variables and a constitutive equation. Air and water 
are supposed to be incompressible Newtonian fluid, and the 
mixture properties are written as follows: 

 
( ) ( )
( ) ( )( )

m g g g w g w

T

m g g g w

1     1

1 . .   

ρ = α ρ + −α ρ ≅ −α ρ

⎡ ⎤τ = α μ + −α μ ∇ + ∇⎣ ⎦ v v
 (4) 

At this point, no assumption is needed for the constitutive 
equations of the turbulent stress τT, the phase change volume 
generation Γg, the pressure distribution pm and the mixture 
momentum source Mm. These terms will be taken into account 
by means of macroscopic laws specifically derived for the 1D 
model. 

B. 1D Area-integrated HE-Model  
In many cases, the computational domain is essentially one-

dimensional (both the flow depth and width are way smaller 
than the flow length) and the computation effort can be 
greatly reduced by simplifying two-equations of momentum 
and area-integrating the remaining equations [19]. The 
originality of the present paper is to consider a free-surface 
flow in the integration process. It is indeed shown in section 
III.D how the free-surface set of equations can be used to 
simulate pressurized flow as well. It results in the 1D free-
surface HE-Model.  

 
Fig. 3 : Domain of integration 

For this purpose, a Cartesian coordinate system oxyz is set 
in such a way that x-axis is parallel to the predominating flow 
direction of the computational domain (Fig. 3). The whole 
process of integration is beyond the scope of this paper. The 
derivation is performed by analogy to the integration of the 
Saint-Venant equations for pure water flow as exposed in [19] 
but the basis equations are in this case a two-phase flow 
model. Briefly, momentum equations (3) along both the y-
axis and the z-axis are simplified by means of a non-
dimensional analysis and reduce to a pressure distribution 
over the flow section: 

 
m z

p
gsin

z
p

0
y

∂⎧ = −ρ θ⎪ ∂⎪
⎨∂⎪ =
∂⎪⎩

 (5) 

Successive integration over the flow width (y-abscissa) and 
the flow depth (z-abscissa) are performed on the basis of the 
Leibniz integral rule [19] and adapted boundary conditions at 
the bottom, free-surface and banks of the cross-section. The 
success of the method relies on choosing wisely the definition 
of the area-average . As a consequence, the area-average of a 
general function f is defined as:  

 ( ) ( )1
f x,t f x,y,z,t dA

ΩΩ ∫  (6) 

where Ω[m²] is the flow cross-section area. Likewise, the 1D 
mixture velocity is chosen as the mixture density weighted 
area-average of the 3D mixture velocity: 

 m m
m

m

u
u

ρ
ρ

 (7) 

The resulting field equations are written as: 
• The area-integrated continuity equation: 

 
( ) ( ) mg g1 1 u

0
t x

∂ − α Ω ∂ − α Ω
+ =

∂ ∂
 (8) 

• The area-integrated diffusion equation: 

 
mg g g

g

u

t x

∂ α Ω ∂ α Ω Γ
+ = Ω
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• The area-integrated momentum equation: 
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Where 

 ( ) ( )
s

b

h

w s
h

p h z l z dz
−

= −∫  (11) 

and Z[m] is the free surface elevation, SF[-] is the friction 
slope (resulting from the integration of the viscous, turbulent 
shear stress and the interfacial momentum source). In 
equation (10), the covariance term has been introduced as the 
difference between the average of a product and the product 
of the average of two-variables [20]. Since the profile of 
velocity is assumed to be flat in the present paper, the 
covariance term reduces to zero.  

C.  Constitutive Equation for the Phase Change 
To close the partial differential system, we still need to give 

an expression for the phase change volume generation Γg. 
Literature is abundant for empirical relations. To keep the 
generality of the model, a very fundamental relation given in 
[11] for air entrainment in free-surface flow is used:  

 ( )g
eq

g

m
Γ

Ω = − Γ α−α
ρ

 (12) 

where Γ and αg are constants calibrated with experimental 
results. The onset of air entrainment is controlled by the 
parameter m=1 or m=0.  
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D.  Numerical Scheme 
Discretization of equations (4)-(7) is performed by means 

of a finite volume scheme with an original flux vector 
splitting [21]. The scheme has been proven to be 1st order 
accurate and very robust. The time discretization is achieved 
with a classical 3-step Runge-Kutta algorithm [22]. The 
efficiency of such an explicit method is well known because 
of its low computation-cost. Moreover the coefficients have 
been tuned to emphasize the dissipation and the stability 
properties of the scheme. 

III.  CONSTITUTIVE EQUATION FOR THE FRICTION 
Head loss in pressurized and free-surface single phase flow 

can be readily calculated by means of the Darcy-Weisbach 
equation [19] coupled with the Moody-Stanton diagram, the 
Blasius equation or the Colebrook implicit relation. 

However, additional head-loss has to be accounted for in 
two-phase flow. Due to the importance of a correct evaluation 
of the frictional pressure drop, pressure drop and void fraction 
data have been collected for horizontal, vertical and inclined 
gas-liquid systems and many attempts have been made to 
develop general procedures for predicting these quantities. 
Thus, the literature contains a plethora of engineering 
correlations for pipe friction, channel friction and some data 
for other interesting components such as pumps. In this paper, 
a comparative study of the three most widespread correlations 
is proposed. In particular, the various formulations are applied 
on a practical application in civil engineering. 

A. Homogeneous Friction  
When the mixture is thoroughly mixed both air and water 

can be assumed to move at the same velocity and the 
frictional pressure drop can be approximated by the friction 
coefficient for a single phase flow calculated on the basis of 
suitable “mixture parameters”. This model is called 
homogeneous model [17, 23] or no-slip model [24]. The most 
thorough discussion of the model is given by Wallis [17]. The 
frictional pressure gradient is then calculated by means of the 
Darcy-Weisbach equation: 

 
2
m

m F m
F h

udp
g S f

dx 2D
⎛ ⎞− = ρ Ω = ρ Ω⎜ ⎟
⎝ ⎠

 (13) 

where f is the friction factor and Dh is the hydraulic diameter 
which is defined as: 

 h hD 4R 4
Ω

= =
∂Ω

 (14) 

Rh is the hydraulic radius which is given by the cross-
sectional area Ω divided by the wetted perimeter ∂Ω. 

In chemical and process engineering, the friction factor f is 
usually computed with an explicit Blasius-like correlation as 
follows:  
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f f
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In civil engineering, the implicit Colebrook-White correlation 
for the friction factor is preferred as it takes into account the 
pipe roughness as well: 

1
f f

D
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h f
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(16) 

where kD[m]  is the roughness height. 
In both equations (15) and (16), the Reynolds number Re is 
the mixture Reynolds defined as: 
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u D
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The mixture viscosity µm is approximated with rheological 
models that take into account the void fraction. Many 
correlations are available but the authors found that the  
McAdams formulation [25] gives the most reliable results: 

 g g

m g w

x 1 x1 −
= +

μ μ μ
 (18) 

where the quality xg is defined as: 

 g air
g

m

x
α ρ

=
ρ

 (19) 

B. Lockhart-Martinelli Correlation (LM) 
Two-phase friction pressure drop are still nowadays often 

modeled on the basis of the classical theory established by 
Lockhart and Martinelli [26]. Two-phase flow is considered 
to be divided into liquid and gas streams. Correlations are 
constructed with the results for the frictional pressure gradient 
in single-phase pipe flows of each of the two fluids. They are 
calculated on the basis of the Darcy-Weisbach equation 
applied to each single-phase stream: 
• For the water flow: 

 
( )( )2m g

w f ,w
F,w h

u 1dp
f

dx 2D

− α⎛ ⎞− = ρ Ω⎜ ⎟
⎝ ⎠

 (20) 

• For the gas flow: 

 
( )2m g

g f ,g
F,g h

udp
f

dx 2D

α⎛ ⎞− = ρ Ω⎜ ⎟
⎝ ⎠

 (21) 

The friction factors are calculated by means of the Blasius-
like equation (15). In the original paper of Lockhart and 
Martinelli [26] they found that the strict determination of X² 
using the exact Blasius equation does not fit adequately when 
compared with experimental data. They achieve agreement 
when setting 0.2

ff 0.184Re−= for turbulent flow. These values 
are normally used nowadays in chemical engineering and 
have been validated for civil engineering applications in [27]. 

The pressure drops computed this way are then correlated 
with the Lockhart-Martinelli parameter defined as: 

 2 F,w

F,g

dp
dxX

dp
dx

⎛ ⎞
⎜ ⎟
⎝ ⎠

⎛ ⎞
⎜ ⎟
⎝ ⎠

 (22) 

X² gives a measure of the degree to which the two-phase 
mixture behaves as the water rather than as the gas. 

In addition, the two-phase frictional pressure drop is 
expressed in terms of two-phase multipliers defined as: 
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 2 2F F
f ,w f ,g

F,w F,g

dp dp
dx dxand

dp dp
dx dx

⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠Φ Φ

⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 (23) 

In the initial paper of Martinelli and Lockhart [26], the 
relations of 2

f ,wΦ  and 2
f ,gΦ as a function of 2X  was presented 

in graphical forms for the 4 flow regimes: turbulent-turbulent, 
viscous-turbulent, turbulent-viscous and viscous-viscous. For 
sake of easier numerical application, Chisholm [28] develop 
simplified equations: 

 2
f ,w 2

N 1
1

X X
Φ = + +  (24) 

 2 2
f ,g 1 N.X XΦ = + +  (25) 

The coefficient N can thereby be set according to the flow 
regime defined previously according to table 1.  

Tableau 1 : Coefficient N according to[28] 
Liquid Gas N 

Turbulent Turbulent 20 
Viscous Turbulent 12 

Turbulent Laminar 10 
Viscous Laminar 5 

C. Approach of Muller-Steinhagen and Heck (MSM) 
Müller-Steinhagen and Heck [29] suggested a new 

correlation for the prediction of the frictional pressure 
gradient in two-phase flow in pipes. The effort was explicitly 
aimed at developing an approach which is simpler in 
application but still reliable in terms of accuracy. According 
to them, the pressure drops of the respective single-phase 
flows are calculated as follows: 

 
( )2m m

f ,w0 MSH
F,w0 w h

udp
f A

dx 2 D

ρ⎛ ⎞ = =⎜ ⎟ ρ⎝ ⎠
 (26) 

And  

 
( )2m m

f ,g0 MSH
F,g0 g h

udp
f B

dx 2 D

ρ⎛ ⎞ = =⎜ ⎟ ρ⎝ ⎠
 (27) 

And the friction factors are computed with Blasius-like 
correlation (15) where the Reynolds numbers used are given 
by the two following relations: 

 m m h m m h
f ,g0 f ,w0

g w

u D u D
Re and Re

ρ ρ
= =

μ μ
 (28) 

The equation developed for the roughly linear increase of the 
pressure drop with increasing quality for x<0.7 can be 
written: 

 ( )MSH MSH MSH MSH gG A 2 B A x= + −  (29) 

To cover the full range of flow quality 0≤ gx ≤1, a 

superimposition of equations (27) and (29) is used: 

 ( )
1 CC

MSH g MSH g
F

dp
G 1 x B x

dx
⎛ ⎞ = − +⎜ ⎟
⎝ ⎠

 (30) 

A value of C=3 was found by curve fitting measured data. 
To determine the reliability of the method, Müller-

Steinhagen and Heck [29] assessed their correlation against a 
data bank containing 9313 measurements of pressure gradient 
for different fluids, different pipe diameter and different flow 
conditions. They reported accuracy similar to the more 
complicated methods. However, for engineering applications, 
Keller [27] shows this method does not reach the same degree 
of accuracy than the Lockhart-Martinelli correlation when 
compared to measurement on scale model.  
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Fig. 4 : Comparison between various friction correlations 

D.Comparison of the Methods 
In view of the previous description of the various friction 

correlations, it is clear that not only the friction factor but also 
the kinetic term is affected by the presence of air. As a result, 
correlations cannot be compared in all generally by means of 
a Moody-like diagram. A particular case is hence specified for 
sake of comparison. We consider a pressurized flow in a 

circular pipe of 0.5m of diameter. Fig. 4 gives then the 
equivalent friction factor (defined as the pressure drop 
divided by the mixture kinetic energy) plotted against the 
mixture Reynolds number (for a local void fraction of 10%) 
and the local void fraction (for a discharge of 5m³/s). Similar 
analyses have been made with various cross-section shapes, 
with various hydraulic diameter as well as with free-surface 
flow. The following conclusions stay consistent. We conclude 
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from Fig. 4 that homogeneous theory and MSM theory gives 
analogous results for smooth pipes and LM method gives 
slightly bigger friction factor, especially for laminar flow. 
However, if the pipe roughness becomes important, all the 
method based on Blasius-like formulation underestimate the 
friction factor. 

Under the assumption that a small void fraction (αg<5%) 
does not affect drastically the onset of a boundary layer at the 
pipe walls, homogeneous Colebrook-White correlation is 
consequently preferred since it takes into account the pipe 
roughness, which is a determinant parameter in civil 
engineering.  

IV.PREISSMANN SLOT MODEL 
Pressurized flows are commonly described through the 

Water Hammer equations [30] derived from the equations of 
continuity and motion in closed pipe. According to the 
Preissmann slot model [7], pressurized flow can be equally 
calculated through the free-surface equations by adding a 
conceptual slot at the top of a closed pipe (Fig. 5b). When the 
water elevation is above the pipe crown, it provides a 
conceptual free-surface flow, of which the gravity wavespeed 
is given by sc g T= Ω (Ts is the slot width). Strictly 
speaking, the pressure wave celerity of a flow in a full pipe, 
referred by a[m/s], depends on the properties of the fluid, the 
pipe, and its means of support. In first approximation, its 
value is not dependant of the pressure value and may be 
computed on the basis of solid mechanics relations [30]. It is 
then easy to choose a slot width Ts which equalizes the 
gravity wavespeed c to the water hammer wavespeed a: 

 
( )s

g dp
T          with       a²

a² d
Ω

Ω
ρΩ

 (31) 

From a hydraulic point of view, all the relevant information 
is summarized in the relation linking the water height and the 
flow area (H-A). A specific relation corresponds to each 
geometry of the cross section (Fig. 5a). Adding the 
Preissmann slot leads to linearly extend the relation beyond 
the pipe crown head. In order to simulate pressurized flows 
with a piezometric head below the pipe crown, the authors 
propose a new concept, called negative Preissmann slot. It 
consists in extending the Preissmann straight line for water 
height below the pipe crown (Fig. 5c). To each water level 
below the pipe crown corresponds two values of the flow 
area: one for the free surface flow and one for the pressurized 
flow. The choice between the two relations is done according 
to the local aeration conditions (closed pipe or presence of an 
air vent). For further details, we refer the interested reader to 
the following paper [31] totally dedicated to this mathematical 
model. 

For steady flow applications, the choice of the slot width 
may be arbitrary. On the one hand, the wave celerity does not 
affect the steady state of a flow.  On the other hand, explicit 
numerical schemes are characterized by a time step Δt that is 
limited by a CFL condition of the form: 

 ( )m

x
NbC 1 with       NbC max u c *

t
Δ

≤ +
Δ

 (32) 

It seems then reasonable to impose a wider slot than the width 
calculated with equation (31) in order to decrease the number 
of computation steps.  
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Fig. 5 : The Preissmann slot method under different flow conditions 

380



V.STEADY FLOW APPLICATION 
This section outlines the application of the 1D HE-Model 

for simulating stationary mixed flows taking place in a 
gallery.  Numerical results are compared with experimental 
results provided by experimental investigations carried out in 
the Laboratory of Structures Hydraulics (HACH) of the 
University of Liege. The model (Fig. 6) includes a plexiglas 
circular pipe linking two tanks. Topography of the upstream 
and downstream tanks has been built regarding realistic in-
situ natural conditions. The gallery inlet and outlet structures 
are also represented. Experimental apparatus, measurement 
systems and results are described in details in [32].  

A.Experimental Investigations 
Investigations focus mainly on stationary flows and aims at 

determining the flow discharge through the gallery as a 
function of the upstream pressure head. Strong air/water 

interactions may alter the flow behaviour. In particular, the 
flow discharge through the gallery is strongly influenced by 
air/water interaction, and consequently depends of the 
aeration rate as well. 

Various two-phase flow patterns are observed according to 
the flow discharge through the gallery. Fig. 7 shows the 
experimental relation between the flow discharge and the 
upstream pressure head (zero level is set at the upstream 
reservoir bottom level). The curve defines 5 areas 
corresponding to the 5 flow patterns (Fig. 7) traditionally 
mentioned in the literature [17]: 
1. A smooth stratified flow.  
2. A wavy stratified flow. 
3. An intermittent flow that includes slug flow as well as 

plug flow. 
4. A bubbly flow. 
5. A pure water pressurized flow. 
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Fig. 6 : Experimental setup 
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B.Pure Water Simulation 
In this section, simulations are performed under the 

assumption of a pure water flow (void fraction is equal to 
zero), with a spatial discretization step Δx=3.33cm and a CFL 
number limited to 0.5. As exposed in section III, the 
Homogenous Colebrook-White correlation is used with the 
McAdam formulation for the mixture viscosity and a 
roughness height kD = 2.10-5m. Comparison of results 
computed with other two-phase friction correlations is 
provided in section V.D. The flow discharge varies between 
5l/s and 55l/s. A first head/discharge relation (dotted line in 
Fig. 10) is computed with the HE-Model and assuming a free 
surface appears in each mesh if the water height is below the 
pipe crown (air phase above the free surface is at atmospheric 
pressure). The second head/discharge relation (continuous 
line) is computed by activating the negative Preissmann slot 
(sub-atmospheric pressurized flow). 

Numerical results are in good accordance with experimental 
data for smooth stratified flows and fully pressurized flows. 
Bubbly and intermittent flows show a similar behavior to the 
sub-atmospheric pressurized flows. A periodic instability 
between two unstable steady flow regimes occurs in the area 
of wavy stratified flows. The instability induces large period 
(10s to 60s) oscillations of the water level in the upstream 

reservoir. For further details over this regime, we refer the 
interested reader to the paper of Erpicum and al. [32]. 

Experimental and numerical data for the distribution of the 
total head and the pressure head (water level for free surface 
flow) along the gallery length are given in Fig. 8 for a smooth 
stratified flow (discharge of 9.5l/s) and a fully pressurized 
flow (discharge of 48.4l/s). In the latter case, results are in full 
agreement. In the former case, a slight discrepancy is 
observed in the total head curve. It results from the effect of 
the air phase flowing above the free surface that is not taken 
into account in the computation. 

A comparison of the results given by the computation for an 
intermittent flow of 38.4l/s discharge is shown in Fig. 9. 
Pressure distribution along the gallery is computed in Fig. 9b 
under the assumption of a free surface flow. Large 
discrepancies of the results are observed. In Fig. 9a, activation 
of the negative Preissmann slot gives the curve corresponding 
to a pressurized flow. We consequently identify a large area 
of sub-atmospheric pressure in the upstream part of the pipe. 
Results are now in better accordance and it has been 
concluded that the aeration rate of the pipe is not sufficient to 
induce the apparition of a free surface flow. However, some 
differences still remain due to the air-water interactions. 
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Fig. 8 : Computed total head and pressure head distribution 

for a smooth stratified flow and a pressurized flow 
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Fig. 9 : Computed total head and pressure head distribution 

for an intermittent flow sub-atmospheric pressurized flow and 
free-surface flow computation 
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Fig. 10 : Computed flow discharge relation for pure water simulations 
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C. Air-water Mixture Simulation 
Application of the HE-Model enables to overcome the 

results discrepancy observed in section V.B for bubbly and 
intermittent flows (Fig. 9). The effect of the entrained air on 
the water flow is accurately computed by using the equation 
(12) for the phase change volume generation Γg. The 
parameter Γ is set at 25 and αg is calibrated according to the 
flow pattern observed. For bubbly flows, as bubbles arise 
from the air dissolved in water, equilibrium void fraction is 
chosen between 0.5% and 2%. For intermittent flows, an 
additional air supply is provided through a vertical vortex 
appearing at the water intake. Equilibrium void fraction is 
then chosen between 2% and 4.5%. 
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Fig. 11 : Computed total head and pressure head 
distribution for a bubbly (flow discharge of 38.4 l/s and void 

fraction of 4.5%) 

Fig. 12a shows a comparison between experimental and 
numerical data for the discharge curve. Taking into account 
air/water interactions in the computation obviously gives 
more accurate results for bubbly and intermittent flows. The 
void fraction relation corresponding to this new relation is 
given in Fig. 12b. 

 

A comparison between experimental data and numerical 
results computed with the HE-Model is drawn on Fig. 11. 
Computation is performed with a flow discharge of 38.4l/s 
and a void fraction of 4.5%. Results are shown in full 
agreement.  

D. Influence of the Friction Law 
In this section, computation is performed for a bubbly flow 

of 36.5 l/s and a void fraction of 4.5%. The 4 friction 
correlations introduced above are considered: Homogeneous 
Colebrook-White (kD = 2.10-5m), Homogeneous Blasius, 
Lockhart-Martinelli and Müller-Steinhagen and Heck. Results 
in terms of the upstream total head, which is the parameter the 
most affected by the friction, are given in Tab. 1. Obviously, 
accuracy of the results is only slightly affected by the choice 
of the friction correlation. It is worthwhile noting the 
Homogeneous Colebrook-White gives the most conservative 
results (it gives the biggest head-loss). Again, it results from 
the fact that the Homogeneous Colebrook-White correlation is 
the only one that considers the pipe roughness in the 
calculation. As a result, this method seems the most reliable 
for civil engineering application for which pipe roughness is 
clearly a major parameter. 

Tab. 1 :  Comparison of friction correlations 

  Upstream Total Head 
[cm] 

Error 
[%] 

Experimental  40.53  2.5% 
Homogeneous Colebrook  39.5036  2.5% 
Homogeneous Blasius  39.5027  2.5% 
Lockhart‐Martinelli  39.5004  2.5% 
Müller‐Steinhagen and Heck  39.5018  2.5% 
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Fig. 12 : Results of air-water mixture simulation 
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CONCLUSIONS 
The original mathematical model derived in this paper is a 

first step towards a completely unified model for the 
simulation of highly transient mixed flow in multi-scale 
hydraulic structures. Thanks to the Preissmann slot method, 
both free-surface and pressurized flow are calculated through 
the free-surface set of equation by adding a narrow slot at the 
top of the pressurized sections. In addition, an original 
negative Preissmann slot has been added to simulate sub-
atmospheric pressure. Area-integration of the Homogeneous 
Equilibrium Model over the cross section give a simple set of 
equations, analogous to the Saint-Venant equations, for 
analyzing air-water flows. This assumption has been shown to 
be particularly well-suited for the simulation of bubbly and 
intermittent flows. 

The fundamental concepts introduced in the previous pages 
pave the way for further research. Experimental research is 
required to develop appropriate source terms as phase change 
volume generation and friction correlation. Development of a 
stratified air/water model would give us insight into wavy 
stratified flows. All results should be then easily extended to 
multidimensional problems.  
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Abstract—A new library called FlexMG has been
developed for large-scale CFD calculations. This
library allows to use various types of iterative
solvers preconditioned by algebraic multigrid meth-
ods. Two families of multigrid preconditioners have
been implemented, of smooth aggregation-type and
finite-element-type. These two families of multigrid
preconditioners can be used as a stand-alone solver
or coupled to a GMRES method. After analyzing
the accuracy of our solvers on a typical test case,
their performance in terms of convergence rate, av-
erage number of iterations per time step, compu-
tational speed and memory consumption are com-
pared with the performance of a direct sparse LU
solver as a reference.

Keywords— algebraic multigrid, smooth aggrega-
tion, finite-element, GMRES, CFD

I. Introduction

COMPUTATION of turbulent flows requires the
unsteady Navier-Stokes equations to be solved

on highly refined meshes over a considerable num-
ber of small time steps. For applications of prac-
tical interest, requirements in terms of computation
time and memory consumption remain one of the key
aspects for such simulations, which can be accom-
plished only by using state-of-the-art numerical meth-
ods and supercomputing facilities. Indeed, one of the
main challenges of contemporary CFD is to solve ever
larger problems in a scalable manner (i.e. both mem-
ory and computation time requirements scale linearly
with problem size). Direct solvers such as exact LU
factorizations work well for small problems only. For
larger problem sizes, poor scalability is observed, espe-
cially in terms of memory [1]. Traditional fixed-point
iterative methods (Jacobi, Gauss-Seidel, ILUT for in-
stance) scale well in terms of memory consumption,
but not at all in terms of computation time. The rea-
son for this is that such methods are only effective
for damping out high wave number errors; as soon
as these have been removed, convergence stagnates
on the remaining low wave number error components.

Krylov accelerators [2], [3] represent a significant im-
provement over fixed-point methods. Indeed, unlike
fixed-point methods, they look for an optimized so-
lution that minimizes the residual at each iteration.
Nevertheless, unless scalable preconditioners are used,
even these algorithms fail to provide adequate scaling.
The missing ingredient is multigrid, a technique which
relies on a series of increasingly coarser approxima-
tions of the original ‘fine’ problem. The underlying
concept is always the same: low wave number er-
rors on fine grids become high wave number errors
on coarser levels. Hence, they may be effectively re-
moved by recursively applying fixed-point methods on
coarser levels [4]. In this context, a new library of it-
erative solvers preconditioned by algebraic multigrid
has been developed for CFD applications and is pre-
sented in this paper.

II. Background

In this study, our library FlexMG is tested
within the combined spectral/finite-element code
SFELES [5], [6]. This unsteady and incompressible
Navier-Stokes solver is based upon a combination of fi-
nite element in-plane discretization and a spectral dis-
cretization in the transverse direction (or azimuthal if
working in axisymmetric coordinates). Together with
a pseudo-spectral treatment of the nonlinear terms,
this approach allows to transform 3D problems into
a series of N 2D linear problems in Fourier space
that are decoupled within each time step. At each
time step, N sparse linear systems (corresponding to
N Fourier modes) need to be solved with eight un-
knowns per node (i.e. real and imaginary components
of u, v, w and p). For each system Am x = bm (as-
sociated to a Fourier mode m), only the linear terms
of the Navier-Stokes equations (time derivative, pres-
sure, diffusion) are contained in the stiffness matrix
Am while all non-linear terms (convection and stabi-
lization terms) are contained in the right hand side
bm. Moreover, the size of each system Am is equal to
eight times the number of nodes, except for modes 0

Proceedings of the 8th National Congress

on Theoretical and Applied Mechanics,

May 28-29, Brussels, Belgium.

385



and N
2 which are purely real. However, in what fol-

lows, the two systems associated to these real modes
are grouped together so that the size of each system
is always identical.
The considered linear systems are in general very
large, nearly symmetric, constant in time and can be
very stiff due to highly anisotropic stretched meshes
needed to resolve viscous boundary layers. Exact LU
factorization is quite efficient for this code, provided
that the number of nodes per finite-element plane is
not too large. Indeed, since the stiffness matrix is
constant in time, the factorization is performed only
once at the first time step and stored for the whole
computation. Nevertheless, the number of unknowns
per finite-element plane is limited by the memory con-
sumption of this method. The possibility of solving
these systems using various types of algebraic multi-
grid methods is therefore currently explored.

III. Multigrid Preconditioners

Let
Ax = b (1)

be the problem to solve. Multigrid is an iterative pro-
cedure which relies on a series of increasingly coarser
approximations of the original ‘fine’ problem. The
underlying concept is the following: low wave number
errors on fine grids become high wave number errors
on coarser levels which can be effectively removed by
applying fixed-point (also called relaxation) methods
on coarser levels [4]. A typical multilevel correction
scheme with two grid levels is described in Fig. 1.

Restrict
r2h = R2h

h rh

Prolongate
eh ≈ Ph

2h e2h

2h

h
Relax on Ah xh = bh

xh
in h

Relax on Ah xh = bh

xh
outCorrect xh← xh + eh

Compute rh = b−Ah xh

Solve A2he2h = r2h

Fig. 1. Multilevel correction scheme.

A typical V multigrid cycle starts at the finest level
with an arbitrary initial guess as a solution. Some
relaxation iterations are performed on the fine grid to
remove the high wave number errors. The residual on
the finest level is then computed and transferred from
the fine level to the next coarser level. The remain-
ing low wave number errors on the fine grid appears
now as high wave number errors on the coarse grid
and can thus be eliminated efficiently with some ad-
ditional relaxation iterations at the coarse level. The
transfer from a fine level to the next coarser one is

called ‘restriction’. After some relaxation cycles on
the coarse level, the solution of the coarse problem is
then restricted again to next coarser level and so forth
until the coarsest level is reached.
At the coarsest level, the system is usually solved ex-
actly with a direct solver since the size of the problem
at that level has decreased significantly. The solution
obtained at the coarsest level is than interpolated back
to the finer level. The transfer from a coarse level to
the next finer one is called ‘prolongation’. The solu-
tion of the fine grid problem is then corrected and in-
terpolated to the next finer level after some relaxation
iterations, called post multigrid sweeps. The solution
is finally prolongated till the finest level is reached. In
conclusion, each grid is responsible for eliminating a
particular wave number of the bandwidth of errors.
The main difficulty of these multilevel correction
scheme lies in the construction of the coarse grid stiff-
ness matrices and the grid transfer operators to inter-
polate the solution from a coarse level to a fine level
(prolongators) and vice versa (restrictors). FlexMG
provides two main procedures of building the prolon-
gators which are described in the next section. The
inverse operation is ensured by the restrictors which
are simply taken as the transpose of the prolonga-
tors in all cases. At each level (except the finest), the
stiffness matrices are built according to a Galerkin
formulation [7], [8]:

A coarse = R fine→coarse A fine P coarse→fine (2)

The multilevel correction scheme described in this sec-
tion can be used alone or coupled to a well-known GM-
RES method (Generalized Minimum RESidual [2],
[9]). When used as a stand-alone solver, the whole
process illustrated in Fig. 1 is repeated until satisfac-
tory convergence is reached. One of the main draw-
backs of such a method is its lack of robustness. In-
deed, nothing guarantees that this method will con-
verge in all cases. To obviate this problem, the multi-
level correction scheme can also be used as a precon-
ditioner of a GMRES method.
Considering a right preconditioning of the system de-
scribed in Eq. (1)

(A M −1) u = b and x = M −1 u (3)

and letting

K k = span{ r 0, A M −1 r 0, . . . , (A M −1) k−1 r 0 } (4)

be its Krylov subspace of dimension k, with r 0 the
initial residual and M −1 a cheap approximation of
A−1, the basic idea of GMRES is to look for a solution
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x k (at iteration k) that belongs to the subspace K k

and minimizes the residual r k.
The solution for this method can then be written as

u k = u 0 + V k y k (5)
x k = M −1 u k (6)

where V k is an orthonormal basis for the Krylov sub-
space of dimension k already defined in Eq. (4). At
each iteration of the GMRES procedure, a new search
vector for the solution is determined by computing an
optimal linear combination of all the previous search
vectors. Optimal here means which minimizes the
residual, as mentioned above [2], [9].
After deriving the whole multilevel correction scheme
for k iterations (k V cycles) and provided that the ini-
tial guess x 0 = 0, the solution of the problem A x = b
can be written as x k = P −1

k b with P −1
k an explicit ap-

proximation of A−1 which depends on k. If k is fixed
(usually one when coupled to GMRES), the multigrid
preconditioner P −1

k remains constant and can be used
as well as a preconditioner for the traditional GMRES
method when computing a new search vector in the
Krylov subspace (take M −1 = P −1

k ). This is in prac-
tice what is done in FlexMG.

IV. Construction of the Prolongators

As it was mentioned in the previous section, all
multigrid methods require the definition of a succes-
sion of coarse grids based on the original fine grid
in order to construct the prolongation and restriction
operators. Two distinct families of multigrid precon-
ditioners have been implemented in FlexMG for that
purpose and are presented in the next two subsections.

A. Aggregation-Type Multigrid (MG - Agg)

The prolongators of this first family are based on
a clustering procedure of nodes into aggregates or
‘super-nodes’ [10]. These aggregates correspond to a
combination of several nodes from the original grid
and will constitute new degrees of freedom on the
coarser grid levels. The coarse grids are therefore gen-
erated automatically and only the initial fine mesh is
required. This method is illustrated in Fig. 2, with
the usual circular cylinder test case in 2D.
From the construction of these aggregates, it is possi-
ble to build piecewise constant prolongation operators
for which the solution of each aggregate at a coarse
level is prolongated to each of its fine nodes (or fine
aggregates) without any other operation. Every row
of these piecewise constant prolongators has therefore
one and only one non zero entry equal to one. These

(a) Level 0 - Initial fine mesh (20 Knodes)

(b) Level 1 - High number of aggregates.

(c) Level 2 - Moderate number of aggregates.

(d) Level 3 - Low number of aggregates.

Fig. 2. Aggregation process for the construction of
the prolongators in MG - Agg. Each color zone
represents an aggregate of nodes (or aggregate of
aggregates).
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prolongators are however not optimal because they
introduce substantial high wave number error compo-
nents by themselves. To improve these piecewise con-
stant prolongation operators, two different smoothers
have been implemented in FlexMG and are applied
after every transfer of the solution from one coarse
grid to a fine grid. In practice, the piecewise constant
prolongation and smoothing operators are grouped to-
gether to form smooth prolongation operators.

A.1 Smooth Aggregation-Type Multigrid based on a
Constant Least Square Fitting Technique (MG -
AggSmthCLSF)

For the first smoothing strategy, each node (or ag-
gregate) on a certain level is assigned the value of
a constant least square fitting function based on the
value of the solution of its direct neighboring nodes
(or aggregates). It turns out that this constant least
square fitting technique is equivalent to a local av-
erage based on the solution of its direct neighboring
nodes (or aggregates). For each node (or aggregate),
the value of this local fitting function can be writ-
ten as Sol = cst, with cst equal to the local average
value mentioned above. This smoother is illustrated
in Fig. 3(a) with a 1D example and in Fig. 4(b) with
a 2D example.

A.2 Smooth Aggregation-Type Multigrid based on a
Linear Least Square Fitting Technique (MG -
AggSmthLLSF)

For the second smoother, each node (or aggregate)
on a certain level is assigned the value of a local plane
whose coefficients are computed from a least square
method based on the value of the solution and the po-
sition of its direct neighboring nodes (or aggregates).
The position of an aggregate is simply taken as the
center of gravity computed from the position of all its
nodes. One speaks here about linear least square fit-
ting technique since the local fitting function for each
node (or aggregate) can be written as Sol = ax+by+c
with (x, y) the position of the considered node (or ag-
gregate) and (a, b, c) the coefficients of the plane ob-
tained with a least square method. This smoother
is illustrated in Fig. 3(b) with a 1D example and in
Fig. 4(c) with a 2D example.

One can observe in Fig. 3 that there is no difference
between the solution smoothed with the constant and
the linear least square fit, simply because the points
are equidistant in this 1D example. In Fig. 4, the
difference is small and hard to notice. In practice,
it will be shown in the next section that the pro-

Piecewise constant solution
Constant least square fit
Smooth solution

(a) Solution smoothed at the two middle nodes with a
constant (Sol = cst) least square fit (AggSmthCLSF).

Piecewise constant solution
Linear least square fit
Smooth solution

(b) Solution smoothed at the two middle nodes with a
linear (Sol = ax+b) least square fit (AggSmthLLSF).

Fig. 3. Aggregation-type multigrid - Comparison of
two smoothing strategies based on a least square
fitting technique and applied after the transfer of
the solution from a coarse grid with two aggre-
gates to a fine grid with four nodes (1D example).

longators smoothed with a constant or linear least
square method dramatically improve the convergence
rate and computation time, compare to the initial non
smooth piecewise constant prolongators. Concerning
the smooth prolongators, the linear least square fit
will lead to slightly better but comparable results on
unstructured grids, as shown in the next section as
well. Finally, it is worth mentioning that, in 2D, the
rows of both the prolongators smoothed with the con-
stant or linear least square fit have in average 3.8 non
zero entries per line whose sum is equal to one.

B. Finite-Element-Type Multigrid (MG - FE)

The prolongators of the second family of precon-
ditioners implemented in FlexMG are based on a
finite-element interpolation between the nodes of the
coarse grid and the fine grid, as illustrated in Fig. 5.
Contrary to aggregation-type multigrid, the subgrids
are not built automatically and the meshes of the sub-
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(a) Non smooth piecewise constant solution (Agg).
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(b) Solution smoothed at each node with a constant
(Sol = cst) least square fit (AggSmthCLSF).
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(c) Solution smoothed at each node with a linear
(Sol = ax+by+c) least square fit (AggSmthLLSF).

Fig. 4. Aggregation-type multigrid - Comparison of
two smoothing strategies based on a least square
fitting technique and applied after the transfer of
the solution from a coarse grid with four aggre-
gates to a fine grid with 16 nodes (2D example).

T

L1

L2 L3

p

Fig. 5. Finite-element interpolation for the construc-
tion of the prolongators in MG - FE.

levels must be provided by the user. The prolongated
solution in any fine node p is obtained from a lin-
ear combination of the solution at the three coarse
nodes Li forming the finite element T enclosing the
fine node p [8]. for 2D test cases, the rows of the pro-
longators have therefore three non zero entries whose
sum is equal to one, except for the boundary nodes.
Moreover, the prolongators of this method do not re-
quire any additional smoothing operation since they
are already sufficiently smooth by construction.

V. Settings and Results

The multigrid preconditioners presented in the pre-
vious sections have been tested either as a stand-alone
multigrid solver or coupled to a GMRES method.
Four multigrid preconditioners are considered here:
aggregation-type multigrid without smoothing (MG
- Agg), smooth aggregation-type multigrid based
on a constant and linear least square fit (MG -
AggSmthCLSF and MG - AggSmthLLSF) and finite-
element-type multigrid (MG - FE), which makes eight
different solvers.
At each level of the multilevel correction scheme, one
single pre and post relaxation iteration is applied, us-
ing a fixed-point method preconditioned by ILUT. For
every configuration of the solver requiring an ILUT
matrix, a LFIL equal to 10 is set (LFIL in this study
follows the definition of the SPARSKIT package [11],
i.e. the number of non-zero elements per line in both
the incomplete L and U factorizations from ILUT; the
average number of non-zero entries per line in the
initial stiffness matrix A is about 18). Three sub-
levels are used in the multilevel correction scheme,
dividing each time the number of unknowns by a fac-
tor ≈ 4. Finally, an absolute convergence threshold
of ‖ r k ‖≤ 10−12 is imposed (computations in double
precision).
As mentioned in Section II, FlexMG has been linked
to a combined finite-element/spectral code called
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SFELES. This code is able to perform DNS and LES
of 3D incompressible turbulent flows on unstructured
meshes. In this work, the classical test case of the un-
steady flow over a circular cylinder at low Re number
is considered on a series of increasingly fine anisotropic
meshes. First, the accuracy of FlexMG is checked.
Then, the performance of our solvers in terms of con-
vergence rate, average number of iterations per time
step, computation time and memory consumption is
compared with the performance of a direct sparse LU
solver called SuperLU [12] as a yardstick.

A. Problem Description

A computation of the unsteady laminar 2D flow
past a circular cylinder at Re = 100 is considered in
this work [1]. However, the explicit treatment of the
nonlinear terms of the Navier-Stokes equations (con-
vection, stabilization and eventually LES turbulence
model) in the right-hand side of the linear system
in Eq. 1 preserves the convergence properties of our
multigrid preconditioners even for higher Reynolds
number flows [13].
Following the description of our code SFELES in Sec-
tion II, only mode 0 is required for this 2D compu-
tation. However, for some implementation reasons,
mode N

2 is also solved within the same linear system
and then discarded. The size of the system associated
to this 2D problem is thus equal to eight times the
number of nodes (real components of u, v, w and p
for modes 0 and N

2 ).
A Dirichlet velocity inlet condition is applied up-
stream of the cylinder while a Neumann outlet con-
dition is applied far downstream. Slip-wall conditions
are applied on the sides of the domain (top/bottom).
Computations are performed on three meshes (20, 80
and 320 Knodes) to analyze the performance of our
solvers. All runs to determine linear solver accuracy
and performance were restarted using an already es-
tablished solution illustrated in Fig. 6.

B. Accuracy

First, the solution obtained with the Su-
perLU package is compared with the eight iterative
solvers preconditioned by multigrid presented in Sec-
tion V. The code ran for 55890 time steps with
∆t U∞/ D = 0.0005, which corresponds to 10 com-
plete periodic vortex sheddings. Figure 7(a) shows
that all solvers produce the same temporal evolution
of the U velocity at a point downstream of the cylin-
der. In addition to the time-accurate monitoring of a
single point, the complete time-averaged flow field is
also compared to the direct LU solution. The results

Fig. 6. Pressure field and streamlines around a cylin-
der at Re = 100 - 80 Knodes mesh - von Karman
vortices.

both in terms of zeroth-order (mean velocities, not
shown here) and first order (see Fig. 7(b)) statistics
are found to be identical.

C. Performance

It has been observed that the performance of the
eight iterative solvers tested in this work are sensi-
tive to the time step and therefore to the CFL num-
ber used in the simulations. Indeed, decreasing this
CFL number leads to a better preconditioning (al-
though more iterations are required to simulate the
same physical phenomenon). Below a certain value,
no more influence of the CFL number on the multi-
grid preconditioning is however noticed. Therefore, a
time step equal to ∆t U∞/ D = 0.0001 has been cho-
sen in order to keep the CFL number around 0.15 for
the three considered meshes (20, 80 and 320 Knodes).
The final objective is to study the efficiency of the
multigrid preconditioners and not the influence of the
CFL number on the stability of the temporal dis-
cretization used in SFELES. In the next four para-
graphs, the convergence rate is analyzed for one typ-
ical time step while the average number of iterations
per time step and the computation time is computed
over 1000 time steps.

C.1 Convergence rate

In addition to the eight iterative solvers precondi-
tioned by multigrid, the convergence rate of a tradi-
tional fixed-point method and GMRES method, both
preconditioned by ILUT is shown in Fig. 8 (FP -
ILUT and GMRES - ILUT). FP - ILUT (our fa-
vorite relaxation procedure in the multilevel correc-
tion scheme) converges rapidly at the beginning but
then stagnates since it fails to remove efficiently the
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cylinder.

U’V’avg

Y

-0.2 -0.1 0 0.1 0.2

-4

-2

0

2

4

SuperLU
MG - Agg
GMRES - MG - Agg
MG - AggSmthCLSF
GMRES - MG - AggSmthCLSF
MG - AggSmthLLSF
GMRES - MG - AggSmthLLSF
MG - FE
GMRES - MG - FE

(b) Time-averaged U ′V ′ Reynolds stress along a vertical line lo-
cated 1.75 diameters downstream of the center of the cylin-
der.

Fig. 7. Validation of the linear solver accuracy on the
20 Knodes mesh - Re = 100.

remaining high wave number errors. GMRES - ILUT
is already a big improvement over FP - ILUT but
still requires too many iterations for this case before
reaching the convergence threshold of 10−12. One can
also observe that GMRES - ILUT is characterized by
accelerations of convergence whenever an eigenvalue
of the stiffness matrix is correctly approximated by
an eigenvalue of the Hessenberg matrix constructed
during the GMRES procedure [2], [9], [8]. Despite
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Fig. 8. Typical convergence curves of differ-
ent iterative procedures preconditioned by ILUT
and Multigrid (Fixed-Point method, stand-alone
multigrid cycle and GMRES) - 80 Knodes mesh.

its lack of robustness, MG - Agg is already better
than GMRES - ILUT but the lack of smoothness
of its prolongators is clearly underlined when com-
pared to the other smooth stand-alone multigrid cy-
cles. GMRES - MG - Agg is able to compensate
strongly this drawback and illustrates the efficiency
of GMRES methods in general. But the smooth-
ing of the prolongators for the stand-alone MG -
Agg cycle even leads to a greater improvement (see
MG - AggSmthCLSF and MG - AggSmthLLSF). A
slight improvement can still be noticed when MG -
AggSmthCLSF and MG - AggSmthLLSF are used as
a preconditioner of GMRES. As mentioned in Sub-
section IV-A, few differences can be noted between
AggSmthCLSF and AggSmthLLSF in terms of con-
vergence rate, although AggSmthLLSF seems to be
slightly better for both our stand-alone multigrid cy-
cle and GMRES method. Finally, the best conver-
gence rate is observed for MG - FE and GMRES -
FE. No improvement is brought this time by GM-
RES, showing the efficiency of the MG - FE precon-
ditioner. It should however be reminded that one of
the main shortcomings of stand-alone multigrid cycles
is their lack of robustness, which is not underlined in
this study when considering the circular cylinder test
case.
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C.2 Average Number of Iterations per Time Step

The convergence rates shown in Fig. 8 already give
an idea of the average number of iterations per time
step for the 80 Knodes mesh. Ideally, convergence
should be achieved in a more or less fixed number
of iterations for all three meshes, as on the coarsest
mesh an exact LU factorization is used. However,
only MG - FE and GMRES - MG - FE in Fig. 9 ex-
hibit this property for the three considered meshes
after 1000 time steps. For the other solvers with
smooth prolongators, this property is seen on the two
biggest meshes only. However, it has been observed
for the 80 Knodes mesh that both stand-alone multi-
grid cycles and GMRES methods preconditioned by
AggSmthCLSF and AggSmthLLSF tend to solve the
problem with only five iterations for a larger number
of time steps. This trend is however not observed for
MG - Agg, even though the number of iterations per
time step decreases approximately by half compared
to Fig. 9 when the number of time steps increases (25
iterations instead of 49 for the 20 Knodes mesh and
38 instead of 77 for the 80 Knodes mesh - see Fig. 9).
This outlines again the importance of using smooth
prolongators in a multilevel correction scheme.

C.3 Computation Time

For both SuperLU and FlexMG, only the CPU
time needed to solve linear systems is shown in Fig. 10.
Set-up times (LU factorization, construction of coarse
grid levels, prolongators and Galerkin matrices, . . .)
have not been included as these tasks need to be done
at the first iteration of the solver only. All results are
normalized w.r.t. the time required by SuperLU on
the 20 Knodes mesh. SuperLU is the fastest solver
in double precision but its memory consumption pre-
vents to compute the 320 Knodes case on an 8 GB
machine. MG - FE is the fastest iterative solver
and could even be faster than SuperLU if compu-
tations were made in single precision with a conver-
gence threshold of 10−5 [13]. GMRES - MG - FE
is slower than MG - FE because the construction of
the Krylov subspace takes some additional time and
is not counterbalanced in this case by a lower number
of iterations per time step (see Fig. 9). GMRES pre-
conditioned by either MG - AggSmthCLSF or MG -
AggSmthLLSF is faster than their stand-alone multi-
grid cycle because GMRES improves here the con-
vergence rate (Fig. 8) and solves the problem in less
iterations (Fig. 9). As mentioned in the previous para-
graph, this trend should appear to go in the reverse
direction for a larger number of time steps because of
the same reason as for GMRES - FE. As expected, the
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Fig. 9. Average number of iterations per time step -
Re = 100.

slowest solver is the stand-alone MG - Agg cycle but
nevertheless, it should be pointed out the impressive
improvement brought by GMRES for this multigrid
preconditioner without smooth prolongators.

C.4 Memory Consumption

Memory required by FlexMG and SuperLU is
presented in Fig. 11. All results are normalized w.r.t.
the memory required by SuperLU on the 20 Knodes
mesh. One can observe the very high memory con-
sumption of the SuperLU solver, which prevents to
compute the 320 Knodes test case on a computer
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Fig. 10. Linear system solution time normalized with
the solution time of the direct sparse LU solver
on the 20 Knodes mesh - Re = 100.

with 8 GB of RAM. On the other hand, stand-alone
multigrid and GMRES solvers exhibit much lower, lin-
ear memory requirements. More memory is however
required for the GMRES methods compared to the
stand-alone multigrid cycles since their Krylov sub-
space needs to be stored (a maximum of 50 Krylov
vectors is set in this study). The MG - Agg precondi-
tioner is also less memory consuming than the three
other multigrid preconditioners since its non smooth
prolongators and restrictors are sparser. Finally, MG
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Fig. 11. Memory usage normalized with the memory
of the direct sparse LU solver on the 20 Knodes
mesh - Re = 100.

- AggSmthCLSF and MG - AggSmthLLSF both re-
quire exactly the same amount of memory but a little
bit more than MG - FE because the number of non
zero entries per line in their prolongators and restric-
tors is slightly larger.

VI. Conclusions

In this contribution, a new smooth aggregation/finite-
element-type algebraic multigrid solver for large-scale
CFD calculations has been implemented. Already,
its performance in terms of memory consumption and
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computation time are promising. Computations that
were out of reach because of lack of memory when
using an exact LU factorization, are now allowed
in a reasonable computation time. For the circular
cylinder test case at Re = 100, an absolute conver-
gence threshold of 10−12 can be reached in 4-5 itera-
tions when considering a stand-alone multigrid cycle
or GMRES method preconditioned by finite-element-
type or smooth aggregation-type multigrid.
Despite the shortcomings of algebraic multigrid pre-
conditioners for convection-dominated problems, the-
ses ones are particularly well adapted for our CFD
code since convection is not treated implicitly. Con-
sequently, only elliptic and parabolic terms contribute
to the linear systems.
As far as the aggregation-type multigrid is concerned,
the importance of smoothing the prolongators has
been assessed in order to compete with the finite-
element-type multigrid. The latter is still faster
and a little bit less memory consuming than smooth
aggregation-type multigrid. However, subgrids for
finite-element-type multigrid still need to be provided
by the user while sublevels are automatically built for
aggregation-type multigrid.
Finally, multigrid and GMRES methods are thought
to cure their respective deficiencies, i.e. lack of ro-
bustness for the former and lack of scalability for the
latter. This lack of robustness for multigrid meth-
ods was not underlined in this study when considering
the circular cylinder test case but this should become
more obvious with other more complicated test cases.
Finally, this contribution is a first step in the develop-
ment of a scalable parallel linear solver and sets the
framework for continued study and improvement of
multigrid preconditioners for CFD applications.

Acknowledgements

The first author is supported by a FRIA fel-
lowship from the French Community of Belgium.
Developments in SFELES were supported by the
Higher Education and Scientific Research Division of
the French Community Government at ULB (ARC
project 02/07-283). Computations are performed
amongst other on the Linux cluster ANIC4, funded by
several contracts (http://anic4.ulb.ac.be). The first
author is also thankful to Fabien Delalondre (Rensse-
laer Polytechnic Institute) for the brainstorming ses-
sions about some possible smoothing strategies for the
prolongators in the aggregation-type multigrid.

References

[1] G. Larson, D. Snyder, D.V. Abeele, and T. Clees, “Ap-
plication of single-level, pointwise algebraic, and smoothed
aggregation multigrid methods to direct numerical simula-
tions of incompressible turbulent flows,” Computing and
Visualization in Science, vol. 11, no. 1, pp. 27–40, 2008.

[2] Y. Saad and M.H. Schultz, “GMRES: A generalized mini-
mal residual algorithm for solving nonsymmetric linear sys-
tems.,” SIAM Journal of Scientific and Statistical Comput-
ing, vol. 7, no. 3, pp. 856–869, 1986.

[3] Gerard L. G. Sleijpen and Henk A. van der Vorst, “An
overview of approaches for the stable computation of hy-
brid BiCG methods,” Appl. Numer. Math., vol. 19, no. 3,
pp. 235–254, 1995, Special issue on iterative methods for
linear equations (Atlanta, GA, 1994).

[4] William L. Briggs, Van Emden Henson, and Steve F. Mc-
Cormick, A multigrid tutorial: second edition, Society
for Industrial and Applied Mathematics, Philadelphia, PA,
USA, 2000.

[5] Deryl O. Snyder, A Parallel Finite-Element/Spectral
LES Algorithm for Complex Two-Dimensional Geometries,
Ph.D. thesis, von Karman Institute for Fluid Dynamics and
Utah State University, 2002.

[6] Yves. Detandt, Numerical Simulation of Aerodynamic
Noise in Low Mach Number Flows, Ph.D. thesis, von Kar-
man Institute for Fluid Dynamics and Université Libre de
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Abstract: A numerical tool for the analysis of the mass transfer 

in the purely turbulent regime in (electro)chemical reactors of the 

Taylor-Couette type is suggested. Comparison of the preliminary 

results of modeling with the empirical formula of Eisenberg 

shows a good agreement. 

Keywords:  combined FEM/spectral methods, electrochemistry 

 

I.INTRODUCTION 

Turbulent flow is a phenomenon which is encountered in 

many chemical and electrochemical processes that usually 

include conjugate transfer of heat, mass and electric charge. 

For example, forced flow is used to enhance the deposition 

rate during electrolytic deposition on surfaces. However, as 

the fluid flow influences the concentration of ions and hence 

the local current density on the electrode the quality of a 

deposited layer strongly depends on the proper control of the 

flow conditions. Therefore, study of flow in electrochemical 

reactors is of practical importance and numerical simulation is 

one of the promising tools. Experimental studies of transport 

phenomena in electrochemical processes were performed by 

different authors [1,2,3] but only a few studies are devoted to 

3D numerical modeling. A comprehensive study was 

performed in [4] where LES modeling was used for the 

description of the fluid flow in a reactor with a planar 

geometry. Experiments using the Taylor-Couette reactor 

(Fig.1) with a rotating cylindrical electrode (RCE) are also 

common in electrochemistry and this geometry is used in our 

research. 

Due to curvature and centrifugal acceleration, instabilities 

develop, producing annular vortices called Taylor vortices, 

which eventually lead to fully turbulent flow with increasing 

of the Reynolds number. Based on the three dimensionless 

parameters identified by Chandrasekhar [5], multiple flow 

structures have been reported for this geometry. The first 

parameter is the ratio of the inner to outer cylinder diameters 

denoted by oi rr=η . The second one corresponds to the 

Reynolds number based on the gap between the two cylinders: 

( ) νω ioi rrr −=Re , where ν is the kinematic viscosity. The 

reactor’s height h/(ro-ri) scaled by the gap width s=ro-ri 

corresponds to the last parameter. In the present analysis, the 

inner cylinder rotates while the outer one is at rest. Our 

objective was to develop a numerical tool for the analysis of 

the mass transfer in the purely turbulent regime in reasonable 

computational time. Such a tool can assist or even replace 

experimental studies where data on mass transfer are difficult 

to extract with classical electrochemical methods. This work is 

an extension of our previous work [6] where only the fluid 

flow was studied. 

 

Fig. 1. Sketch of the reactor with Taylor-Couette geometry. 

II.MODEL 

Mass transfer in an electrochemical reactor with Taylor-

Couette geometry is modeled using a hybrid spectral/finite-

element method [7-10]. This method assumes periodicity in 

one direction so the spectral approach is used for 

discretization of governing equations in the azimuthal 

direction. In the transverse direction discretization is 

performed by means of finite elements allowing complex 

axisymmetric geometries. No subgrid model was applied so 

the modeling was a pure DNS type. The governing equations 

are (i) incompressible Navier-Stokes for the velocity and 

pressure fields and, (ii) convection-diffusion equations for the 

concentration fields. We advance the governing equations in 

time in a 2
nd

 order accurate manner, by setting the following 

continuity, momentum and scalar variable residuals 
1+n

CR , 

1n

M

+R  and 
1+n

i
Rφ  correspondingly to zero at each new time 

step n+1: 
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where u is the flow velocity, p is the pressure, ∆t is the time 

interval of iteration and Pe is the Péclet number 

( ) iioi Drrr −=ωPe , φi and Di are the concentration and the 

diffusion coefficient of the i-th chemical component. Herein, 

the pressure, viscous and diffusion terms are treated in an 

implicit manner using the Crank-Nicolson scheme, whereas 

the convective terms are treated explicitly using the Adams-

Bashforth method. The convective terms in Eq. (2) and (3) are 

written in the sqew-symmetric and divergence forms 

correspondingly [10]. 

The azimuthal direction is periodic for the considered 

geometry. It is natural then to represent any flow unknown q 

(where q represents either the pressure p, or any component of 

the velocity vector u, or the scalar variable ϕi) by means of a 

truncated Fourier series in this direction. In cross planes 

formed by the two remaining directions, we introduce a finite 

element representation on a structured triangular mesh (i.e. P1 

elements). This mesh was generated from quadrilateral finite 

elements oriented along the radial, tangential and vertical 

isolines by splitting each quadrilateral element in two 

triangular one. Since we have a natural period of 2π in the 

azimuthal direction, such hybrid spectral/FE approach 

approximates variables using the following discretization 

method written in the cylindrical coordinate system (r,θ, z): 

∑ ∑
+−= =
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θ

θ

θ

θ
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ik

j

n

jk

n
nod

ezr"Q
"

zrq         (4) 

where  1i = − , "θ is the number of modes in the expansion, 
n

jkQ ,  are the Fourier coefficients associated with the j-th 

element at the n-th time step. Herein, to ensure the real-

valuedness of the solution, the Fourier coefficients must obey 

the symmetry relation 
*

kk QQ −= . 

III.NUMERICAL IMPLEMENTATION 

It can be shown that the above approach allows decoupling 

the 3D non-linear problem (see Eqs. (1)-(3)) into a series of 

decoupled 2D non-linear problems, one for each Fourier 

mode. Coupling still occurs through the (nonlinear) convective 

terms, which are however treated explicitly and therefore do 

not complicate the (costly) linear solution phase. For the 

complete detail of the discretization procedure, the reader is 

referred to [8-10]. The discretized equations can be easily 

computed directly in terms of the Fourier components, except 

for the convective terms, which couple each Fourier mode to 

all others. The convective terms are therefore computed in 

physical space and then transformed to Fourier space using the 

Fast Fourier Transform (FFT) algorithm. The basic idea 

behind this pseudo-spectral solution procedure is as follows: 

 

1. evaluate the convective terms in physical space, using the 

previously calculated u
n
 and u

n-1
; 

2. transform these terms to Fourier space using the FFT 

algorithm; 

3. set up the linear problems corresponding to each Fourier 

mode; 

4. apply appropriate boundary conditions for each Fourier 

mode; 

5. solve the linear systems to obtain the updated solution 

unknowns 
1

,

+n

jkQ  in Fourier space; 

6. apply the inverse Fourier transform to obtain the updated 

unknowns q
n+1

 in physical space. 

 

This algorithm has been implemented for use on distributed 

memory parallel computers. The finite element mesh is 

divided into a number of partitions, which are stored on 

different processors. Before each linear solve, data belonging 

to each Fourier mode is gathered on a separate processor, such 

that all 2D linear solves can be performed simultaneously, but 

in a sequential manner (one linear solve per processor).  

In our study, the concentration field is treated as a passive 

scalar and described by a convection-diffusion equation 

Eq. (3) which first requires computation of the velocity field 

from the hydrodynamic part given by Eqs. (1)-(2). It assumes 

that the concentration fields depend on the flow field but the 

flow field is not influenced by the concentration fields. Both 

convection-diffusion and hydrodynamic equations are solved 

at different instances of the code and they are coupled via 

dynamic data exchange at every time step using the MPI 

technique. This structure of the code yields an optimal 

distribution of load according to available computational 

resources. In other words, Navier-Stokes and passive scalar 

equations can be solved on the same or different processors. 

IV.RESULTS 

The model Eqs. (1)-(3) have been used for the simulation of 

fluid flow and mass transfer at different regimes. First, a 

hypothetical electrochemical solution with an unphysical 

diffusion coefficient of D=10
-3

 m
2
/s was simulated at a 

Reynolds number of Re=80 and a Schmidt number of Sc=ν/D 

=0.001 (ν is the kinematic viscosity), Fig. 2. Since the 

Schmidt number is small, this test corresponds to problems 

where mass transfer is controlled by diffusion, i.e. Pe<<1 

(Pe=Re Sc). As can be seen from Fig. 2, the numerical 

solution coincides with the analytical solution [3]: 

( ) ( )
( )

)5(.
/ln

/ln/ln

io

iror

rr

rrCrrC
C oi

+
=  
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Fig. 2. Comparison between the analytical Eq. (5) and 

numerical solutions at Re=80 and Sc=0.001 given by the 

dimensionless concentration C/C0 as a function of 

dimensionless radial position (r–ri)/s, where C0 is the nominal 

concentration. 

 

The main study was performed for the ferri-ferrocyanide 

solution containing the supporting electrolyte 100 mM NaOH 

with a pH of approximately of 13. The properties of this 

solution are: the diffusion coefficient is D=5.6×10
−10

 m
2
/s, a 

valency number n=1, a nominal concentration C0=10 mM, a 

kinematic viscosity ν=10
-6

 m
2
/s (yielding a large Schmidt 

number Sc=1785). The following electrochemical reaction is 

considered at RCE which is the inner (rotating) cylinder: 

 

Fe(CN)6
3−

 + e
–
 → Fe(CN)6

4−
.  (6) 

 

The estimated thickness δC of the concentration boundary 

layer is given as a function of the Reynolds number in Table 1. 

This parameter varies between 166 and 20 µm as the rotation 

rate goes from 50 to 1000 rpm so a fine mesh is needed for 

adequate resolution of the concentration layer near the 

electrode. The adaptive mesh was used to resolve this issue 

with the stretch factor of 1.05 in the direction perpendicular to 

the electrode surface. As a result, the radial length of the finite 

element near the electrode was 2 µm which provides sufficient 

accuracy in all calculations, Fig. 3. The concentration 

boundary layer is located completely inside the hydrodynamic 

boundary layer and the mesh captures variations of both the 

hydrodynamic and concentration variables. 

An analytical solution for the diffusion-convection problem 

at Re>1 does not exist. Our simulations yield good agreement 

with the empirical relationship of Eisenberg [11] which gives 

the limiting current density j as a function of the rotation 

speed: 
0.3 0.644

0

2
0.0791 F i rot

rot

rU
j n C U

D

ν
ν

− −
   =   

  
,     (7) 

where F is Faraday’s constant, Urot is the tangential velocity at 

the rotating electrode. Equation (7) is valid in a wide interval 

of Reynolds numbers. 

 

 

TABLE I 

Estimated thickness δC of the diffusion layer near the rotating 

electrode as a function of the rotation speed ω and the 

Reynolds number Re. The radial length δr of the smallest FE 

element is given for comparison. The calculations are 

performed for a 10 mM ferri-ferrocyanide solution containing 

100 mM of NaOH. 

 ω, rpm Re δC , µm δr , µm 

50 910 166 

100 1820 102 

200 3640 63 

500 9100 33 

1000 18200 20 

 

 

 

2 

 

 

Fig. 3. The dimensionless concentration C/C0 and 

dimensionless tangential velocity Uθ /Urot (Urot is the 

tangential velocity at the rotating electrode) as a function of 

distance from the rotating electrode. Data are extracted from 

the solution averaged in time at Re=9100. The radial positions 

of the mesh nodes are depicted as vertical lines. 

 

Fig. 4. Comparison of the numerical data with the empirical 

Eisenberg’s relation Eq. (7) at the Reynolds numbers 

Re<10000. The dimensions of the reactor are: ri=6 mm, 

ro=35 mm, h=50 mm. The properties of the solution are: 10 

mM ferri-ferrocyanide solution containing 100 mM NaOH as 

supporting electrolyte, D=5.6×10
−10

 m
2
/s, n=1,  

ν=10
-6

  m
2
/s. 
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In our simulations the limiting current density was  

calculated as 

Fj n D C= − ∇ ,  (8) 

where ∇C is the gradient of concentration averaged in time 

near the surface of the electrode. The numerical solution has a 

better agreement with Eisenberg et al. at small rotation speeds, 

Fig. 4. At high rotation speeds, the difference between 

solutions is about 10%. These simulations have been 

performed in the axisymmetrical mode. Further calculations in 

full 3D should evidence if the disagreement comes from 

inaccuracy of the mathematical model or discretization 

scheme. The discretization scheme contains a specific 

relaxation parameter which allows increasing the time step at 

the expense of accuracy. Since characteristic time and space 

scales of the mass transfer by diffusion are few order of 

magnitude smaller than the scales of convection at Sc>>1, we 

used a high value of the relaxation parameter to study mass 

transfer at a long time. Decreasing of this parameter and the 

time step may be a possible solution to improve agreement 

with the relation of Eisenberg.  

V.CONCLUSIONS 

1. The presented results are the first step towards the 

full-scale simulations of turbulent mass transfer in a 

rotating cylinder geometry. The method is capable of 

modeling turbulent mass transfer in the bulk of the 

reactor what affects the local concentration and 

current distributions in the vicinity of the electrode. 

2. DNS results showed a good agreement with both 

analytical [3] and experimental results [11,12]. The 

presented technique is especially useful for modeling 

of systems for which the Schmidt number Sc~1 

where analytical and empirical models are not 

available. 
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Abstract: With the final objective of optimizing the 
”Micromixing” combustion principle with means of th e 
commercial CFD code FLUENT, Reynolds averaged Navier- 
Stokes Simulation (RANS) is used to get a preliminary estimation 
of the flow field. The vortical structures, mean velocity field and 
scalar concentration are in good agreement with the former 
experimental and numerical investigations. Furthermore, the 
numerical simulation validation is investigated. Validating the 
scalar field against a literature test case appears to be the best 
option. The velocity field and vortical structures are best assessed 
by a comparison to in house Particle Image Velocimetry (PIV) 
measurements on an upscaled geometry. More generally, this 
preliminary study permits to decide on the future approach in 
“Micromixing” research. 

 

I. INTRODUCTION 

Control of pollutant emission has become a major factor in 
the design of modern combustion systems. The “Liquid 
Hydrogen Fuelled Aircraft – System Analysis” FPS project 
funded in 2000 by the European Commission can be seen as 
such an initiative [1]. In the frame of this project, the Aachen 
University of Applied Sciences (ACUAS) developed 
experimentally the “Micromix” hydrogen combustion 
principle and implemented it successfully on the Honeywell 
APU GTCP 36-300 gas turbine engine. 

II.  MICROMIX HYDROGEN COMBUSTION PRINCIPLE 

Lowering the reaction temperature, eliminating hot spots 
from the reaction zone and keeping the time available for the 
formation of NOx to a minimum are the prime drivers in NOx 
reduction. The “Micromix” hydrogen combustion principle 
meets those requirements by minimizing the flame temperature 
working at small equivalence ratios, improving the mixing by 
means of Jets In Cross-Flow (JICF) and reducing the residence 
time in adopting a combustor geometry providing a very large 
number of very small diffusion flames uniformly distributed 
across the burner main cross section (Fig. 1.) [2]. 

 

Fig. 1. Individual injection zone. 
(courtesy ACUAS) 

Compared to the unconverted APU, the NOx emission are 
reduced by a ratio 10, confirming the promising innovative 
“Micromix” combustion principle (Fig. 2.) 

 

 

Fig. 2. “Micromix” hydrogen combustor emission level. 
(courtesy ACUAS) 

III.  JETS IN CROSS-FLOW 

Jets In Cross-Flow are defined as the flow field where a jet 
of fluid enters and interacts with a cross-flowing fluid. 

A jet issuing in the +y-direction, into a cross-flow in the +x-
direction will bend in the stream-wise direction. As the jet 
bends, fluid is entrained, and vorticity in both the issuing jet 
and the free stream stretches and aligns to form four dominant 
flow structures (Fig. 3.) [3]. 

 

Fig. 3. Schematic drawing of the vortical structures in JICF 

The dominant flow structure in JICF is the Counter-Rotating 
Vortex Pair (CRVP). These vortices are created in the near 
field and occupy the entire cross-section, becoming 
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synonymous with the jet in the far field. The length scales of 
these vortices are significantly greater than those of the eddies 
containing the turbulent energy and are therefore considered to 
be associated with the mean flow rather than the turbulence. 

A horseshoe vortex is formed upstream of the jet at the 
cross-flow wall. The adverse pressure gradient at the cross-
flow wall forces the wall boundary layer to separate and to 
form a vortex. It is then convected and stretched by the flow 
and wraps around the jet nozzle like a neck lace. The 
horseshoe vortex is weak and either incorporates into the wake 
vortex structure or merges with the CRVP. 

The jet shear layer vortices (leading-edge / lee-side vortices) 
are produced directly at the jet orifice. The jet stream and 
cross-flow form a mixing layer with a Kelvin-Helmholtz 
instability, which causes a roll-up near the edges of the jet. In 
contrast to the free jet, where the vortex sheet rolls up 
“axisymmetrically”, in the case of JICF, the vortex sheet can 
roll up freely only at the upstream and the lee-side of the jet 
column. 

Wake vortices are vertical structures observed downstream 
of the jet that join the CRVP and the wall boundary fluid. 

 
The most dominant quantity to characterise a JICF is the 

momentum ratio defined as: 
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The “Micromixing” JICF operates at a  rm ≈ 1, which is low 

for combustor type mixing. The Reynolds numbers Rejet and 
Rejet/freestream, based on the jet diameter and jet velocity and on 
the jet diameter and free-stream velocity, are respectively 930 
and 650. 

 
Experimental investigations of the flow physics of the jet in 

cross-flow have been quite plentiful. The bibliographic study 
is limited to look at relevant previous investigations. 

 
For JICF with rm < 1, Andreopoulos and Rodi [4] observed 

jet pipe blockage. The cross-stream fluid acts like a partial 
cover over the exit, causing the fluid to bend around and to 
accelerate. The jet bending was seen to start already inside the 
pipe with some pipe fluid that was observed to be entrained 
into the horseshoe vortex. To take this blockage into account, 
the jet pipe has to be included into the computational domain. 

They separated the development of turbulent kinetic energy 
k into three regions, the first one being over the exit. 
Downstream of the exit, k is produced in the shear layer above 
the wake region. Further downstream, less turbulent kinetic 
energy is produced and that having been produced further 
upstream is convected downstream and diffused by the 
turbulent motion towards the wall. 

 
Kelso, Lim & Perry [5] investigated the structure of JICF 

for rm ranging from 2 to 6 and Rejet/freestream in the range of 440 
to 6200. Downstream of the jet, there appeared to be a node 
which resides a short distance downstream of the edge of the 
nozzle. Regardless of rm, there was only little variation in the 

location of the node (between x/D = 1 and 2, y/D = 0.4 and 1) 
(Fig. 4.). 

 

 

Fig. 4. Time-averaged vector field and streamlines 
in the vertical centre-plane. rm = 2.2 

Peterson and Plesniak [6] (rm = 0.5 - 1 ; Rejet = 6000 - 
12000)  noticed a reversed flow region extending from the 
trailing edge of the hole to approximately x/D = 1.65. In 
addition, immediately downstream of the jet, two vortices roll-
up (Fig. 5.). 

 

Fig. 5. (X, Z)-plane velocity fields, rm = 0.5, y/D = 0.1 

Smith & Mungal [7] studied the mixing of JICF for a range 
of rm from 5 to 25 and Rejet ranging from 16600 to 41500. 
They observed that the entrainment is significantly higher on 
the downstream side of the jet as compared to the upstream 
side. This observation shows the need for a high spatial 
discretization at the downstream region of the nozzle. The 
average is characterised by a smooth shape, which is 
Gaussian, while the instantaneous profiles are marked by 
sharp rises in concentration resulting in small plateau’s of high 
concentration fluid (Fig. 6.). 

 

 

Fig. 6. Instantaneous jet concentration field 
side view, z = 0, rm = 20 

400



 
This strong unsteady behaviour leads to the conclusion, that 

a local Large Eddy Simulation (LES) approach is highly 
indicated for reproducing and predicting JICF mixing. 

 
Su & Mungal [8] measured the planar scalar mixing in a 

JICF with rm = 5.7 and Rejet = 5000. They observed that the 
deepest penetration on the outer boundary occurs in the 
centre-plane, with progressively a shallower penetration for 
increasing off-centre positions z. Meanwhile, on the wake side 
of the flow, with increasing y, the boundaries for the off-
centre-planes all lie further from the centre-line trajectory than 
does the boundary in the centre-plane. This corresponds to a 
kidney-like shape of the flow cross-section. In addition they 
noticed that the jet cross-section takes on a bimodal profile in 
which the scalar maxima lie off the centre-plane. 

IV.  SIMULATION  

A. Rational 

Despite the known shortcomings of the first order two-
equation RANS models, the “Micromix” JICF is studied using 
a first-order two equation model to get a preliminary 
estimation of the flow field. The Shear Stress Transport (SST) 
model appears to best fit with the need of accurately 
predicting adverse pressure gradient flows. 

 
An individual air-hydrogen injector is simulated. The 

computational domain is composed of three blocks (A, B and 
C) (Fig. 7.). Block B comprises the air and hydrogen injection 
areas. Block C extends beyond block B in order to not 
constrain the jet and minimise the effects of confinement by 
the boundary. A 2 mm length pipe is included. The cross-flow 
inflow plane is located 4.76 mm upstream of the air injection 
holes to reproduce diffuser inflow conditions (Block A). The 
air/hydrogen longitudinal spacing is intentionally left blank. 

 

 

Fig. 7. Computational domain 

The grid is unstructured and composed of 600000 
tetrahedra. Departing from the jet/cross-flow centre-line, the 
mesh increases radially outward. The mesh has been refined at 
the edge of the jet nozzle and in the downstream region. As 
limitations in computational cost imposed to control the 
number of cells, in blocks A and C, the mesh size grows more 
rapidly. Meshing allows to resolve the viscous boundary sub-
layer. Fig. 8. shows an end view of the mesh centred on an 
hydrogen injection hole and a top view of the hydrogen 
injection tube. 

 

 

Fig. 8. (a) End view, mesh, x = 0; (b) Top view, mesh 
hydrogen injection tube 

The boundary conditions are specified as follows. At the 
cross-flow and jet inflow plane, the mass flow and temperature 
are specified. At the outflow plane, the pressure is imposed. 
On the lateral and top surfaces, free-slip boundary conditions 
are prescribed, while on the bottom, a no-slip boundary 
condition is enforced. 

 
The FLUENT flow solver is used. FLUENT uses a finite 

volume based technique. In this work, the segregated solution 
method, the second-order upwind scheme and the Semi-
Implicit Method for Pressure-Linked Equations (SIMPLE) 
pressure-velocity coupling algorithm have been adopted. The 
SST model is applied. 

B. Results 

The vortical structures, mean velocity field and scalar 
concentration are in good agreement with the former 
experimental and numerical investigations. 

  
U & V mean velocity contours, vectors and profiles are 

shown in Fig. 9. and 10. Fig. 9. illustrates the strong 
interaction of jet and cross-flow in the exit region which can 
be considered as equivalent to placing a partial cover over the 
jet exit. Also illustrated in this figure is the lifting of the cross-
stream over the bent-over jet. 

 

 
Fig. 9. Side view, U-V velocity contours, z = 0 

The jet bending can be seen to start already inside the pipe 
and is completed at x/D ≈ 4. The jet penetrates the cross-flow 
by 1.8D. Near the outer edge, the velocity overshoots the free-
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stream value down to x/D ≈ 6. The jet stays well inside the 
cross-flow and no break-through is observed. 

 
The separation of the oncoming boundary-layer (Fig. 10.) is 

shown by way of the vortex just upstream of the exit, which 
forms the origin of the horseshoe vortex. Some cross-flow 
fluid is entrained into the pipe. 

 

 

Fig. 10. Side view, U-V velocity vectors, z = 0 

The jet cross-sectional velocity field and CRVP 
development are depicted in Fig. 11. and 12. For reasons of 
clarity, only one velocity vector out of three is represented.  

 

 Fig. 11. Plane 1: End view, V-W velocity field, x = 0 

Fig. 12. Plane 3: End view, V-W velocity field & 
vorticity contour, x = 4D 

The vertical velocity component of the jet begins to shear 
the boundary-layer fluid outboard of the jet (Fig. 11.), creating 
stream-wise vorticity consistent with that of the CRVP. Fig. 
12. shows the continuing development of the primary CRVP, 
which grows larger in scale but smaller in vorticity magnitude. 
From those figures, it is evident that the CRVP dominates the 
far field. Furthermore the action of the CRVP draws the fluid 
away from the wall, creating a region of low velocity 
downstream of the jet along the x-axis. 

 
Fig. 13. shows the top view velocity distribution of the jet 

efflux into the cross-flow at the y = 0.1D plane. One velocity 
vector out of 15 is sketched. By entrainment the fluid at the 
stream-wise centreline of the hole is drawn outwards to the jet 
boundary. Downstream of the injection hole, the jet/free-
stream mixture accelerates and converges upon the spanwise 
centreline of the hole. A reversed flow region extending from 
the trailing edge of the hole to x/D ≈ 3 draws outboard fluid in 
behind the jet. The “steady” wake vortices observed by 
Peterson & Plesniak [6] are well resolved. Immediately 
downstream of the jet, the two “steady” wake vortices roll-up. 

 

 

Fig. 13. Top view, U-Z velocity vectors, y = 0.1D 

No wake vortices are observed in any of these planes, 
stressing their unsteady nature. 

 
The length and velocity scales of the vortical and flow 

structures are approximated in Table I. 

Table I 
Vortical and flow structures length and velocity scales 

 CRVP near 
field 

CRVP far field Steady wake Recirculation 

L (mm) 0.1 0.3 0.15 1 

v (m/s) 10 30 15 75 
 

 
Contours of time-averaged H2 mass fraction on the 

symmetry plane are shown in Fig. 14. For clarity reasons, the 
H2 mass fraction is only shown from 0.05 on. The figure 
shows that the H2 mass fraction decreases with increasing 
distance from the jet exit, as expected. Also, the jet width is 
larger on the downstream side as compared to the upstream 
side of the centre streamline. Close to the jet exit , both the 
downstream and upstream sides of the jet contribute about the 
same to the entrainment. Moving further, the contribution of 
the downstream side increases significantly. 
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Fig. 14. Side view, H2 mass fraction, z = 0 

Fig. 15. shows the contours of mean pressure on the 
symmetry plane with U-V vectors in overlay. Pressure colour 
map is centred on Pa. 

 

 

Fig. 15. Side view, contours of static pressure & U–V 
velocity vectors, z = 0 

A node is observed in the vicinity of the co-ordinate x ≈ 3D 
and y ≈ 0.25D. The node is observed slightly more 
downstream and closer to the wall than in the measurements of 
New, Lim & Luo [3] (between x/D = 1 and 2, Y/D = 0.4 and 
1). The cross-flow fluid passes around the jet and converges 
toward this node. The stream-wise location of the node 
corresponds to the end of the recirculation zone immediately 
downstream of the jet. 

The highest pressure is observed near the upstream edge of 
the jet, beginning close to the jet exit and extending until the 
jet noticeably bends. The lowest pressure is observed at the 
downstream edge of the jet. Moving in the x-direction, the 
static pressure begins to increase. The velocity vectors 
downstream of the jet shows that the pressure gradient drives 
the cross-flow fluid toward the jet. This observation combined 
with the jet/free-stream mixture converging upon the spanwise 
centre-line, the lifting action of the CRVP and the reversed 
flow region contribute to the high entrainment in the 
downstream region. 

Fig. 16. and 17. show a top view near the jet exit (y = 0.5D) 
and an end view (x = 4D) of the H2 mass fraction respectively. 
The jet deforms from a roughly circular cross-section to a 
kidney-shaped cross section. The maximum H2 mass fraction 
is situated in the side lobes and the mean H2 mass fraction 
exhibits a Gaussian distribution. 

 

Fig. 16. Top view, H2 mass fraction, y = 0.5D 

 
Fig. 17. End view, H2 mass fraction, x = 4D 

These mixing results are in agreement with the observations 
made by Smith & Mungal [7] and Su & Mungal [8]. 

 
The SST model allowed to identify the main JICF flow 

features. The vortical structures, mean velocity field and scalar 
concentration are in good agreement with the former 
experimental and numerical investigations. Nevertheless, it 
has to be stressed that the numerical results are of qualitative 
nature only. 

 
Evidence is given in Fig. 18. The figure shows a contour 

side view of the  turbulent kinetic energy with an upstream and 
downstream y-vorticity iso-line in overlay. 

 

 

Fig. 18. Side view, k contours, y-vorticity iso-lines, z = 0 

 
The turbulent kinetic energy region in the shear layer above 

the wake observed by Andreopulos & Rodi [4] is visible, but 
the region above the jet exit is not captured by the simulation. 
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The turbulent kinetic energy above the jet exit seems to be 
underestimated. This shortcoming can mainly be attributed to 
the underestimate of turbulence intensity in the shear-layers 
due to the incapability of the SST model to account for 
streamline curvature. LES, taking into account streamline 
curvature, should give more precise results and help to explain 
the features that are put into evidence during experiments. 

V. SIMULATION VALIDATION  

The experimental investigation of the “Micromix” JICF is 
far beyond the current velocity/scalar measurement 
capabilities (both in dynamic range and spatial resolution). 

 The validity of the computations can be approached 
whether by validating the model against literature test cases, 
whether by scaling up an individual “Micromix” injection 
zone. As no “in house” concentration field measurement 
equipment is available, comparison with literature test cases is 
currently the only option. 

In order to obtain meaningful statements concerning the 
validity of the RANS computations of the individual 
“Micromix” injection zone, test cases are needed which are 
close to the real problem with respect to the Reynolds number 
and rm. 

 
The experiments carried out by Andreopulos and Rodi [4] at 

rm = 1 best fit with the flow field characteristics, despite the 
high Rejet = 41000. 

As the experimental investigations of mixing in JICF are 
relatively limited, the concentration measurements of Su & 
Mungal [8] are the best option (rm = 5.7; Rejet = 5000). 

 
Scaling up as an option for simulation validation is assessed 

by analysing the modification of the flow field due to a scaled 
geometry and inflow conditions. 

The “Micromix” individual injection zone geometry was 
scaled up by a factor 10. rm and Re were defined as invariants. 
The air and hydrogen mass flow were adjusted accordingly. 

As mixing is to be validated through literature test cases, the 
similarity analysis is limited to the jet trajectory, velocity field 
and vortical structure. 

 
The 1:1 jet trajectory is compared to the 10:1 jet trajectory 

in Fig. 19. As one can see, both jet trajectories obey a rmD 
scaling law. 

 
The 10:1 CRVP velocity field and vortical structure are 

compared to the 1:1 results in  Fig. 20. The 1:1 velocity field 
and the vortical structures are reproduced to facilitate the 
comparison. The “Micromix” individual injection zone 
geometry and the scaled up results are presented in line. The 
1:1 flow characteristics are presented on top. 

Those results suggest that the CRVP “Micromix” structural 
effects scale with D. Velocity scaling is not as conclusive, but 
a Reynolds dependence seems to be an acceptable 
approximation. 

The boundary layer separation, horse-shoe vortex, “steady” 
wake vortices and reversed flow region show a similar trend 
[9]. 
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Fig. 19. Jet trajectory scaling 

 

 Fig. 20. End view, V-W velocity field, x = 4D 
(a) 1:1 scale; (b) 10:1 upscale 

Defining rm and Re as invariants, the jet trajectory, velocity 
field and vortical structure are assumed to scale with rmD and 
D respectively. However, it has to be emphasised, that the 
validity of this assumption remains to be investigated and 
hopefully confirmed. This similarity would allow to scale up 
the “Micromix” individual injection zone geometry and flow 
characteristics to fit with the experimental requirements, such 
as measurement equipment characteristics, experimental set-
up constraints and easiness of validation prototype 
manufacturing. 

VI.  CONCLUSIONS 

In this introductory work, the “Micromix” combustion 
principle is addressed using RANS. The aim of the study is to 
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get a preliminary estimation of the flow field and to outline the 
future research approach. Although the vortical structures, 
mean velocity field and scalar concentration are in good 
agreement with the former experimental and numerical 
investigations, the strong unsteady behaviour leads to the 
conclusion, that LES is required for reproducing and 
predicting JICF mixing. As the experimental investigation of 
the “Micromix” JICF is far beyond the current velocity/scalar 
measurement capabilities (both in dynamic range and spatial 
resolution), test cases close to the real problem are needed to 
assess the computations. The concentration measurements of 
Su & Mungal [8] and PIV measurements on an upscaled 
geometry are decided on.  
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Abstract: The use of beams with large circular web openings 

has increased steadily during the last decade. However, not all 

aspects of the design of cellular beams have been studied 

extensively, such as lateral-torsional buckling, a general buckling 

mode of the beam. Currently, two approaches exist for 

calculating the critical lateral-torsional buckling moment of 

cellular beams, but these are not very accurate and there is a 

need for a new design rule. In order to demonstrate this need we 

have done numerical simulations in Abaqus for a number of 

geometries, of which this paper summarizes the most important 

results. The first approach for calculating the critical moment is 

accurate for some cases, but, due to web distortion, very unsafe 

for other cases. The second approach is overly conservative. To 

formulate a design rule in the future, more research will be 

needed. 

 

Keywords: Lateral-torsional buckling, Web openings,  

 Lateral-distorsional buckling, Finite element analysis, Abaqus 

 

I.INTRODUCTION 

In steel constructions, the floor height can be decreased by 

providing large web opening in the beams, allowing for the 

passage of utility and service lines. If these web openings 

appear in a regular pattern, castellated or cellular beams, 

which can also be applied to optimise material use, arise. 

 

The structural behaviour of steel beams with large web 

openings is still the subject of a large number of studies, since 

the presence of the openings affects the behaviour 

considerably [1] . For instance, new failure modes such as the 

Vierendeel mechanism can manifest themselves, but the 

openings also have a serious impact on known failure modes 

for beams loaded in bending about their strong axis, such as 

shear buckling and lateral-torsional buckling (LTB). In the 

latter failure mode, a beam in bending buckles in a general 

fashion. The lateral displacement of the compressed part of the 

beam is restrained by the part of the beam in tension, resulting 

in a combined torsional and lateral movement of the cross-

section. 

 

In the past, very limited research has been made about 

lateral-torsional buckling of beams with web openings. For 

castellated beams subjected to a constant bending moment, 

LTB was studied in [2]. The conclusion of this study was that 

the presence of the web holes has a negligible effect on the 

beams’ lateral stability, and that the cross-sectional properties 

used for determining the LTB strength should be calculated at 

a cross-section at the middle of the castellation. This 

conclusion was generally adopted, and is repeated in ENV3, 

annex N [3] where the LTB resistance of cellular beams is 

calculated using cross-sectional properties at the middle of the 

openings.  In the software program ARCELOR Cellular 

Beams, another approach is being used: the resistance of the 

beam depends on the lateral buckling resistance of the 

compressed tee section at the opening [4]. The stabilising 

effect of the tee section in tension is not considered. The latter 

approach is very conservative, while the former can be on the 

safe side for some cases and on the unsafe side for other cases. 

Consequently, there is a need for an extensive research 

regarding LTB of beams with web openings, in order to obtain 

a safe and economic design rule. 

 

An important factor that certainly has to be examined when 

studying LTB, is the influence of web distortion. This 

distortion occurs due to an interaction between LTB and local 

buckling [5],[6]. Since these are the failure modes for 

respectively short and long members, web distortion occurs 

for intermediate length beams, and especially for those with 

slender webs. The S-shaped distortion (Fig. 1) causes a 

reduction of the effective torsional stiffness of the beam, 

resulting in a lower LTB critical moment. Lateral-distortional 

buckling (LDB) instead of LTB occurs. A for most cases 

overly conservative approximation of the LDB strength can be 

obtained by setting the torsion constant equal to zero in the 

expressions for the LTB moment [7]. 

 

 

 

Fig. 1. Cross section for  local buckling, LTB and  LDB. 

In our research of the LTB behaviour, we made numerical 

simulations with the finite element program Abaqus. The web 

distortion was quantified from the results of the simulations 

for each considered case.  Simulations were made for beams 

with and without circular web openings, and the influence of 

the section geometry, the location of the opening and the size 

of the opening was examined. The present contribution gives 

the results of this research for two selected section geometries, 

and compares these results with the different calculation 

approaches for the LTB strength. 
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II.INVESTIGATED SECTIONS 

 

In this paper, the results for two different sections (Fig. 2) 

will be shown. These sections were gathered from a larger 

group because of the contrasting nature of their structural 

behaviour. The height h of the examined sections remains 

constant, while the width b and the ratio of the web thickness 

to the flange thickness tw/tf vary (TABLE 1). In section 1, the 

web is relatively more compact, while in section 2 the web is 

relatively more slender. The length of the members varied 

between 4 m and 30 m. 

 

TABLE 1 

GEOMETRICAL PROPERTIES OF THE SECTIONS 

 Section 1 Section2 

h (m) 0.36 0.36 

b (m) 0.17 0.17 

tw (m) 0.008 0.008 

tf (m) 0.013 0.023 

tw/tf 0.62 0.35 

 

Two values were considered for the diameters of the web 

openings, while the spacing s between the possible locations 

of the openings was fixed at one value (TABLE 2). In this 

manner the possible locations of the centres of the openings 

remained constant for a given length of the steel beam. Both 

regularly spaced openings and groups of isolated openings 

were considered. 

 

TABLE 2 

OPENING DIAMETERS AND SPACING 

 diameter (m) s (m) 

Opening 1 0.335 0.4 

Opening 2 0.2 0.4 

 

 

 

Fig. 2. Geometrical properties of the sections. 

III.CURRENT DESIGN RULES 

When LTB occurs, the beam buckles in a general fashion. 

The lateral displacement of the compressed part of the beam is 

restrained by the part of the beam in tension, resulting in a 

combined torsional and lateral movement of the cross-section. 

According to ENV3, annex F [8], the classical elastic critical 

moment Mcr for a doubly symmetric, plain webbed, I-section 

member loaded by a uniform moment about its strong axis, 

and supported by fork bearings at its ends is given by (1).  
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If the ENV approach is followed and Mcr,op – the critical 

bending moment for a beam with web openings – is  

calculated using the cross-sectional properties at the centre of 

the opening, the length L of the beam, the warping constant 

IW, the shear modulus G and the Young’s modulus E remain 

unaltered in (1). The only factors that change are the torsion 

constant IT and the second moment of area about the weak axis 

IZ. The change of IZ will only be small, but in some cases the 

change in IT has a non-negligible influence on the value of 

Mcr,op (Fig. 4 and Fig. 5).  An easier way of taking into account 

the web openings, is by setting the value of the web thickness 

tw equal to zero in the expressions for Mcr. This value, Mcr,tw=0 

is always smaller than Mcr,op. 

 

An estimate of the critical moment for I-section members 

when web distortion is taken into account, Mcr,dist, can be 

obtained by setting the value of the torsion constant IT equal to 

zero in (1) [7]. For very slender webs this is an accurate 

approach, but for more compact webs this approach is overly 

conservative. 

 

The LTB critical moment for sections with web openings 

can also be calculated by regarding the compressed “upper 

tee” of the section as a compression member that buckles 

laterally (based on [4]). The critical compressive normal force 

Ncr is calculated as the Euler buckling force. The critical 

moment Mcr,N (2) is then obtained by multiplying this normal 

force with the distance d between the centers of gravity of the 

upper and lower tee section (Fig. 3). 
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For very large openings, d will approach the height h of the 

section, and Mcr,N will approach Mcr,dist (in which IT=0). This is 

quite logical, because IT is the torsional stiffness of the beam, 

which vanishes completely for large web openings. The part of 

the beam in tension will no longer be able to restrain the 

lateral movement of the compressed part, and the compressed 

part will buckle laterally. 

 

 

Fig. 3. Upper and lower tee. 
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Fig. 4. Section 1. M/Mcr according to current design rules. 

 

Fig. 5. Section 2. M/Mcr according to current design rules. 

The values of the LTB critical moment according to the 

current design rules were calculated for section 1 and 2. The 

results are presented in Fig. 4 and Fig. 5, as well as in TABLE 

3 and TABLE 4.  

 

TABLE 3 

SECTION 1. M/MCR ACCORDING TO CURRENT DESIGN RULES 

section 1 L (m) 6 10 18 

plain 

web 

Mcr (kNm) 166 84 43 

Mcr,dist/Mcr (%) 67 47 29 

web 

openings 

Mcr,op1 /Mcr (%) 95 93 91 

Mcr,op2 /Mcr (%) 97 96 95 

 Mcr,tw=0 /Mcr (%) 95 92 91 

 Mcr,N,op1 /Mcr (%) 67 47 29 

 Mcr,N,op2 /Mcr (%) 64 45 27 

 

 

TABLE 4 

SECTION 2. M/MCR ACCORDING TO CURRENT DESIGN RULES 

section 2 L (m) 6 10 18 

plain 

web 

Mcr (kNm) 405 224 120 

Mcr,dist/Mcr (%) 48 31 18 

web 

openings 

Mcr,op1 /Mcr (%) 98 98 98 

Mcr,op2 /Mcr (%) 99 99 99 

 Mcr,tw=0 /Mcr (%) 98 98 98 

 Mcr,N,op1 /Mcr (%) 48 31 18 

 Mcr,N,op2 /Mcr (%) 47 30 18 

 

For sections with relatively slender webs, such as section 2, 

the contribution of the web to the torsion stiffness and the 

bending stiffness is small, even without the web opening. 

Hence, the influence of web openings on Mcr,op is small. Even 

if we disregard the contribution of the web completely by 

calculating Mcr,tw=0, the reduction of Mcr is not more than 2% 

(TABLE 4). The values calculated by using the compressed 

tee approach are much lower, and here the web openings can 

cause a reduction of more than 80 percent. As mentioned in 

[7], for relatively slender webs such as in section 2, web 

distortion is to be feared. If we calculate the maximum effect 

of web distortion by setting IT equal to zero, a reduction of 

more than 80% seems possible. However, this probably won’t 

be the case for this section, as this is a very conservative 

approach. One can see that the values calculated for Mcr,N,op1 

and Mcr,dist are more or less the same, which was to be 

expected because of the large size of opening 1. 

 

For sections with more compact webs such as section 1, the 

contribution of the web to the LTB strength will be higher, 

and the presence of the openings will affect Mcr,op more. For 

large openings, the reduction can go as far as  9%, which is 

not longer negligible (TABLE 3). On the other hand, web 

distortion is less to be feared for this kind of section.  

IV.NUMERICAL SIMULATIONS 

A.Finite element model 

The structural behaviour of beams with and without web 

openings was investigated by performing numerical 

simulations with the finite element package Abaqus. Shell 

elements of the type S8R5 were used for the web and the 

flanges. The material of the elements is purely elastic steel, 

with a Young’s modulus E of 210 GPa, and a Poisson’s ratio 

of 0.3. 

At both ends of the beam, rigid bodies were attached to the 

web, in order not to allow web distortion at the  

supports (Fig. 6). Because the rigid bodies are not attached to 

the flanges, the warping of the latter is not prevented. The 

displacements in the lateral (y) and the vertical  (z) direction 

together with the rotation about the x-axis of the reference 

point of the rigid bodies are restrained (Fig. 2). In one of the 

two reference points the movement in the x-direction is 

constrained as well. 
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Fig. 6. Rigid bodies used in numerical simulations. 

A moment about the y-axis was applied at both reference 

points, and a linear buckling analysis was performed. The 

lowest eigenvalue was determined, and the associated 

eigenmode was examined to determine the web distortion, as 

described in the next paragraph. The eigenmode given by 

Abaqus as the result of a linear buckling analysis is 

normalized so that the maximum displacement is equal to 1 

(m). 

B.Measurement of web distortion 

Using the results of the numerical simulations in Abaqus, it 

is possible to calculate the web distortion by using the 

coordinates of the nodes in the deformed and undeformed 

states. The principle will be explained for a regular mesh with 

quadrilateral elements. For each node in the web, a non-

distorted displaced location is calculated, based on the 

displaced locations of the upper and lower nodes of the web 

(Fig. 7). These non-distorted locations are then compared with 

the actual displaced locations of the nodes. For each node, the 

distance between these two locations is calculated. The  beam 

is divided into parts lengthwise, where each cut corresponds 

with the locations of the upper and lower web nodes, and for 

each part the maximum distance is calculated. To obtain a 

measure for the whole beam, the mean of all these maxima is 

calculated. 

 

 

 

Fig. 7. Measurement of distance for calculation of web 

distortion. 

C.Numerical simulations for plain-webbed beams 

1) LTB critical moment  

For members with section 2, the moment Mcr,ABQ obtained 

from the linear buckling analyses in Abaqus is substantially 

lower than the calculated, classical moment Mcr. For members 

with section 1, Mcr,ABQ  approximates Mcr much better (Fig. 8). 

As we can see in Fig. 9, this is due to the web distortion. The 

web distortion for section 2-members is indeed higher than the 

distortion for section 1-members of the same length. This is 

logical, since the ratio tw/tf is smaller for section 2 than for 

section 1. For shorter beams, the web distortion and the 

reduction of Mcr are higher than for longer beams, which is 

also in agreement with what is reported in the literature. 

 

 

Fig. 8. Variation of Mcr,ABQ in function of length. 

 

 

 

Fig. 9. Variation of mean distortion in function of length. 

 

2) Distortion across beam length 

If we now look at the distortion across the length of the 

beam, we can see that the web distortion reaches its maximum 

values near the edges and at the centre of the beam (Fig. 10-

Fig. 12). As expected, the distortion for beams with a length of 

6 m is the highest, and the distortion for beams with relatively 

slender webs such as the section 2-beams is also higher. 
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Fig. 10. Distortion over length of beam (L=6m). 

 

 

Fig. 11. Distortion of length of beam (L=10m). 

 

 

 

 

Fig. 12. Distortion over length of beam (L=18m). 

D.Numerical simulations of beams with web openings 

1) Influence of opening location 

As described earlier, the possible opening locations are 

fixed, but the actual locations of the web openings can vary, as 

does the diameter of the opening. The influence of the opening 

location on the LTB moment was examined for members with 

a length L of 10 m. The total possible number of openings for 

this length is 24. 

If two openings, at locations i and i+1 (Fig. 13), are 

introduced in the web, the influence is the greatest for opening 

location i=1, both for members with section 1 and section 2 

(Fig. 14). The variation in LTB moment with the location of 

the opening however, is  negligibly small for these cases. 

 

 

Fig. 13. Web openings for opening location=i. 

 

 

Fig. 14. Variation of Mcr,ABQ/Mcr with opening location.  

2) LTB critical moment for cellular beams 

If the openings are applied at all possible locations, cellular 

beams arise. Numerical simulations were carried out for 3 

lengths, 2 sections and 2 opening diameters.  

 

For a plain-webbed beam with section 1, web distortion is 

small because of the relatively high web thickness.  This 

higher value of tw/tf, however, causes a greater influence of the 

openings on the value of Mcr,op.  For cellular beams with 

section 1, the values of Mcr,ABQ (TABLE 5) and Mcr,op1 or 

Mcr,op2 (TABLE 3) correspond well. The openings increase the 

distortion of the beams with section 1, but the distortion is still 

smaller than that of a section 2 beam without openings. As 

previously said, this is due to the relatively high thickness of 

the web in section 1. The distortion is larger for shorter beams 

which complies with the foregoing part of this contribution. 

For the large web openings, the distortion of the web is 

logically larger. 

 

For beams with section 2, the values of Mcr,ABQ (TABLE 6) 

are considerably smaller than Mcr,op1 and Mcr,op2 (TABLE 4). 

Similarly as for plain-webbed beams, the distortion reduces 

the LTB critical moment to a considerable amount. In the 

results, Mcr,ABQ and Mcr,op1 differ up to 18% of Mcr for opening 

1. However, the values of Mcr,ABQ are still substantially  larger 

than Mcr,dist (TABLE 4), so not all torsional stiffness is lost.  
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TABLE 5 

SECTION 1. MCR,ABQ/MCR AND DISTORTION. 

section 1 L (m) 6 10 18 

Mcr,ABQ/Mcr 

no opening 0,98 0,98 0,98 

opening 1 0,92 0,91 0,91 

 opening 2 0,95 0,95 0,95 

distorsion 

(mm) 

 

no opening 1,65 0,53 0,14 

opening 1 3,33 0,99 0,22 

opening 2 2,33 0,69 0,16 

 

 

TABLE 6 

SECTION 2. MCR,ABQ/MCR AND DISTORTION. 

section 2 L (m) 6 10 18 

Mcr,ABQ/Mcr 

 

no opening 0,86 0,89 0,92 

opening 1 0,80 0,84 0,88 

opening 2 0,83 0,87 0,90 

distortion 

(mm) 

 

no opening 4,40 1,46 0,34 

opening 1 8,15 2,92 0,69 

opening 2 6,49 2,18 0,50 

 

V.CONCLUSION AND PERSPECTIVES 

Two different methods for calculating the LTB critical 

moment of a beam with web openings exist. These methods 

were examined by numerical simulations in Abaqus for a 

limited number of geometries. The results for 2 sections are 

given: section 1, which has a relatively more compact web 

(high tw/tf), and section 2, with a more slender web (low tw/tf). 

The first method, in which the cross-sectional properties at 

the centre of the opening are used to calculate the critical 

moment, gives results that agree fairly well with the ones 

obtained in the numerical simulations, Mcr,ABQ, for the section 

geometry with the more compact web. For the section with the 

slender web, the web doesn’t remain straight in the buckled 

position, causing a reduction of the torsional stiffness.  

Consequently the values of Mcr,op1 and Mcr,op2 calculated 

following the first method are higher than the values Mcr,ABQ 

obtained during the numerical simulations. Hence, due to web 

distortion, the first method gives unsafe results for the section 

with the slender web, which is hard to accept. 

The second method considers only the lateral buckling 

resistance of the tee section in compression at the web opening 

to calculate the LTB resistance. This method is overly 

conservative for both sections and underestimates the critical 

moment to a large extent. 

These results show that there is a need for a design rule  that 

considers the effect of the web distortion on one hand, and is 

not uneconomic on the other hand. In order to obtain this 

result, more factors which can have an effect on the LTB 

strength must be taken into consideration. The section and 

web opening geometry must be varied to a greater extent, and 

the moment distribution, location of loading and boundary 

conditions at the beam edges must be taken into account. A 

vast number of non-linear simulations, in which plasticity, 

imperfections, and residual stresses are introduced, must be 

carried out in order to develop a safe and economic design 

rule. 
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I. I NTRODUCTION

THE forces transmitted to a bridge by vehicles traversing
the deck constitute the live load components in bridge de-

sign codes and thus form an integral part of bridge design.
Although it’s possible to measure static loads using weigh-in-
motion (WIM) systems, the dynamic wheel loads may signifi-
cantly increase road surface damage and obtaining information
on them remains of interest. This is traditionally done in one of
two ways, namely by measurement using an instrumented vehi-
cle or by computation with a vehicle-bridge interaction model.
Direct measurement is expensive and prone to bias whereas the
results of a vehicle-bridge interaction analysis largely depend
on the knowledge of input parameters and the accuracy of the
model. In recent years considerable attention has been given to
the reconstruction of these dynamic loads from measured vibra-
tion responses, an alternative which can be applied under real
traffic conditions without the need for an instrumented vehicle
or the interruption of traffic.

Developments include the time domain method [1], the
frequency-time domain method [2] and the interpretive method
[3], all having the disadvantage of being computationally ex-
pensive as well as difficult to apply to more complex structures.
These drawbacks were to a large extent removed by applying the
dynamic programming algorithm [4] to the moving force iden-
tification problem [5]. The classic formulation of the algorithm,
however, placed a restriction on the type of measurements (dis-
placements/velocities/accelerations/strains) that could be used
in the inversion process. In this paper an adapted dynamic
programming algorithm is developed which effectively removes
this restriction.

II. A DAPTED DYNAMIC PROGRAMMING

A. Classic formulation

By departing from a state-space model of the dynamic system
the dynamic programming algorithm solves for the components
of the unknown forces in the time domain, recursively. The re-
cursion relies on the availability of recursion formulae, derived
by assuming a certain relationship between the measured and
reconstructed data, i.e. an observation equation. The observa-
tion equation used in the classic formulation can be writtenas
follows for an arbitrary time stepk

dk ' Qx
k

(1)

wheredk signifies the measurement data at time stepk. Since
the state vectorx contains only displacements and velocities the
observation equation assumes that the data is either displace-
ments, velocities or combinations thereof such as strains.

B. Adapted algorithm

Relying on the same theory used to obtain the original recur-
sion formulae, new recursion formulae are derived for a more
general observation equation

d(t) ' Saü(t) + Svu̇(t) + Sdu(t) (2)

whereSa, Sv andSd are selection matrices for acceleration, ve-
locity and displacement, respectively, in which the locations of
the measurements and/or difference relations can be specified.
A more versatile dynamic programming algorithm is thus de-
veloped, bringing with it advantages related to identifying the
unknown forces using acceleration as opposed to strain or dis-
placement data.

III. N UMERICAL EXAMPLES

The advantages of using acceleration measurements are illus-
trated by means of a numerical example. The bridge is modelled
as a simply supported beam and the moving forces are gener-
ated using a 4-DOF model of a moving vehicle and an assumed
vehicle speed and wavelength for the road unevenness. To rep-
resent measurement error white noise is added to the computed
response of the system.

IV. CONCLUSIONS

The adapted dynamic programming algorithm is shown to be
an effective alternative to the classic formulation, bringing with
it the gains connected to performing the identification using ac-
celeration as opposed to displacement or strain data.
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Abstract: The structural behaviour of steel cylinders with 

engaged columns is studied in this contribution. If a 

cylinder is placed on local supports, elevated compressive 

stresses in the cylindrical wall near the supports can lead 

to local instability and the failure of the entire structure. 

In order to solve this problem, engaged support columns 

attached to the shell wall can lead to a smoother 

introduction of the load in the shell. The behaviour of 

these cylinders with engaged columns is studied by 

performing different types of numerical analyses. The 

effect of geometric nonlinearity, plasticity and geometric 

imperfections is studied. The results show that especially 

the imperfections lead to an important reduction of the 

failure load of the cylinder. 

Keywords:  Cylindrical shells, Buckling, Numerical simulations 

 

I.INTRODUCTION 

Steel silo’s often rest on a limited number of support 

columns, in order to facilitate emptying operations. The 

presence of these local supports leads to stress concentrations 

in the cylindrical wall just above the supports. Since we are 

dealing with thin-walled steel structures, the presence of these 

elevated compressive stresses can lead to the instability of the 

shell wall and therefore to the failure of the entire structure. 

The past decades, a lot of attention has been given to this 

problem and multiple solutions have been proposed (Fig. 1). A 

first solution is to increase the wall thickness of the entire 

cylinder to reduce the compressive stresses (Fig. 1a). This was 

investigated by Guggenberger et al. [1]. However, this means 

that additional material is also used in parts of the cylinder 

where the stresses are not elevated. Since the high stresses 

only appear in the lower part of the cylinder, an improvement 

can be made by increasing only the wall thickness of a bottom 

course [2] (Fig. 1b). Nevertheless, also in this solution 

material is placed in areas where the stresses are low, i.e. in 

the part of the cylindrical wall between the supports. 

A further reduction of the cost price can be achieved by 

adding the additional material as stiffeners (Fig. 1c). Above 

each support longitudinal stiffeners of limited length can be 

placed in combination with a ring stiffener at the bottom of the 

cylinder and a ring stiffener above the longitudinal stiffeners 

[3]. These stiffeners lead to a cost efficient design for larger 

silo’s.  

In practice however, for smaller silo structures the solution 

is often to support them on engaged columns attached to the 

side of the shell (Fig. 2). These engaged columns cause a 

gentler introduction of the load into the cylindrical shell and 

therefore the stress distribution above the column terminations 

is somewhat smoothened. Very few investigations of the 

structural behaviour or the strength of such an arrangement 

have ever been made [4]. 

In this paper, the structural behaviour of cylinders with 

engaged columns is investigated and results are presented.   

 

 
(a)   (b)  (c) 

Fig. 1. Different solutions to the stability problem. 

 

 

Fig. 2. A cylinder with engaged columns. 

II.NUMERICAL SIMULATIONS 

A.The Numerical Model 

The structural behaviour of steel cylinders with engaged 

columns is investigated by performing numerical simulations 

with the finite element package ABAQUS. In this paper, the 

results for only one geometry are given. The cylinder 

geometry is characterised by a radius to thickness ratio r/t 

equal to 500 and a length to radius ratio L/r of 2. The cylinder 
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rests on 4 columns. The column is attached to the cylinder 

wall over 1/4
th

 of the cylinder length (L/lc = 4). The width of 

the support columns is equal to 0,1429 times the cylinder 

radius (d/r = 0,1429). The radius of the cylinder is taken equal 

to 350 mm as this is the size of the scale model that is tested in 

an experiment. 

 

Fig. 3. The numerical model of the cylinder with engaged 

columns. 

For this geometry, a numerical model is made. The cylinder 

and the engaged support columns are included in the model, 

but in order to reduce the computational time the symmetry of 

the geometry is taken into account and only a segment of 45° 

in circumferential direction is included in the model. This 

means that 1/8
th

 of the cylinder and half of a support column 

are included. Symmetry boundary conditions are applied on 

the longitudinal edges of the model. For the top and bottom of 

the cylinder, the boundary condition restrain the radial 

displacements. Shell elements (S8R5) are used for the 

cylinder. The cylinder is compressed by means of a uniform 

line load at the top of the cylinder. 

In order to be able to focus on the behaviour of the cylinder, 

the engaged columns are assumed to be flexurally and axially 

rigid. For that purpose, the columns are modelled with rigid 

elements (R3D4). The boundary conditions model a clamped 

column. 

The numerical model is shown in Fig. 3. In this figure, the 

mesh of the model is also given. As can be seen, the mesh is 

denser in the region near the support, since the elevated 

stresses as well as the buckles are expected in this area of the 

model. 

The material properties in the numerical model include a 

Young’s modulus E of 200 GPa, a Poisson’s ratio ν of 0,3 and 

for the analyses with nonlinear material behaviour a yield 

stress σy of 250 MPa. For this nonlinear material behaviour, a 

bilinear stress-strain relationship was assumed. 

B.The Different Types of Analyses 

In EN 1993-1-6 [5], different types of analyses are listed. 

The most relevant analyses for this paper are: 

• Linear elastic bifurcation analysis (LBA). This is an 

eigenvalue analysis. 

• Geometrically nonlinear analysis (GNA). This 

analysis uses a large displacement theory with 

elastic material behaviour. 

• Materially nonlinear analysis (MNA). This analysis 

uses a small displacement theory with plastic 

material behaviour. 

• Geometrically and materially nonlinear analysis 

(GMNA). This analysis uses a large displacement 

theory and plastic material behaviour. 

• Geometrically and materially nonlinear analysis 

with imperfections (GMNIA). This analysis uses a 

large displacement theory, plastic material 

behaviour and geometric imperfections are 

explicitly included. 

C.Results of the Analyses 

With the different analysis types, an assessment can be made 

of the importance of different effects, like geometrical 

nonlinearity, plasticity and the presence of imperfections for 

this cylinder with engaged columns [6]. The results of the 

different analyses are summarised in Table 1. 

The first numerical simulation is an eigenvalue analysis 

(LBA). The first eigenvalue found with this analysis leads to a 

prediction of the failure load of the entire cylinder equal to 

150,2 kN. This theoretical failure is accompanied by the 

failure pattern shown in Fig. 4, i.e. the first eigenmode. As can 

be expected, this eigenmode is characterised by buckles in the 

cylinder above the column terminations. This is of course the 

region where the stresses are elevated. 

TABLE I 

RESULTS OF THE NUMERICAL SIMULATIONS 

Analysis 
Failure load 

[kN] 

LBA 150,2 

GNA 110,3 

MNA 177,0 

GMNA 105,2 

GMNIA  

first eigenmode 73,0 

weld depression 58,2 

 

 

Fig. 4. The first eigenmode of the cylinder with engaged 

columns. 

When a large displacement theory is used (GNA), the 

geometrical nonlinearity reduces the predicted failure load to 

110,3 kN. This means a reduction of more than 25%. Also for 

this analysis, the location of the buckles is above the column 

terminations, but higher than for the LBA analysis (Fig. 5). 

When a small displacement theory is used, but plasticity is 

taken into account (MNA), the numerical simulation predicts a 
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plastic collapse at a load of 177,0 kN. This load can be 

compared to the maximum theoretical plastic load: 

  
2 1

8 181, 9
23 3

d
F t kNy cpl

σ= ⋅ ⋅ ⋅ ⋅ + ⋅ =
 
 
 

�        (1) 

This collapse load corresponds to a simple theoretical 

calculation of full plasticity around the engaged column. 

Apparently, the result of the numerical simulation corresponds 

well to the theoretical value. The failure pattern found in the 

simulation is shown in Fig. 6. Again, the largest deformations 

appear above the column termination. 

 

Fig. 5. The deformation pattern of the GNA. 

 

 

 

Fig. 6. The deformation pattern of the MNA. 

For the next analysis that was performed, a large 

displacement theory was used in combination with nonlinear 

material behaviour (GMNA). In this analysis, a failure load 

equal to 105,2 kN was found. This is a lower value than the 

failure load corresponding to a GNA analysis. This means that 

the plasticity has a detrimental effect on the failure load. This 

is perhaps a bit unexpected since the result of the MNA is 

significantly higher than the GNA, suggesting that elastic 

instability occurs before plasticity can play a role. However, 

since we are dealing with stress concentrations above the 

column terminations, local yielding will appear before the full 

plastic capacity of the structure is utilised. The failure pattern 

for the GMNA is given in Fig. 7. The failure pattern is similar 

to the one for the GNA analysis although the buckle appears 

closer to the column termination. 

The last performed analysis type is an analysis based on a 

large displacement theory, nonlinear material behaviour and 

taking into account geometric imperfections. The amplitude of 

the imperfections ∆w0 is taken equal to one wall thickness. 

Two types of imperfections were investigated: an imperfection 

with the shape of the first eigenmode (Fig. 4) and an 

axisymmetric weld depression, which is a realistic shape of the 

shell wall near a weld. More information on this shape is given 

in Section III and Fig. 8. 

 

Fig. 7. The deformation pattern of the GMNA. 

            

Fig. 8. The shape of a weld depression. 

The results in Table 1 show that the presence of 

imperfections leads to a further important reduction of the 

carrying capacity of the structure. The presence of an 

imperfection with the shape of the first eigenmode leads to a 

further reduction of the failure load of 30%. The situation is 

even worse if the weld depression is included. This 

imperfection shape leads to an additional reduction of the 

failure load of almost 45%. 

The corresponding failure patterns are given in Fig. 9 and 

Fig. 10. Both failure patterns are characterised by buckles 

above the column termination. If the weld depression is used 

as imperfection shape, the buckle is located somewhat higher, 

but this is caused by the location of the axisymmetric 

imperfection. More information is given in Section III. 

 

Fig. 9. The deformation pattern of the GMNIA with the first 

eigenmode as imperfection shape. 

∆w0 

r 
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Fig. 10. The deformation pattern of the GMNIA with a weld 

depression as imperfection shape. 
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Fig. 11. Load-displacement curves for the different analyses. 

For the different analyses types, the corresponding load-

displacement curves are given in Fig. 11. The graph shows 

that for the analyses with geometric nonlinearity a sudden 

decrease in the load appears when the shell buckles if no 

geometric imperfections are included in the analyses. If the 

imperfections – eigenmode 1 (EM1) or a weld depression 

(Weld) – are included, the load-displacement curves still 

exhibit a maximum but the decrease is not so pronounced. 

III.WELD DEPRESSION 

For thin-walled shell structures, the presence of geometrical 

imperfections can lead to a dramatic reduction of the buckling 

strength. Therefore, when performing numerical simulations to 

investigate the structural behaviour of these structures, it is 

necessary to include these imperfections in the simulations. 

Furthermore, for the development of a design rule or for the 

design of a shell structure, it is important to study different 

shapes of imperfections and to choose the most appropriate 

shape to include in the simulations. 

A possible approach is to include a realistic imperfection 

pattern in the finite element model.  An example of such an 

imperfection is the deviation of the perfect shell that is caused 

by welding different strakes together. This weld depression 

(Fig. 8) was studied by Rotter and Teng and a Type A weld 

depression is defined by [7]: 

     
( )/

cos sin
0

x x x
w w e

π λ π π

λ λ
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∆ = ∆ ⋅ ⋅ +

 
 
 

             (2) 

in which λ is the linear half-wavelength of meridional 

bending, x is the axial distance from the weld centre, ∆w is the 

deviation from the nominal radius and ∆w0 is the amplitude of 

the imperfection. The linear bending half-wavelength is 

defined by: 
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The effect of such a weld depression was studied by 

performing different GMNIA simulations with an imperfection 

amplitude equal to one wall thickness. The location of the 

centre of the weld depression was varied between the column 

termination and the top of the cylinder. The results of these 

simulations are presented in Fig. 12. This graph shows that the 

most detrimental effect is obtained if the axial coordinate of 

the centre of the weld depression is equal to 2,1 lc . Clearly if 

the weld is too close to the column termination, the rigid 

column reduces the drop in failure load. If the weld is located 

too far from the column termination, it is located in an area 

with reduced stresses and has therefore not such a detrimental 

effect. The value of 2,1 lc can be explained with the 

deformation pattern of the GNA as in this deformation pattern 

(Fig. 5), the elastic buckle is located at 2,0 lc. 

In Fig. 10, the deformation pattern for a GMNIA analysis 

with a weld depression at 2,1 lc is shown. The buckle appears 

at the location of the weld.  
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Fig. 12. The effect of the location of the weld depression on 

the failure load of the GMNIA analysis. 

IV.IMPERFECTION SENSITIVITY 

A.General 

In all the previous GMNIA analyses, the amplitude of the 

imperfection is taken equal to one wall thickness. In [5] values 

are given for the amplitude of equivalent geometric 

imperfections based on the dimensions of the shell and the 

appropriate quality class. These amplitudes can be larger or 

smaller than one wall thickness. Therefore, the effect of the 

amplitude of the imperfection is studied here for the cylinders 

on engaged columns with the two different imperfection 

shapes. 
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B.Eigenmode 

The dimensionless amplitude of the imperfection with the 

shape of an eigenmode is varied between ∆w0/t = -1,5 and 

∆w0/t = 1,5. A positive amplitude corresponds to the 

orientation of the dimples and buckles as given in Fig. 4. The 

results of the GMNIA analyses are given in Fig. 13. This 

graphs clearly shows that even with a small amplitude the 

imperfection leads to an important reduction of the failure 

load (∆w0/t = ±0,2 leads to a reduction of 25%). A further 

increase of the imperfection amplitude has a less detrimental 

effect: for the positive values of the amplitude the reduction of 

the failure load stays constant at 30%. For the negative 

amplitudes a further increase of the amplitude leads to a mild 

decrease of the failure load. All the performed GMNIA 

analyses led to a failure pattern similar to the one in Fig. 9. 
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Fig. 13. Sensitivity of the failure load to the amplitude of the 

geometric imperfection with the shape of the first eigenmode. 
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Fig. 14. Sensitivity of the failure load to the amplitude of the 

weld depression located at 2,1    llllc. 

C.Weld Depression 

Also for the weld depression with the centre located at  

2,1 lc, the dimensionless amplitude is varied. However, since 

welding only leads to a local reduction of the shell radius, the 

dimensionless amplitude is varied between ∆w0/t = 0 and 

∆w0/t = 1,5. The results of the GMNIA analyses are 

summarised in Fig. 14. The smooth curve in Fig. 14 is steep 

for small imperfection amplitudes (∆w0/t = 0,2 leads to a 

reduction of 20%) and flattens out for larger amplitudes. 

However, for these larger amplitudes, the effect of a weld 

depression is more detrimental than the effect of an eigenmode 

as imperfection shape. Also for the weld depression, all the 

analyses had a deformation pattern similar to the one in Fig. 

10, i.e. a pattern that is characterised by a dimple at the 

location of the weld depression. 

V.CONCLUSIONS 

In this contribution, the results of an initial study regarding 

the structural behaviour of cylindrical shells supported by 

engaged columns are investigated. The columns are assumed 

to be flexurally and axially rigid. The results of different types 

of analyses are given and the influence of different effects as 

geometric nonlinearity, plasticity and imperfections are 

studied. Clearly all these effects have to be included in the 

numerical simulation if the failure load of the structures is 

determined. Especially the imperfections have a detrimental 

effect on the stability of the cylinders. Different imperfection 

shapes and imperfection amplitudes have been investigated. It 

is the goal of our study to develop a design rule in accordance 

with the framework of the Eurocode [5]. Therefore, the next 

step in our investigations is to derive capacity curves for the 

cylinders with engaged columns based on numerical 

simulations of cylinders with different geometries. 
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Saartje Arnout, Geert Lombaert, Guido De Roeck
Department of Civil Engineering, K.U.Leuven,

Kasteelpark Arenberg 40, B-3001 Leuven, Belgium
email: saartje.arnout@bwk.kuleuven.be

Abstract— In this paper, a double loop optimization pro-
cedure is presented for the combination of size and shape
optimization of truss structures. In the outer loop, the shape
design variables are optimized. Each step in this shape op-
timization contains a complete size optimization, so optimal
bar sections are used for every proposed shape. The size
optimization in the inner loop is performed with a local,
gradient-based optimization method. The shape optimiza-
tion problem is shown to have multiple local minima. Two
global optimization methods are compared and their effec-
tiveness is evaluated. A simple truss configuration is used to
demonstrate the procedure. It is investigated how the shape
parametrization affects the optimization efficiency.

Keywords— truss optimization, global optimization, cou-
pled local minimizers, genetic algorithms

I. INTRODUCTION

IN modern architecture, there is a tendency towards
complex structures. These structures are frequently

constructed with discrete members such as trusses or
Vierendeel girders. Within the frame of the current re-
search, the structural optimization of trusses is considered
in this paper.

The truss optimization problem can be stated in many
ways. In general, the volume is used as a measure of the
cost of the truss structure. Since this objective function
neglects all construction related costs, Kripakaran [1] pro-
poses a realistic objective function, including a term de-
pending on the number of different products in the struc-
ture. A wide variety of constraints can be imposed to
ensure a usable result. Examples are a minimal service-
ability [2] or aesthetical constraints about the shape of the
truss [3]. In this paper, both displacements and stresses
are constrained for one load case. Buckling of bars in
compression is avoided by reducing the maximal stress for
these members, as done by Pedersen [2].

To minimize the cost, structural optimization is used to
change the size, shape and topology of the truss structure.
In size optimization, the sections of the bars are optimized.
In shape optimization, the location of the joints is changed.
Topology optimization decides wether a bar should be in-
cluded in the structure or not. However, these three types
of changes are not independent. The optimal bar sections
are, for example, strongly related to the shape and topol-
ogy of a structure [4], [5], [6]. In this paper, the topology

of the truss is assumed to be fixed. A double loop opti-
mization procedure is proposed to combine shape and size
optimization: for every proposed shape, the optimal bar
sections are used. The size optimization is not based on
fully stressed design as in [4], [6], it is a complete opti-
mization until convergence.

In this paper, it is an aim to locate the global minimum
of the structural optimization problem. However, the use
of a local optimization algorithm is justified for the siz-
ing optimization. When a local method is used for the
shape optimization however, multiple local minima occur.
The number of local minima is strongly dependent on the
parametrization of the shape of the truss. Two global op-
timization methods are used to avoid suboptimal results.
The first method is the method of the Coupled Local Min-
imizers (CLM) [7], [8]. In this method, the information of
several local optimizers is combined to avoid local optima.
The use of gradient information by the local optimizers
enforces faster convergence. However, the calculation of
gradients is expected to be rather cumbersome due to the
optimization in each function evaluation. Therefore, ge-
netic algorithms [9] are a valuable alternative for the outer
optimization loop. The influence of the shape parametriza-
tion on the efficiency of both methods is considered.

II. T RUSS SIZE AND SHAPE OPTIMIZATION

A. Problem statement

In general, the truss size optimization problem is stated
as:

min
A

V(A) s.t.
A l 6 A 6 Au

u(A) 6 umax

σ(A) 6 σmax

(1)

with A a vector containing the bar sections to design. To
reduce the number of design variables, the bars can be di-
vided in groups with the same section. This grouping can
be dynamic during optimization [1].V is the volume of the
structure, as the aim of the optimization is to minimize the
material use. The vectoru collects the displacements of
the nodes of the truss. The displacements are constrained
by umax, typically L/300 for a span L. The vectorσ con-
tains the stresses in the bars of the truss. The stress is con-
strained byσmax, which is typically the yield stress of the
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material divided by a safety factor. For bars in compres-
sion, the maximal stress is further reduced to avoid buck-
ling. The displacements and stresses are computed with
the finite element method.

The truss shape and size optimization problem is an ex-
tension of the size optimization problem:

min
A,x

V(A,x) s.t.

A l 6 A 6 Au

xl 6 x 6 xu

u(A,x) 6 umax

σ(A,x) 6 σmax

(2)

The vector x defines the shape of the truss. This
parametrization of the shape can be done in many ways.
An obvious choice is to use the coordinates of each node
as design variables. This choice maximizes the freedom of
shape. Other choices can reduce the search space. To re-
duce the number of design variables, modelling techniques
as described by Imam [10] can be used.

In literature,A andx are sometimes considered as inde-
pendent design variables, e.g. by Pedersen [2]. However,
optimal bar sizes exist for every shape, soA is defined
implicitly by x. In this view, the truss shape and size opti-
mization problem can be reformulated as:

min
x

V(A,x) s.t.

A from eq. (1)
xl 6 x 6 xu

u(A,x) 6 umax

σ(A,x) 6 σmax

(3)

In other words, to evaluate the objective and constraint
functions for a current shapex, it is necessary to perform
a truss size optimization. This strategy results in the dou-
ble loop procedure presented in figure 1. Each step in the
shape optimization contains a complete size optimization.
The outer loop is a shape optimization with respect to the
shape design variablesx. The inner loop is the truss size
optimization for each trial ofx, resulting in an optimalA
for this trial.

B. Example

The problem under consideration is similar to the prob-
lems discussed by Gil [4]. A two dimensional truss with
17 nodes and 31 bars is considered, with a topology as
presented in figure 2. Two hinges support the structure.
In this example, there is only one load case: a unit load
(1 kN) acting on node 10 to 16. However, this could eas-
ily be extended to a combination of multiple load cases as
prescribed by Eurocode 1.

The truss is made of steel with a modulus of Young of
210 GPa and a Poisson coefficient of 0.3.

The objective function is the volume of the structure.
A linear finite element analysis is performed to compute

Initialize x

generate 

model

FE-analysis

evaluate 

obj.   function

constraints

Optimum?

Yes

No

generate

new model

Solution

get A

from size 

optimization

Fig. 1. Double loop to combine size and shape optimiza-
tion.

displacements and stresses. The maximal displacement is
32×10−3 m. This is guaranteed by limiting the largest dis-
placement. The maximal stress is 235 MPa with a safety
factor γM of 1.1. For bars in compression, the buckling
length is computed and the maximal stress is reduced with
a factorχ 6 1 according to Eurocode 3. The stress is con-
strained for each bar individually. In total, there are 32
constraints that have to be satisfied both in the inner and
the outer optimization loop.

III. I NNER LOOP SIZE OPTIMIZATION

A. Optimization method

The size optimization, as presented in Eq. (1), will be
performed using a deterministic local optimization algo-
rithm. An SQP method with BFGS-updates for the Hes-
sian is chosen. An active-set strategy is used to account
for the constraints. This is implemented in MATLAB’s
fmincon.

The use of a local optimization algorithm is assumed
to be acceptable as it is expected that the local optimiza-
tion will end at the global minimum or at least close to it.
In fact, the objective function is linear in the design vari-
ables. If the optimization is started with the lower bound of
the bar sectionsA l , there is a large chance that the nearest
minimum will be the global minimum. This assumption
is advantageous because this optimization will be carried
out a lot of times, so the calculation time is very impor-
tant. Moreover, it is important that the result is uniquely
defined, so no stochastic operators can be used to find the
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Fig. 2. Topology of the considered truss structure with [node] and element numbers.

global minimum.

B. Calculating sensitivity

The gradient of the objective function is easy to obtain,
as the volume is linear in the design variables. In addition,
the gradients of all constraints are used by the optimiza-
tion method. The most general way to obtain this infor-
mation is theoverall finite differencemethod (OFD). This
is a very simple method, based on the perturbation of the
design variables. Unfortunately, OFD is time consuming
if there are a lot of variables. Moreover, the perturbation
must be carefully chosen to get accurate results [11]. To
overcome these difficulties, theadjoint variable methodis
used, which is a specialized method for structural sensi-
tivities [12]. This method is based on the differentiation
of the discrete equations of equilibrium with respect to the
design variables. As a result, the gradient calculations are
reformulated as the computation of displacements due to
additional load cases on the original structure. For the total
gradient, one additional load case is needed for each con-
straint function. These load cases can be solved all at once,
as they all act on the same structure. If the exact derivative
of the stiffness matrix can be provided, the exact gradi-
ent is obtained, which is very advantageous, but requires
access to the finite element code. This is generally consid-
ered as a disadvantage. In this paper, the MATLAB finite
element toolbox StaBIL was used, which is developed at
the Structural Mechanics division of the K.U.Leuven.

C. Example

The problem of the inner size optimization loop of the
example can be written as (see Eq. (1)):

min
A

V(A) s.t.
0.05 10−3 m2 6 A 6 500 10−3 m2

σ(A) 6
235χ
γM

MPa
u(A) 6 32 10−3 m

(4)

To decrease the number of sizing variables, the bars are
gathered in seven groups with the same bar section. These
groups are based on the stress distribution in the geometry
of figure 2. The groups are not modified during optimiza-
tion.

The optimal bar sections for a certain shape can be com-
puted with the local optimization algorithm. As men-
tioned, the lower bound of the bar sections is used as a

starting point. The optimal bar sections and volume for
three shapes are presented in table I.

IV. OUTER LOOP SHAPE OPTIMIZATION

In this section, the outer loop shape optimization is con-
sidered. The objective function, i.e. the volume, is no
longer linear in the design variables. Changing the shape
can transform the structural behaviour, e.g. from a truss
working as a beam to a truss working as an arch. Thanks
to this transformed structural behaviour, the constraints
can be satisfied with smaller bar sections. Contrarily, if
the same change makes the bars longer, this compensates
for the decrease of the volume. As a consequence, the
objective function is expected to be irregular. Moreover,
due to the optimization in each function evaluation, con-
tinuity is not guaranteed. This implies that the calcula-
tion of gradients is rather cumbersome. Furthermore, the
number of variables can be large, depending on the shape
parametrization.

A. Example

The optimization problem can be stated according to
Eq. (3):

min
x

V(A,x) s.t.

A from eq. (4)
xl 6 x 6 xu

σ(A,x) 6
235χ
γM

MPa
u(A,x) 6 32 10−3 m

(5)

For the current load case, an arch-like structure is expected
to be optimal, similar to [4]. Bars in compression are dis-
couraged by the buckling constraint. As a consequence, an
arch in tension will be more efficient than a pressure arch.

As mentioned, the design variablesx should be chosen
carefully. Using thex- andy-coordinate of every node as
a design variable is an obvious choice that ensures maxi-
mal freedom of shape. If symmetry is used, this strategy
totals to 15 design variables for the example. However,
this choice results in a high-dimensional design space that
is difficult to explore. Furthermore, the design space in-
cludes a lot of irregular and unwanted structures. These
structures can be excluded by another choice of design
variables. The distances in thex-direction between adja-
cent nodes are used as design variables to preserve the se-
quence of the nodes. The same strategy can be used in the
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TABLE I
THE OPTIMAL BAR SECTIONS AND OBJECTIVE FUNCTION VALUE FOR THREE GIVEN SHAPES.
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A(1) [10−3m2] 0.2283 0.2024 0.1708
A(2) [10−3m2] 0.2655 0.1705 0.1598
A(3) [10−3m2] 0.1928 0.0500 0.0500
A(4) [10−3m2] 0.0641 0.0529 0.0500
A(5) [10−3m2] 0.1033 0.1033 0.0910
A(6) [10−3m2] 0.0500 0.1624 0.0500
A(7) [10−3m2] 0.0500 0.0500 0.0500

Volume [10−3m3] 7.5730 10.9616 6.1050

y-direction to ensure the lower nodes remain located below
the upper nodes. This strategy also sums up to 15 design
variables. As the design space is smaller, optimization will
be more efficient. Further on, this strategy will be called
distance modelling.

A third option is to use global design variables that de-
fine the coordinates of the nodes instead of using these co-
ordinates directly. In the current example, both the upper
and lower array of nodes are assumed to be located on a
curve. In this paper, two parabolic curves are used. The
three points that define each parabola are the supports and
a keypoint on the symmetry plane. Only the height of the
keypoint is variable. An extra variable is added to define
how the nodes are distributed over the parabola. Conse-
quently, only three design variables are used. This strategy
will be calledparabola modelling. The number of design
variables is reduced substantially. Moreover, the design
variables have a more global influence on the shape. As
a consequence, optimization will be faster and there will
be less local minima. However, the freedom of shape is
reduced considerably. Only parabolic shapes are gener-
ated during the optimization. For this example, it will turn
out that the global minimum is not excluded. However,
other choices (e.g. bilinear) result in suboptimal structures
for this example. Nevertheless, the restricted freedom of
shape can be intended to account for a designer’s prefer-
ence.

B. Local optimization

The local optimization algorithm can be applied imme-
diately to the problem as stated in Eq. (5). The starting
point is the second shape of table I. The algorithm takes
very small steps and converges after 28 iterations with 551
function evaluations. The original shape and the result of
the optimization are presented in the first row of table II.
As can be seen, an arch strategy appears in the solution.

However, this local optimum has a larger volume than the
third structure of table I, so it is certainly not the global
minimum. Other initial shapes and the respective result of
local optimization are included in table II. It is clear that
multiple local minima exist.

Additionally, some initial shapes and results with the
parabola modelling are presented in table III. Some of
the local minima in table II can not be reached with the
parabola modeling. Due to the restriction of the search
space, the number of local minima is decreased. As a con-
sequence, the results of optimization are better than for
the distance modelling. Optimization is also faster, as an
optimum is found in 100 to 350 function evaluations, de-
pending on the starting shape.

The optimality of a tension arch is confirmed by the
computed local optima. By comparing the results of mul-
tiple initial shapes, additional assumptions can be made
about the global minimum. The last two local optima of
table II satisfy all constraints with all bars having the min-
imal section. The geometry with the shortest bars thus has
the smallest volume. The best tension arch is the last opti-
mum of table III. The height of the truss is degenerated. As
there are no moments induced in the structure, a chain-like
structure is indeed optimal for the given load case. The
chain-like structures of table III are therefore considered
to be the global optimum of this problem. This will be
confirmed by the global optimization methods. A slightly
different problem statement, e.g. with an extra asymmetri-
cal load case, would have resulted in a different optimum.

C. Coupled local minimizers

The first global optimization method considered is the
method of the Coupled Local Minimizers (CLM) [7], [8].
The theoretical formulation is derived for an objective
function f (x) with several minima [8]. Assumem con-
straintsg j(x) 6 0 should be satisfied. Consider a popula-

421



TABLE II
INITIAL GEOMETRIES (LEFT COLUMN) AND RESPECTIVE RESULT OF LOCAL OPTIMIZATION WITH DISTANCE

MODELLING .
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TABLE III
INITIAL GEOMETRIES (LEFT COLUMN) AND RESPECTIVE RESULT OF LOCAL OPTIMIZATION WITH PARABOLA

MODELLING .
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tion of t search points. The searches of these points are
coupled by using their average function value as the ob-
jective function:

〈 f 〉 =
1
t

t

∑
l=1

f (x(l)) (6)

with x(l) the l -th search point in the population. More-
over, synchronization constraints are imposed to the search
points, to enforce them to end at the same point. This re-
sults in the following problem statement:

min
X

〈 f 〉 with







x(l) −x(l+1) = 0 l = 1,2, . . . , t
g j(x(l)) 6 0 j = 1, . . . ,m

l = 1,2, . . . , t
(7)

with x(t+1) = x(1). The vectorX = [x(1) . . . x(t)]T gathers
all the search points of the population.

The constrained optimization problem is transformed
into an unconstrained problem using the augmented La-
grangian method. This method reformulates the objective
function as:

LA(X ,ϒ,Λineq) =
η
t

t

∑
l=1

f (x(l))

+
t

∑
l=1

[v(l)]T [x(l) −x(l+1)]+
γ
2

t

∑
l=1

‖x(l) −x(l+1)‖2 (8)

+
m

∑
j=1

t

∑
l=1

λ(l)
ineq, jα

(l)
j +

γineq

2

m

∑
j=1

t

∑
l=1

(α(l)
j )2

In this expression,α j is defined as:

α(l)
j = max

{

g j(x(l)),−
λ(l)

ineq, j

γ
}

(9)

The new objective functionLA adds two terms per con-
straint to the average function value: a quadratic penalty
term and a linear penalty term. The constantsη, γ and
γineq are weighting factors of the objective function and
the quadratic penalty terms. Their values have a large in-
fluence on the optimization process as they define the bal-
ance between exploration and exploitation. The weight-
ing factors of the linear term are called Lagrange multipli-
ers. The vectorϒ = [v(1) . . . v(t)]T contains the Lagrange
multipliers for the convergence constraints. The vector
Λineq = [λ(1)

ineq,1,λ
(1)
ineq,2 . . .λ(t)

ineq,m]T contains the Lagrange
multipliers for them inequality constraints. To evaluate
this function, an evaluation of the original objective and
constraint functions is needed for each search point. When
calculating the gradient of this function, the gradient of
the objective function and the constraints is computed for
each search point with OFD. This implies an extra function
evaluation for each design variable for each search point.

Augmented Lagrange methods are based on subsequent
optimizations ofLA with respect toX only. A trust region
Newton method is used for such an optimization step. The
Lagrange multipliers and the weighting factors are main-
tained constant during each optimization step. From one
optimization step to the next, the Lagrange multipliers are
updated. In this way, afterk iterations,ϒk will contain a
reasonable estimate of the optimal Lagrange multipliers,
and

min
X

LA(X ,ϒk,Λineq,k) (10)

will result in the global minimumX ∗ of LA.
If this method is applied to the example with the dis-

tance modelling, the optimization is laborious. Even with a
small number search points, the calculation times are very
high due to the large number of variables. The time needed
to tune the parameters is proportionally high.

In contrary, using the parabola modelling, good results
are found rather easily, thanks to the smaller search space.
Three search points are used andη = 500, γ = 0.1 and
γineq = 1. During the first optimization ofLA with respect
to X , the search points yet identify the best strategy, in
this case a tension arch. As can be seen in figure 3, this
strategy is adopted by each search point after the first op-
timization step. After this optimization step, the Lagrange
multipliers are updated and a new optimization ofLA is
started. Within 18 such iterations of optimization and up-
dating, using about 4000 function evaluations, the algo-
rithm converges to three near-optimal structures, equiva-
lent to the best local optimization result. Figure 3 presents
the three search points after the first, second, third and last
optimization step.

D. Genetic algorithm

To avoid gradient calculation, a genetic algorithm (GA)
is used [9]. The MATLAB Genetic Algorithm and Direct
Search toolbox [13] is used as a base to develop a suit-
able algorithm. Some operators are customized. The gen-
eral flowchart is presented in figure 4. First, N individuals
are initialized randomly. Each individual defines a truss
structure, equivalent to a search point in CLM. The fitness
function consists of the volume and a logarithmic penalty
term for each violated constraint. Selection is based on the
fitness value of each individual, where the fitness values
are first scaled linearly to decrease the influence of very fit
individuals. Bad outliers are given a zero probability for
selection. These measures preserve diversity in the pop-
ulation. Some of the selected individuals are combined
with classical single point crossover. The remaining se-
lected individuals undergo Gaussian mutation. In all op-
erators, upper and lower bounds ofx remain respected.
A new generation is created until the convergence crite-
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Fig. 3. Search points: (a) initial shapes and shapes after (b) the first, (c) second, (d) third and (e) last local optimization
of LA with respect toX .
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Fig. 4. Flowchart of the genetic algorithm.
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Fig. 5. Genetic algorithm: best individuals after (a) 300, (b) 600 and (c) 1000 generations with distance modelling.
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Fig. 6. Genetic algorithm: best individuals after (a) 10, (b) 50 and (c) 300 generations with parabola modelling.

ria are met. This method is applied to the example with
distance modelling. The population contains 40 individ-
uals. The best individual after 300, 600 and 1000 gen-
erations is presented in Fig. 5. These individuals are all
similar to the chain-like optimum of the local optimiza-
tion, only obtained with parabola modelling before. The
best individual after 1000 generations has only a slightly
higher volume. For this example, an acceptable solution is
thus found within 40000 function evaluations. Because the
genetic algorithm explores the search space in a stochastic
way, the parametric modelling of the shape is of even more
importance. As the parameters of the parabola modelling
have a global influence on the truss, the genetic operators
are more meaningful. Moreover, the low number of design
variables is a strong advantage. With the same population
size as before, a very good individual is yet found in the
tenth iteration. After 300 iterations, the best individualis
equivalent to the best result of local optimization. The best
individuals after 10, 50 and 300 generations are presented
in figure 6. For this example, about 12000 function evalu-
ations are used to find the optimum.

E. Evaluation

Local optimization showed that, as expected, the shape
optimization outer loop can result in local minima. There-
fore, global optimization methods are used: the method
of the Coupled Local Minimizers (CLM) and a genetic al-
gorithm (GA). In this paragraph, both global methods are
compared to each other and to local optimization.

In contrast to CLM, no gradient information is ac-
counted for in GA. However, the genetic algorithm is not
consistently faster, as this information is not available to
define a good search direction. In GA, the emphasis is
on ranking the individuals. This is advantageous if an un-
wanted or impossible structure is proposed by the random
search (e.g. two nodes on the same location). In that case,
a large penalty term can be added which prevents the struc-
ture from being selected and an accurate evaluation of the

objective function is avoided. In CLM, it is necessary to
compute the gradient information exactly, even for irreg-
ular structures. Furthermore, intermediate results of GA
are meaningful. Each generation can be considered as a
group of interesting individuals. In CLM, intermediate re-
sults have less significance, because they are an interme-
diate trade off between exploration and exploitation terms.
In addition, the number of parameters in a genetic algo-
rithm is high, but none of them is crucial. However, the
optimization can take long if the parameters are not tuned.
In CLM, there are only three parameters but optimization
can fail to locate the optimal region if they are not well
chosen. It is concluded that CLM is faster but more de-
manding than GA.

It is observed that tuning a global optimization method
is not trivial. CLM has three crucial parameters. In ge-
netic algorithms, parameters are not as crucial but proper
tuning can save a lot of time. In contrary, local optimiza-
tion algorithms have no tuning parameters. In addition, it
is observed that the number of function evaluations needed
to find the global minimum is really high. In CLM, the
number of search points must be high enough. At least
20000 function evaluations are needed. With a genetic
algorithm, an acceptable solution was found after 40000
function evaluations. A local optimization algorithm uses
for this example only about 550 function evaluations but
with no guarantee of the global character of the optimum.
However, the use of an alternative modelling increased
the efficiency of the global optimization methods substan-
tially. In that case, CLM uses 4000 function evaluations
and the genetic algorithm finds a good solution in about
12000 function evaluations. The number of function eval-
uations in a local optimization are also reduced to 300. Ad-
ditionally, the stochastic properties of GA must be consid-
ered. The results for one run are not necessarily represen-
tative for other runs. Nevertheless, for this rather simple
example, a good assumption of the global minimum could
be made by multi-start local optimization based on struc-
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tural insight.
The observations encourage the development of a hy-

brid strategy: using a global method to locate good per-
forming regions and subsequently using local algorithms
to locate the exact minimum in these regions. In that strat-
egy, a genetic algorithm could be preferred, as it is possible
to find a diverse population of fit individuals. However, if
the structural behaviour of the truss can be anticipated for,
a manual exploration of the search space can be more effi-
cient. Indeed, in the considered example, at least ten local
optimizations can be done with the same resources as one
global optimization.

V. CONCLUSIONS

In this paper, a double loop procedure is presented for
size and shape optimization of truss structures where opti-
mal bar sections are used for every proposed shape.

A local optimization is used for the size optimization in
the inner loop. The use of the discrete method for gradi-
ent evaluations makes the optimization significantly faster.
Therefore, a full optimization loop until convergence can
be used.

When a local method is used for the outer loop, i.e. the
shape optimization, however, multiple local minima are
found. Global optimization methods are desirable to find
the global optimum. The global methods considered locate
the global minimum, but both tuning the solution param-
eters and solving the problem takes a lot of time. This
encourages the use of a hybrid strategy. If the structural
behaviour can be anticipated for, a multi-start local opti-
mization might even be the most efficient.

A careful parametrization of the shape turns out to be
very important. Modelling techniques can be used to re-
duce the number of design variables and to accelerate op-
timization. If the search space is significantly reduced, the
global minimum can be excluded. In reality however, the
limitation of the design space can correspond to the de-
signer’s preference and/or the feasibility of construction.
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Abstract— This contribution deals with the modeling of
reinforced concrete structures in the context of progres-
sive collapse simulations. Depending on the initial trigger-
ing event, the progressive collapse phenomenon may involve
high strain rates in structural members. Since the behaviour
of concrete is sensitive to the strain rate, a numerical repre-
sentation of the strain rate effects on the material behaviour
is needed. A Perzyna viscoplastic model is adopted to cou-
ple strain rate effects to the plastic response for both con-
crete and steel, leading to an increase in the flow properties
with respect to the strain rate. The rate dependence in the
elastic domain is also accounted for. The parameters of the
constitutive laws for concrete and steel have been chosen in
such a way that the dynamic increase factors (DIF) -i.e. the
ratio of dynamic to static strength- obtained with the pro-
posed constitutive models are in good agreement with the
experimental results available in the literature. The intro-
duction of these one-dimensional constitutive laws for con-
crete and steel in a perfectly-bonded layered beam model
provides strain rate dependent relations between the bend-
ing moment and the curvature for given RC cross-sections.
This multilevel approach is used to compare the structural
response of a planar frame subjected to the loss of a vertical
load bearing element using rate independent material laws
with the one obtained through rate dependent ones.

Keywords— Progressive Collapse, RC structures, strain
rate effects, viscoplastic model, layered beam

I. INTRODUCTION

PROGRESSIVE Collapse is a situation in which a lo-
cal failure in a structure leads through load redistri-

bution to a widespread generalized damage to a dispro-
portionate extent. For a wide range of triggering events,
progressive collapse is a dynamic phenomenon involving
high deformation rates. As a result, the overall response of
the members or the entire structure is likely to entail dy-
namic effects, as well as nonlinear effects both geometri-
cally and in the material response. Regarding this last type
of effects, this contribution focuses on the need to take into
account the rate dependence - i.e. viscous effects - in the
material modeling.

Reinforced concrete structures subjected to high load-
ing rates are expected to have a different response from

the one observed when loaded statically. For instance,
concrete shows a strongly rate dependent behaviour [1-4],
with both compressive and tensile strengths increasing sig-
nificantly with the strain rate. Experimental tests carried
out by means of the Split Hopkinson Bar confirm this phe-
nomenon [5,6]. Since progressive collapse strongly de-
pends on stress redistribution, this material strain rate de-
pendence may lead not only to a rate dependence in the
local strength, but also to a different response of the com-
plete structure. The aim of this contribution is to show that
the strain rate dependence at the material level can have a
significant effect in the structural behaviour, and particu-
larly in the failure mode of reinforced concrete structures
undergoing progressive collapse.

Different approaches dealing with the issue of progres-
sive collapse simulation can be found in the literature. This
paper aims at contributing to the one referred to as the
“alternate load path” approach; one of the main design
strategies which consists in considering stress redistribu-
tion in a structure after the loss of a vertical support el-
ement. The first contributions to this approach included
simplified static approaches [7], often used in the context
of a succession of elastic analyses. The United States De-
partment of Defense (DoD) [8] and the General Services
Administration (GSA) [9] suggest step-by-step procedures
for linear static, non-linear static and non-linear dynamic
analysis, although not all these procedures are described in
detail. Later works [10-12] included static non-linear cal-
culations accounting for dynamic inertial effects via load
amplification factors. The DoD and GSA guidelines spec-
ify a dynamic amplification factor of 2 to be applied to the
loads in order to account for dynamic effects in static com-
putations, which has been proved to be highly conservative
by some authors [12,13]. Some of these publications iden-
tified equivalent static pushover procedures, avoiding this
safety margin considered to be excessively large.

As far as contributions in the framework of structural
progressive collapse are concerned, viscous effects do not
appear to be accounted for, except when numerical damp-
ing is introduced at the structural level. Here the viscous
effects are directly deduced from the rate dependence at

Proceedings of the 8th National Congress

on Theoretical and Applied Mechanics,

May 28-29, Brussels, Belgium.

427



the material level. With the aim of proving that material
rate dependence plays an important role in a progressive
collapse analysis, and thus cannot be neglected, this paper
intends to give a tentative answer to the following ques-
tions: a) How can the strain rate effects be incorporated in
a RC structure analysis?; b) Are these effects noticeable in
the structural level?

To do so, numerical simulations on a reinforced con-
crete planar frame modeled with rate dependent beam ele-
ments will be carried out and discussed.

II. RATE EFFECTS IN THE RC CONSTITUTIVE

RELATIONS

A. Principles

It is by now well known that the mechanical properties
of concrete strongly depend on the strain rate, especially
in compression. Numerous experimental tests have been
carried out [1-3] in order to quantify this phenomenon.
The CEB (Comité Euro-International du Béton) provides
analytical relations for the dynamic increase factors as a
function of the strain rate [1]. The Young’s modulus de-
pendence on the strain rate is given as well. Later works
from Malvar and Crawford [3] proposed a modified CEB
formulation based on experimental data.

The most natural way to account for the rate effects
in a material model is the introduction of viscous terms
in the constitutive law. The viscoplastic model is often
adopted in the context of concrete modeling under dy-
namic loads [14-17], mainly for the material modelling
at the small scale. For instance, Pedersen et al. [14]
developed a rate dependent macroscopic material model
based on the microscopic and mesoscopic behaviour of
concrete. As a complementary approach, straightforward
one-dimensional constitutive laws for concrete and steel
are used here, aiming at characterizing the rate dependence
of reinforced concrete beam sections in a phenomenologi-
cal way, in order to reflect these rate effects at the structural
level.

The application of these constitutive models in the lay-
ers of a perfectly-bonded layered beam model allows to in-
corporate the rate dependence in the cross-sectional level.
For instance, the integration of the rate dependent response
of the layers along the cross section provides relations be-
tween the generalized strains (average axial strain ε̄ and
curvature χ) and generalized stresses (axial force N and
bending moment M) as a function of the generalized strain
rates (˙̄ε and χ̇), in a Euler-Bernouilli beam formulation.

B. Material rate dependence for concrete and steel

A Perzyna type viscoplastic model [18,19] is adopted
for the introduction of the strain rate effects in the plastic

domain for both concrete and steel. This model uses a rela-
tionship between the overstress and the viscoplastic strain
rate via the following expression:

ε̇
vp =

1
η

(
f

|σ̄0|

)N d f
dσ

(1)

where η and N are viscosity parameters, with N ≥ 1. Note
that these parameters are here also dependent on the strain
rate (ε̇). σ̄0 is the initial yield stress -different in tension
and compression in the case of concrete- and f is the yield
function, which represents the overstress. Since concrete
presents different yield strengths in tension and compres-
sion, a multi-surface plastic criterion has been used.

In the particular case of concrete modeling, an expo-
nential yield stress evolution is applied in order to model
the negative slope in the stress-strain curve, representing
the softening due to concrete cracking. In the elastic do-
main, the rate dependence is introduced via a strain rate
dependent Young’s modulus, E(ε̇), so that the strains at
peak stress obtained are in good agreement with those pro-
posed in [2]. The compressive stress-strain curves for con-
crete obtained with this model for several strain rates are
depicted in Figure 1. The parameters of the constitutive
law have been chosen in such a way that the dynamic in-
crease factors (DIF) obtained with the proposed constitu-
tive models are in good agreement with the ones deter-
mined by Malvar and Crawford [3], based on experimen-
tal results. The interest has been focused on the compres-
sive behaviour of concrete, considered to be more sensi-
tive to the strain rate than the tensile one [2,3]. The dy-
namic increase factors for the compressive strength of con-
crete versus the strain rate, obtained with the viscoplastic
model for a C30 concrete grade, are also shown in Figure
1. For the steel reinforcements, the evolution of the yield
stress has been modeled using a hardening power-law. The
Young’s modulus has been kept constant, since the elastic
behaviour of steel is not considered to exhibit rate effects
[4]. The static Young’s modulus and the yield stress evolu-
tion laws are detailed in Table I, with κ a scalar parameter
representing the viscoplastic strain history.

The set of residuals to be minimized in the return-
mapping algorithm for the solution of the stress update in
viscoplasticity are the following:

σn+1−σ
trial
n+1 +E ·∆ε

vp
n+1 = 0 (2)

∆ε
vp
n+1 ·η−∆tn+1

(
f

|σ̄0|

)N

n+1

d f
dσ

∣∣∣∣
n+1

= 0 (3)

with σtrial
n+1 = σn + E ·∆εn+1 the trial stress and f the yield

function, defined as:

f =
{

σ− σ̄ for σ ≥ 0
σ̄−σ for σ < 0

(4)
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Fig. 1. Rate-dependent response of the model in compres-
sion: stress-strain curves (top) and DIFs (bottom)

TABLE I
STATIC MATERIAL PROPERTIES.

CONCRETE Est (GPa) σ̄ (MPa)
tension 32 3.25e−7000κ

compression 17 −37.5e−300κ

STEEL Est (GPa) σ̄ (MPa)
tension 200 500(1+60κ)0.2

compression 200 −500(1+60κ)0.2

C. Extraction of the rate dependent sectional behaviour
with a layered beam approach

The introduction of these one-dimensional constitutive
laws for concrete and steel in a layered beam model
[20-22] provides strain rate dependent relations between
the beam generalised stresses (normal force N and bend-
ing moment M, according to Bernouilli’s hypothesis) and
generalised strains (axial strain ε̄ and curvature χ), to be
applied at each integration point in a FE calculation. Note
that such averaged relations can only be applied as such
in classical structural computations provided they do not
exhibit overall softening, in order to keep a well-posed de-

scription. This layered approach is summarised in Figure
2, showing that only the longitudinal reinforcements are
taken into account. Note that the structural scale assump-
tion (Bernouilli) remains consistent with this approach at
the fine scale. A perfect bond is assumed between the lay-
ers (i.e. no delamination between them).

Fig. 2. Layered beam model: generalized strains evalua-
tion

The element-wise stresses (N,M) in each integration
point for the beam element are evaluated from the strains
(ε̄,χ) as follows: first, the axial strains in each layer (εi) are
computed, as well as the corresponding strain rates (ε̇i):

εi = ε̄− ȳi ·χ (5)

ε̇i = ˙̄ε− ȳi · χ̇ (6)

where ȳi is the average vertical coordinate with respect to
the section mid-height for layer i. Then the layer-wise
stresses (i.e. the axial stresses σi) are obtained by ap-
plying the 1D constitutive laws (i.e. the return-mapping
algorithm) on each layer. For the layers containing the
steel reinforcements, the stresses in concrete and steel are
computed separately, then the average stress is obtained
depending on the steel volume fraction of the consid-
ered layer. The stress is computed at the mid-height of
the layer, and assumed to be constant over its thickness.
Finally the cross-section generalised stresses (N,M) are
evaluated by integrating the layer-wise one-dimensional
stresses through the cross-sectional area of the beam:

N = ∑σi ·Ωi (7)

M =−∑σi · ȳi ·Ωi (8)

with Ωi the cross-sectional area of the layer. The cross-
sectional consistent tangent operator is derived from the
previous relations as:

{
∂N
∂M

}
=

[
∑Hi ·Ωi −∑Hi · ȳi ·Ωi

−∑Hi · ȳi ·Ωi ∑Hi · ȳ2
i ·Ωi

]{
∂ε̄

∂χ

}
(9)
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where Hi is the layer-wise consistent tangent operator. The
rate dependent bending moment-curvature relations (ob-
tained for different constant strain rates) for the RC section
described in Figure 3 are shown in Figure 4. As expected,
the section exhibits larger resistance for negative bending
since the upper reinforcement ratio is larger than the lower
one. The use of a rate dependent model for concrete and
steel leads to an enhancement in the sectional behaviour.
However, this enhancement is larger for positive bending.
For instance, the maximal bending moment at a constant
curvature rate of χ̇ = 100 (rad/m)/s is 56% higher than in
the static case (using a rate-independent model), whereas
for negative bending at χ̇ =−100 (rad/m)/s this value cor-
responds to 33%. This effect may lead to an increase in
the cross-sectional strength of the beam during progressive
collapse, if a bending reversal (from negative to positive
values) occurs due to the loss of a bearing member.

III. RATE EFFECTS ON A MODEL PROBLEM

A. Problem description for a RC planar frame subjected
to the loss of a vertical support

Figure 5 shows the structure to be studied, consisting
of a three-storey six-bay planar frame. The floor span is
6m, whereas the floor height is 4m. The span of the floor
in the perpendicular direction is 4m. The loads applied to
the first and second floors are those corresponding to the
slab and beam weight and the service loads. For the top
floor, only the slab and beam self-weights are accounted
for. Their numerical values are also shown in the figure.

The objective is to analyse the structural response when
the central ground floor column is removed. In particu-
lar, the interest is focused on the effect of the removal rate
on the structural resistance. As a model problem, the sim-
plified substructure illustrated in Figure 6 was employed
to model the portion of the planar frame adjacent to the
failing member, in order to study the response in the vicin-
ity of the initial failure. It consists of a doubly-clamped
beam with a central support. This approximate configura-
tion is considered to represent the boundary conditions of
the studied beam due to the symmetry of the problem. The
loads coming from the upper floors are also accounted for
through a point vertical load applied in the middle of the
beam, as can be seen in Figure 6.

Due to the symmetry of this simplified structure, only
the half of it has been modeled. A preliminary static test
(i.e. no viscous effects considered) has been performed
applying the regular loads. This computation provides the
reaction forces (Rx, Ry, Mz) exerted on the beam by the
support which will vanish next in the progressive collapse
simulation. For symmetry reasons, only the vertical reac-
tion Ry is non-zero. Then, computations are carried out in
the substructure where the support has been removed and

Fig. 3. Description of the RC section.

Fig. 4. Rate dependent moment-curvature relations: posi-
tive bending (top) and negative bending (bottom).

replaced by this vertical load (load R in Figure 7). This
reaction force is then gradually decreased from its initial
value to zero in a time tr, while the regular loads are kept
constant.

All computations have been performed using a geomet-
rically linear description assumption. Inertial effects are
not considered in this first approach, since the focus of in-
terest here is the viscous effect. Different vanishing rates
for the reaction force R have been applied (i.e. differ-
ent removal times tr), in order to assess the level of rate
dependence in the response of the structure. The cross
sectional description of the beam can be found in Figure
3. The reinforcement ratios (both upper and lower) have
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Fig. 5. Three-storey six-bay structure subjected to central
ground floor column removal

Fig. 6. Substructure used to model the vicinity of the initial
failure

Fig. 7. Load pattern for the column removal simulation

been calculated for the structure under its regular loads.
For the sake of simplicity, a continuous reinforcement is
considered along the entire length of the beam. The re-
sponse of the material models used for concrete and steel
is depicted in Figure 8, which shows the quasi-static stress-
strain curves for both materials. As can be seen, the soften-
ing in the compressive behaviour of concrete has been de-
activated, in order to follow the simplified bilinear stress-
strain relation for the design of RC cross-sections proposed
in [23]. Note however that more complex laws with soft-
ening could be used as well.

Failure is expected to occur in the clamped sections,
where the bending moment reaches the highest value. Note
that failure is considered to arise in an element when the
compressive strain in any of its layers reaches the value of
0.35%, following [23]. Using a rate dependent approach,
the enhancement of the compressive response of concrete
may lead to an increase of the cross-sectional behaviour.
As a result, the clamped sections may be able to bear larger
values of the bending moment before failure.

Fig. 8. Static stress-strain curves for concrete (left) and
steel (right)

B. Analysis of the structural rate dependence

If the force exerted by the column is decreased in a
quasi-static way (applying a removal time tr large enough),
the bending moment reached in the clamped sections when
failure occurs is 664 kNm. When using smaller times, in
other words higher loading rates, viscous effects show up.
Table II reports the results for different removal rates. It
also shows the fraction of the reaction force R still ex-
erted when failure occurs in the clamped sections. Note
that 100% represents that the reaction is fully applied (the
support is still present), whereas 0% means that the sup-
port has been completely removed.

It can be observed that for higher rates (thus for shorter
times tr), the final bending moment can reach higher val-
ues as a result of the increase in the compressive strength
of concrete, which involves an increase of the structural
resistance. If the reaction force is removed in tr=10−3s,
failure occurs at the end of the removal phase (%R≈0).
In these conditions, in which the loading rate could real-
istically represent a blast loading scenario [24], the beam
may experience an increase of almost 50% in the bending
moment reached compared to the one obtained in a quasi-
static computation. For shorter vanishing times, the beam
does not even reach failure.

These results show how the strain rate effects have an
influence in the structural resistance. These effects might
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TABLE II
BENDING MOMENT AT THE CLAMPED SECTIONS AND

VALUE OF THE REACTION FORCE R FOR WHICH

FAILURE OCCURS, FOR DIFFERENT REMOVAL TIMES tr .

tr (s) R Mmax (kNm) DIF
1010 30% 664 1.00
105 30% 665 1.00
10 20% 756 1.14
1 17.5% 800 1.20

10−1 15% 810 1.22
10−2 10% 857 1.29
10−3 ≈ 0% 975 1.47
10−4 no failure 1055 1.59

play an important role in the load redistribution following
the sudden failure of a structural member. Since the struc-
tural elements can bear higher stresses before failure, load
redistribution through the neighbouring elements may be
strongly altered as a result of the rate effect.

C. Discussion

From the previous results it can be highlighted that the
strain rate effects may induce a significant strength en-
hancement at the structural level. The particular conditions
of the studied case (which is representative of a progressive
collapse scenario) favoured this effect, although it may not
be the case for different loading circumstances. Here, the
increase in the compressive strength of concrete due to the
rate effects results in an enhancement of the resistance in
the clamped sections, since the loss of the column entails
an increased compression in the formerly compressed part
of the RC section. The sufficient amount of steel reinforce-
ment in the tensioned part (i.e. the upper bars) allows for
this compression growth.

The softening in the constitutive laws for concrete in
compression has been deactivated. However, if an evolu-
tion law including softening were adopted, computations
could be only carried out provided softening does not show
up at the structural level. In that case, strain localization
and mesh dependence issues would arise. A viscoplastic
hinge approach would be then necessary to avoid mesh de-
pendency.

As already mentioned, the rate effects at the structural
level may lead to a different load redistribution in the struc-
ture following the sudden failure of a bearing member.
In a viscoplastic hinge approach, the hinges appearance
scheme may be strongly affected by this structural rate de-
pendence. These results suggest that the rate independent
computations may lead to excessively conservative safety
margins.

Concerning the inertial effects, they should be taken into
account in a full structural computation. Since this contri-
bution is mainly focused on the viscous effects, inertia has
not been considered.

IV. CONCLUSIONS

In the framework of Progressive Collapse calculations,
the need to characterize the rate dependent behaviour of
materials becomes evident: the high strain rate that this
phenomenon involves will affect the material response.
Hence the need to find a material model which takes into
account this rate dependence, in order to be able to repre-
sent its effect on the response of structural elements.

In particular, a layered beam model has been developed,
using a Perzyna type viscoplastic law for the characteriza-
tion of the strain rate effect on concrete and steel.

A simplified (non-inertial) computation on a RC planar
frame shows that the loading rate has a significant effect
in the structural response of a structure. The result ob-
tained gives an indication on the role that the rate effects
might play in the load redistribution of a structure follow-
ing a member failure, which may result in an increased
resistance to progressive collapse. This in turn may im-
ply that the quasi-static or rate independent computations
could lead to excessive safety margins.
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Abstract: Inverse methods offer a powerful tool for the 
determination of material properties. Contrary to standard tests, 
these methods can deal with complex, heterogeneous stress and 
strain fields which have a larger information content and allow 
the simultaneous identification of several material parameters. 

For the identification of material parameters the presented 
inverse method compares an experimentally measured strain 
field with a strain field computed by a finite element (FE) model. 
The material parameters in the FE model are iteratively tuned in 
such a way that the numerically computed strain field matches 
the experimentally measured field as closely as possible. The 
experimental strain field is obtained by digital image correlation 
(DIC). 

A difficulty to overcome is the coupling of full-field 
measurements to numerical results. It is found that the 
numerical simulation of the experiment can also contribute to a 
more efficient and precise measurement processing. Therefore 
the DIC is implemented within a FE framework which allows the 
integration between experimental part and numerical part to 
occur at a deeper level in the material parameter identification 
procedure. 

Keywords:  inverse method, digital image correlation, finite 
elements, material parameters 

 

I.INTRODUCTION 
Many companies optimize their designs, products, 

construction parts or forming operations by means of FE 
simulations, resulting in a reduction of the length and the cost 
of the “trial and error” –phase. The success of a FE 
simulation, however, largely depends on the accuracy of the 
input data, i.e. the geometry, the boundary conditions, the 
load distribution, the contact properties, the material data, etc. 
A good knowledge of the (mechanical) material properties is 
thus of utmost importance to assure a sufficiently accurate 
simulation.  

A common way to evaluate the stress-strain relation of a 
material is by performing standard (tensile) tests [1]. The 
deformation fields which are generated during these tests are 
homogeneous and do not resemble the complex 
heterogeneous deformation fields which occur in real 
processes. The obtained material behavior with these tests is 
often insufficient to simulate reliably the complex material 
behavior occurring under complex loading conditions. This 
implies that the use of conventional tests, with carefully 
designed tests specimens, not always allow to correctly 
predict the actual material behavior in the construction part. 
Inverse methods allow taking into account complex specimen 
geometries and loading conditions and hence have an 
increasing interest in the engineering community. The 

obtained (constitutive) material parameters are more realistic, 
since the resulting heterogeneous deformation fields are much 
closer to deformation states occurring in construction parts.  
Moreover, inverse methods allow the simultaneous 
identification of several material parameters.  

New important developments in the field of optical full-
field measurements techniques, such as digital image 
correlation (DIC), make it possible to measure this complex 
deformation fields with relative ease [2-4]. By combining DIC 
measurements with FE simulations of material tests in an 
inverse method, it has now become possible to characterize 
the full deformation behavior under complex loading 
conditions with much higher accuracy than before [5-11]. 
Different implementations of inverse methods exist [12]. 
Often the (material) parameters are iteratively updated by 
minimizing a cost function. Cost functions have a scalar value 
which is function of the difference between the experimental 
and the computed response of the physical system under 
study, e.g. by comparing displacement fields [13,14], strain 
fields [9-11], resonant frequencies [15-16], etc. The current 
implementations of DIC based inverse methods are rather 
time-consuming, mainly because of the thorny problems that 
appear at the conversion of the measurement results to the 
coordinate system of the finite element model. Also, existing 
DIC methods exhibit some shortcomings, especially when 
used in an inverse method. Since traditional (subset-based) 
image correlation is used to obtain deformation parameters of 
a point one by one by mapping a subset with the point in the 
centre over a pair of digital images, and there is no 
requirement of inter-subset continuity during the correlation 
process, wrong data points can be observed. In addition, the 
discrete displacement field data that are obtained directly from 
existing DIC algorithms usually need to be improved through 
post processing by use of smoothing techniques, such as finite 
element smoothing and least-squares polynomial fitting, after 
which the strain can be computed in the same points as the 
considered integration points of the numerical model. 

Thus, the coupling of full-field measurements to numerical 
results can be greatly improved. The simulation of the 
experiment can not only be adapted to the measurement 
results, but also contribute itself to more efficient and more 
precise measurement processing. Therefore the DIC is 
implemented within a FE framework which allows the 
integration between experimental part and numerical part to 
occur at a deeper level in the material parameter identification 
procedure. 

The interested image area (or Area of Interest AOI) is 
discretized into finite elements, linked by nodes, which are all 

Nested inverse method for mechanical material parameter identification using 
DIC and FE computed deformation fields. 
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involved in a common image correlation process. The 
element-based correlation method satisfies naturally to the 
inter-element continuity requirement and has the advantage 
that the underlying deformation field can be improved by 
implicitly adopting finite element smoothing [17]. 

 

 
Figure 1: Flowchart of the nested inverse method 

 

II.NESTED INVERSE METHOD FOR MATERIAL 
PARAMETER IDENTIFICATION 

In contrast to a direct problem which is the classical 
problem where a given experiment is simulated in order to 
obtain the stresses and the strains, inverse problems are 
concerned with the determination of the unknown state of a 
mechanical system using information gathered from the 
response to stimuli on the system [18]. The inverse problem is 
a problem where certain input data of the direct problem are 
deduced from the comparison between the experimental 
results and the numerical FE-simulation of the considered 
experiment. Not only the boundary information is used, but 
relevant information coming from full-field surface 
measurements is also integrated in the evaluation of the 
material behavior. The inverse method presented in this paper 
aims to have an identical description for the deformation 
fields in the experimental part as well as in the numerical 
simulation. This is achieved by adopting a finite element 
framework for the DIC technique. This approach provides the 
material parameter identification procedure with a natural 
interface between experimental and numerical part. 

Figure 1 illustrates the general methodology of the 
proposed nested inverse method. The procedure can be 
summarized as follows: an object is subjected experimentally 
to a certain loading condition; the resulting surface 

deformations are measured and from these deformations 
follow the unknown material parameters.  

The method is called nested or hierarchical since it contains 
two inverse problems, but at a different level: 

• An inverse method for the identification of 
mechanical material parameters based on the 
comparison of deformations (called parameter 
identification), and 

• An inverse method for the measurement of surface 
deformations based on the comparison of digital 
images (called FEM based DIC). 

A. Experimental Part 
 
The experimental part consists of taking several pictures of 

the object of interest with a digital camera. Each picture 
corresponds to a certain loading step. The image 
corresponding to the initial state of the object is called the 
reference image, the other images are called deformed image 
with respect to the loading step they were taken at. By 
comparing the reference image and a deformed image it is 
possible to determine the displacement and deformation fields 
on the surface of a planar specimen. The following sections 
describe briefly the FEM based DIC technique that will 
determine directly the complete, two-dimensional 
displacement field during the image correlation process on 
digital images. 

 
1)  Principle of FEM based DIC 

 
The entire AOI is discretized into finite elements, linked by 

nodes that are all involved in a common image correlation 
process by use of algorithms implemented in a 
MATLAB/COMSOL environment. Since this DIC procedure 
is meant to yield suitable experimental data for the parameter 
identification procedure, the discretization into finite elements 
is done by mapping the mesh, used in the numerical 
simulation of the experiment, onto the AOI of the reference 
image (Figure 1, 2). Therefore the mesh information, i.e. 
nodal coordinates, element connectivity, element type and 
element order, is extracted from the numerical model at the 
first iteration of the parameter identification loop.  
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Figure 2: Mapping of the FEM mesh onto the AOI of the 
reference image 

 
2) Optimization 

 
According to the traditional DIC algorithms the unknown 

displacement field is found iteratively by minimizing a 
correlation coefficient. This correlation coefficient expresses 
the difference between the deformed image and the 
numerically deformed reference image. The latter is obtained 
by deforming the reference image along a given displacement 
field expressed as nodal displacements (using the shape 
functions of the elements it is possible to know the whole 
displacement field). From the difference an improved set of 
nodal displacements is generated and used to deform the 
reference image again. This is repeated till the correlation 
coefficient reaches a minimum. The set of nodal 
displacements that minimizes this correlation coefficient is 
considered to be the experimental displacement field. In this 
iterative determination of the experimental displacement field 
the choice of a good optimization algorithm is essential. 
 

• Selection of the starting values 
 
Before beginning the optimization procedure it is necessary 

to provide the algorithm with starting values for the unknown 
nodal displacements. In practice the convergence region of 
most optimization methods is limited; if the starting values are 
selected outside this region, the method will diverge. Even if 
there is convergence, the final result can depend upon the 
starting values if the cost function has local minima. Thus the 
choice of the starting values is important. The starting value 

)0(u  for the experimental displacement field is obtained from 
the converged simulation at the first iteration of the material 
parameter identification loop, i.e. the nodal displacements 
resulting from the converged simulation performed with the 
starting values for the material parameters and the force 
corresponding to the deformed image under study. 

 
• Generation of an improved set of nodal 

displacements 
 
The generation of the improved set of nodal displacements 

is the kernel of the optimization algorithm. Several techniques 
are possible. Here, the method of Levenberg-Marquardt is 
used. This is a combination of the Gauss-Newton method and 
the gradient method.  

The unknown nodal displacements u  are found iteratively 
by minimizing a correlation coefficient or cost function. This 

is the least squares norm of the discrepancy between the 
measured and the calculated intensities: 
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with i a linear indexation of all pixels within the AOI, g and f 
respectively the discrete grey value distribution functions of 
the deformed reference image and the experimental deformed 
image. 

In the Levenberg-Marquardt method new updates are 
generated using following formula 
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with which the updated nodal displacements can be calculated 
using following formula 
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where: 

 
u  is the nodal displacement column;  
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the number of vertices in the mesh, 

 

I  is the identity matrix,  
λ  is a scalar,  
f  is the column containing the measured 

intensities, 
 

)( )k(ug
 

is the column containing the computed 
intensities, obtained by deforming the 
reference image along the set of nodal 
displacements )k(u , 

 

)k(S  is the sensitivity matrix and expresses the 
sensitivity of the pixel intensity with respect 
to the unknown nodal displacements. 
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linear indexation of all pixels within the AOI. 
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Sensitivity calculation 
 

The computation of the sensitivity matrix requires the 
determination of the partial derivatives of the pixel intensities 
with respect to the unknown nodal displacements. Given the 
displacement functions and the intensity interpolation 
functions used to calculate ),i(g u , the first-order partial 
derivatives are readily derived: 
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where: 
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x
)u,i(g )k(

∂
∂ and 

y
)u,i(g )k(

∂
∂  

can be derived from the 
intensity interpolation function 
(Bilinear, Bicubic, Bicubic B-
Spline, …), 

ju
x

∂
∂  and 

ju
y

∂
∂  can be derived from the 

displacement functions 
 

• The stop criterion 
 

The iteration loop of the optimization method is stopped at 
the moment that the stop criterion is met. There are a number 
of ways of choosing this criterion. The stop criterion 
programmed in the present optimization algorithm is based on 
the evaluation of the nodal displacements. More specifically, 
the iteration loop is stopped when there is no longer a 
significant improvement of the nodal displacements, with 
further iteration. 

 
3) Calculation of the deformation fields 

 
The set of nodal displacements that fulfils the stop criterion 

of the above mentioned optimization loop is used to calculate 
the subsequent strain components at each integration point of 
the mesh. These values are stored in the vector expε .  

B. Numerical Model 
 
The numerical model is the finite element simulation of the 

experiment, containing all information about geometry, 
loading conditions, boundary conditions, material model, etc. 
The geometry is meshed once; this is in the first iteration of 
the parameter identification loop. Within each iteration step of 
the identification loop, this model is solved for an updated set 
of material parameters. After convergence the model returns 
the stress and strain components at each integration point of 
the mesh. 

C. Optimization algorithm 
 
Starting from an initial value, a better set of material 

parameters is generated, and this process is repeated until it is 
decided that the process has converged (Figure 1). So there 
are three important steps in the search routine: the selection of 
the starting values, the generation of an improved set of 
material parameters and the stop criterion. These steps will be 
discussed briefly hereafter. 

 
1) Selection of the starting values 

 
Before beginning the optimization procedure it is necessary 

to provide the algorithm with starting values for the unknown 
parameters. Values obtained with standard testing are an 
obvious choice for the starting values. 

 
2) Generation of an improved set of parameters 

 
The generation of the improved set of parameters is the 

kernel of the optimization algorithm. Here, the optimization 

of the constitutive parameters is performed by a Gauss-
Newton method. The identification is performed in an 
iterative way by minimizing a cost function which expresses 
the discrepancy between the experimentally measured and the 
numerically computed strain fields. A possible expression is a 
least squares formulation: 
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with p  the parameter update column, n the number of 

integration points considered, exp
iε  the experimentally 

measured strains and )(num
i pε  the numerically computed 

strains as a function of the unknown material parameters. The 
minimization of the cost function can be formally expressed 
by requiring that the partial derivatives of the cost function 
with respect to the different material parameters are zero: 
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By developing a Taylor expansion of the numerical (FEM) 
strains around a given parameter set, an expression is obtained 
in which the difference between the present parameters and 
their new estimates is given by: 
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with (k)p  the unknown material parameter column at iteration 
step k, m the number of unknown material parameters and the 

)k(
ijS  sensitivity matrix at iteration step k. This sensitivity 

matrix ijS expresses the sensitivity of the three strain 

components (we only consider in-plane deformation) with 
respect to the unknown material parameters for all data points 
considered in the updating algorithm. 

 
Substitution of Eq. (8) into Eq. (7) yields the updates of the 

unknown parameters: 
 

( )( ))k(numexpT)k(
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)k(T)k( .. pεεSSSΔp −⎟
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⎜
⎝
⎛=

−
 (9) 

 
with Δp  the parameter update column, expε  the 

experimentally measured strain column, ( ))k(num pε  the 
numerically computed strain column as a function of the 
unknown material parameters at iteration step k and )k(S  the 
sensitivity matrix at iteration step k. 
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Sensitivity calculation 
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The components of the sensitivity matrix S  can be derived 

analytically from the constitutive relation between stress and 
strain, which is given by following expression in the case of a 
linear orthotropic plane stress problem: 
 

⎪
⎭

⎪
⎬

⎫

⎪
⎩

⎪
⎨

⎧

σ
σ
σ

⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

⋅

ν
−

ν
−

=
⎪
⎭

⎪
⎬

⎫

⎪
⎩

⎪
⎨

⎧

ε
ε
ε

xy

y

x

12

21

12
2

21

1

xy

y

x

G2
100

0
E
1

E

0
EE

1

 (11) 

 
Due to symmetry 21ν  can be computed from the other 

engineering constants. There are hence only four independent 
engineering constants left to evaluate: E1, E2, G12 and 12ν . 

The twelve elements of the sensitivity matrix belonging to 
one and the same integration point in the FEM mesh are 
expressed in table 1:  

 
TABLE I 

Derivatives of the strain components with respect to the 
different parameters 
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The stresses that are used in the calculation of the 

derivatives are taken from the converged simulation in the 
actual iteration step. The values of the parameters are taken 
from the previous iteration step.  

 
3) The stop criterion 

 
The iteration loop of the optimization method is stopped at 

the moment that the stop criterion is met. The stop criterion 
programmed in the present optimization algorithm is based on 
the evaluation of the material parameters. More specifically, 
the iteration loop is stopped when there is no longer a 

significant improvement of the material parameters, with 
further iteration. 

III. NUMERICAL TEST 
Instead of performing an actual experiment, the nested 

identification procedure is first tested based on a virtual 
experiment. The considered experiment is a uni-axial tensile 
test on a rectangular test specimen of a fictitious orthotropic 
material. In order to generate a heterogeneous stress and strain 
distribution the specimen is rendered with a central hole. The 
values of the four engineering constants that characterize this 
material, as well as the selected set of starting values used to 
initialize the identification procedure are given in table 2. 

Starting from a reference image (800 by 600 pixels, 8bit) of 
the test specimen the deformed image of the virtual 
experiment is obtained by deforming the reference image 
numerically along a deformation field. This field is the result 
of the converged FE-simulation of the experiment, using the 
initial values for the material parameters.  

The FE-simulation is based on linear iso-parametric 
triangular elements of the Lagrange type. As the thickness of 
the specimen is assumed to be small compared to its length 
and width and as the applied tensile loads are parallel to the 
plane of the specimen it is legitimate to assume plane stress 
conditions. A 3D formulation of the problem is therefore not 
useful and would needlessly increase CPU-time. The 
specimen is 50 mm long and 20 mm wide. The central hole 
has a diameter of 7 mm. The boundary and load conditions 
are defined as follows along the loading axis: one edge is 
fixed for displacements along the axis and one edge is 
subjected to a distributed load of 250 N/mm.  
 

TABLE II 
The values of the independent engineering constants 

 

 E1 
(GPa) 

E2 
(GPa) 

G12 
(GPa) ν12 

Initial 
values 25 20 10 0.3 

Starting 
values 15 15 15 0.5 

 
These two images, reference image and deformed image, 

are now considered to be “experimentally” obtained. 
The objective is to identify the initial values of the 

engineering constants used for the virtual experiment. The 
criterions adopted to stop the iterative process are 0.001 pixels 
for FEM based DIC and 0.1% for the material parameter 
identification. These values represent the minimum significant 
improvement with further iteration. The mesh that is 
generated within the nested inverse method consists of 1002 
elements, linked by 548 nodes. 

The results of the presented method are shown in figures 3 
and 4. The iterative procedures of the FEM based DIC and the 
identification process stopped after respectively 9 and 10 
iterations and required respectively 62 and 12 seconds of 
CPU-time. The computations were done on a computer with a 
dual core, 2.13 GHz processor and 2 GB RAM. The obtained 
values for the four independent engineering constants match 
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to within 0.05% the initial values used to generate the virtual 
experiment.  

Note that the mesh used during the identification procedure 
differs from the one used to generate the virtual experiment, 
although both meshes have approximately the same density. 
The purpose of the difference between both meshes is to 
avoid the inverse crime [19]. 
 

 
 

 
 

 
 

 
 

 
 

Figure 3: Displacement and deformation fields obtained 
with FEM based DIC 
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Figure 4: Convergence plots for the four independent 
engineering constants 

 

IV. CONCLUSIONS 
The presented nested inverse method foresees the material 

parameter identification of a natural interface, between the 
experimental and the numerical counterpart. This interface is 
achieved by adopting the same description for both parts, 
which allows them to interact at a deeper level of the 
identification procedure. The method simplifies also the 
procedure for the eventual user, as in this implementation the 
user only needs to provide the procedure with starting values 
for the unknown material parameters, the experimental images 
and their corresponding load step. In the current 
implementation the user must also project or map the FEM 
mesh on the AOI, but this is done with relative ease thanks to 
a graphical user interface. 

The method can be used for any type of geometry using any 
type of element and element order. 
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Abstract: Sandwich panels are layered structures that consist 

of at least five layers : two thin face sheets that are bonded with 

bonding layers to the thick core.  The core has a very low density 

whereas the face sheets are stiff and strong.  The entire panel 

combines high mechanical properties with a very low areal 

mass.  Most of the structural characteristics of the panel 

(material selection and thickness of each layer) can be selected 

independently of other parameters, and the overall 

characteristics of the panel depend on the particular selection of 

parameters.  Because of the wide range of panel parameters, 

numerical modelling is useful to provide insight into the 

structural characteristics of a particular panel. 

This paper studies the effect of design parameter variations on 

the dynamic behaviour of honeycomb sandwich panels. The 

dynamic behaviour includes natural frequencies, mode shapes 

and damping of such panels with free boundary conditions. 

In the first section the structure of honeycomb sandwich panels 

is illustrated, in particular those with a ThermHex core. For a 

typical honeycomb panel the different design parameters are 

outlined. 

Natural frequencies and mode shapes can be predicted 

approximately using analytical models. Some of the methods are 

outlined in this article. 

The second section of the paper presents the numerical modelling 

of a sandwich panel using commercial finite element codes. 

Different core modelling strategies are compared, e.g. 

geometrically correct or as a homogenised equivalent material. 

Advantages and drawbacks of the different methods are 

outlined. Different ways of modelling damping in the panels are 

also presented. 

The third section discusses the experimental validation.  To 

validate the finite element models, measurements are carried out 

on some test panels. Free-free boundary conditions are provided 

by elastically suspending the panels.  To make measurements 

totally contactless, the test panels are excited acoustically and the 

vibration measurement is performed with a laser vibrometer. 

The way the data are  captured and processed is also outlined. 

Measured natural frequencies and mode shapes are compared 

with the calculated results from the different FE models and the 

analytical models. The techniques that are used for this 

comparison are briefly discussed. 

 

The different FE models are updated using results from a  

sensitivity analysis. This analysis is performed theoretically for 

every design parameter and is discussed in detail. Results from 

the updated models are again compared with those obtained 

from measurements. 

The uncertainty on different design parameters is studied and 

discussed. The influence of these various uncertainties on the 

natural frequencies and mode shapes is investigated using Monte 

Carlo simulations. 

   Keywords: honeycomb sandwich panel, design parameter 

uncertainty, dynamic behaviour 

 

 

I. INTRODUCTION 

 

Honeycomb sandwich panels consist of a thick honeycomb 

core that is bonded to thin face sheets. The structure of such a 

panel is shown in fig. 1. The coordinate system is used 

throughout this text, although the axes can also be indicated 

with numbers 1 to 3. The panels discussed in this article are 

built up with a ThermHex core. This type of honeycomb core 

is fabricated according to the folded honeycomb concept.  

During this process a thermoplastic sheet is successively cut, 

folded and glued to form a completely closed honeycomb 

core. This process is shown in fig. 2.  

The test panels that are discussed here have a core that is 

bonded to thin sheets of galvanised steel.  

The elastic mechanical properties of a typical honeycomb core 

are described and analytically calculated by Gibson & Ashby 

[2]. They propose formulas for calculation of the in-plane and 

out-of-plane elastic moduli and Poisson ratios of the core.  

As honeycomb sandwich panels become more and more 

important as structural parts in the automotive and aerospace 

industry, the need for accurate modelling of the dynamic 

behaviour of such panels increases. Accurate modelling 

requires knowledge of the different design parameters that 

determine the dynamic behaviour, which in this case are 

natural frequencies and mode shapes. 

The main work on the dynamics of sandwich panels is related 

to conventional foam-core structures. Little work has been 

carried out on honeycomb panels. Nilsson & Nilsson [3] tried 

to analytically predict natural frequencies of a honeycomb 

sandwich plate with free boundary conditions using Blevins 

[4] formula in which areal mass and equivalent bending 

stiffness are frequency dependent.  

 

                     
 

    Fig. 1. Honeycomb sandwich panel 
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Fig. 2. The folded honeycomb process for completely closed 

honeycombs. 

 

Another way to predict natural frequencies and mode shapes 

of a honeycomb panel is by means of the finite element 

method. In the past years, different new approaches have been 

developed which incorporate high order shear deformation of 

the core. Work in this area has been carried out by Topdar [5] 

and Qunli Liu [6][7]. The latter stated that the shear moduli of 

the core are important factors in the determination of the 

values of the natural frequencies and the sequence of mode 

shapes, especially at high frequencies. At low frequencies 

natural frequencies are mostly determined by the bending 

stiffness of the panel.   

II. CONSIDERED DESIGN PARAMETERS 

 

Honeycomb panels are complex structures with a high number 

of design parameters. It is therefore difficult to accurately 

predict their dynamic behaviour, certainly when some of the 

parameters are very difficult or even impossible to measure in 

a direct way. When the design parameters are studied one has 

to mention whether the honeycomb core of the model used is 

homogenized or not.  

For the general honeycomb panel structure shown in fig. 1 

table 1 gives an overview of the different design parameters 

studied in this article. They can be divided into two groups, 

geometric and material parameters. The abbreviations for the 

different parameters will be used throughout the article. 

TABLE I 

STUDIED DESIGN PARAMETERS FOR A PANEL WITH A NON 

HOMOGENIZED THERMHEX CORE AND ISOTROPIC SKINS. 

 
 parameter description symbol unit 

geometry overall panel width w mm 

 overall panel length l mm 

 skin thickness ts mm 

 core thickness tc mm 

 cell wall thickness t mm 

 cell size D mm 

material core material elastic modulus Ec MPa 

 core material poisson ratio µc / 

 core material density ρc kg/m³ 

 skin elastic modulus Ec MPa 

 skin poisson ratio µs / 

 

In table 1 the cell size D is the diameter of the circumscribing 

circle, minus the cell wall thickness, of a regular hexagonal 

cell. Note that, at this stage, no parameters concerning the 

bonding layer between core and skin are considered. In a first 

approach the glue is considered as a perfect rigid connection 

of core and skin.  

It is obvious from fig. 1 and 2 that a honeycomb core has 3 

planes of symmetry, hence it can be considered as an 

orthotropic material. In that case the elastic behaviour of the 

homogenised core is determined by 9 independent elastic 

constants. Note that the Thermhex core shown in fig. 2 is in 

fact a three layer material. The bonding layer between core 

and skins is now a uniform layer. In fact, a honeycomb 

sandwich panel that is built up with two isotropic skins and a 

Thermhex core can be seen as a 7 layer laminate. Table 2 

gives an overview of the design parameters of such a 

laminate, studied in this article. As in table 1 the parameters 

can here be divided in the same two groups.  

TABLE 2 

STUDIED DESIGN PARAMETERS FOR A PANEL WITH A 

HOMOGENIZED THERMHEX CORE AND ISOTROPIC SKINS. 

 
 parameter description symbol unit 

geometry overall panel width w mm 

 overall panel length l mm 

 skin thickness ts mm 

 core thickness tc mm 

 outer core layer thickness tcl mm 

 bonding layer thickness tb mm 

material core elastic modulus 1 Ec1 MPa 

 core poisson ratio 12 µc12 / 

 core shear modulus 12 Gc12 MPa 

 core elastic modulus 3 Ec3 MPa 

 core poisson ratio 13 µc13 / 

 core shear modulus 13 Gc13 MPa 

 core elastic modulus 2 Ec2 MPa 

 core poisson ratio 23 µc23 / 

 core shear modulus 23 Gc23 MPa 

 equivalent core density ρec kg/m³ 

 glue elastic modulus Eb MPa 

 glue poisson ratio µb  

 glue density ρb kg/m³ 

 skin elastic modulus Es MPa 

 skin poisson ratio µs / 

 skin density ρs kg/m³ 

 
outer core layer elastic 

modulus 
Ecl MPa 

 outer core layer density ρcl kg/m³ 

 
outer core layer poisson 

ratio 
µcl / 

 

III. FINITE ELEMENT MODELS 

A. Description of FE - methods used 

 

A geometrically accurate and realistic FE model of a 

sandwich panel with a honeycomb core inevitably has large 

numbers of nodes and elements.  This article presents two 

different approaches to build a simplified model. The finite 

element software used for all models is Siemens UGS NX6. 

A first way of modelling a honeycomb sandwich panel (with 

ThermHex core) is to fully model the panel’s core geometry. 

This is illustrated in figure 3. Each cell wall is meshed with 8  

(2x4) rectangular 4 node shell elements. The skin faces are 

meshed with triangular 3 node shell elements. For visibility 

only one meshed skin face is shown. For a panel with length 

300 mm and width 200 mm the finite element model has over 

117000 elements. It is obvious that the major drawback of this 

FE – approach is the high computational effort due to the high 

number of elements.  

Another problem is that the uniform bonding layer between 

core and skin, and the uniform layer of core material are not 

modelled. The contribution of mass and stiffness to structural 
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behaviour is not taken into account.   The properties of these 

intermediate layers are not well known. 

 

 
 

Fig. 3. Close-up of honeycomb panel model with fully 

modelled core. 

 

A second way to model a honeycomb sandwich panel is by 

means of homogenisation of the core. As mentioned in the 

introduction a honeycomb core can be modelled as an 

orthotropic material. The 9 independent elastic constants are 

calculated by simulating tensile and shear tests on a sample of 

honeycomb core with 10 x 10 cells. The principle is shown in 

fig. 4.  

 

 
 

Fig. 4. Principle of determining the elastic constants of an 

orthotropic material. 

 

The mass density of an equivalent homogenised regular 

honeycomb core is determined with equation (1) from Gibson 

& Ashby [2].  

                         
l

t

l

t

s 32
1

3

2                                (1) 

 

In equation (1) ρs is the mass density of the honeycomb core 

material and ρ
*
 is the equivalent mass density of the 

homogenized core material. The cell wall thickness is 

expressed by t and l is the cell wall width. Due to the 

continuous folding process of the honeycomb core the cell 

walls parallel to the folding direction have a double thickness. 

For each hexagonal cell this counts for 2 walls.  

Once these core parameters are determined the panel is 

modelled as a 7 layer laminate, thus including two uniform 

bonding layers. The elastic properties of the bonding layer are 

not known but they are estimated.  

The whole panel is meshed with rectangular 8 node shell 

elements. For the same panel with dimensions 300 x 200 mm 

now only 121 elements are used.  

From the FE models the first 10 natural frequencies and mode 

shapes are calculated for a panel with free-free boundary 

conditions. At this stage no damping is introduced in the 

models.  

B. Comparison of the different FE - methods 

 

The two FE models described in section IV.A are compared in 

this section. They are adopted for a honeycomb panel with  

dimensions and properties given in table 3. The face sheets are 

made from steel and the ThermHex core from polypropylene.  

TABLE 3 

DIMENSIONS AND PROPERTIES OF HONEYCOMB TEST PANEL. 

 
parameter description symbol value 

overall panel width w 200 mm 

overall panel height l 300 mm 

skin thickness ts 0,3 mm 

core thickness tc 7,55 mm 

cell wall thickness t 0,18 mm 

cell size D 8 mm 

bonding layer thickness tb 0,1 mm 

core material elastic modulus Ec 1500 MPa 

core material poisson ratio µc 0,39 

core material density ρc 1100 kg/m³ 

skin elastic modulus Ec 210000 MPa 

skin poisson ratio µs 0,3 

glue elastic modulus Eb 10 MPa 

glue density ρg 1000 kg/m³ 

glue poisson ratio µb 0,3 

 

Figure 5 shows the corresponding modes and their 

frequencies, obtained by a geometrically realistic model of the 

core. both FE models. Figure 6 gives a comparison of the first 

10 natural frequencies, calculated with both FE methods.  

 

 
mode 1: 396 Hz 

 
mode 6: 913 Hz 

 
mode 2: 466 Hz 

 
mode 7: 965 Hz 

 
mode 3: 689 Hz 

 
mode 8: 1080 Hz 

 
mode 4: 800 Hz 

 
mode 9: 1150 Hz 

 
mode 5: 849 Hz 

 
mode 10: 1350 Hz 

 

Fig. 5. First 10 calculated mode shapes, obtained by 

modelling the honeycomb core geometrically realistic.  
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The resemblance between the mode shapes of the two series, 

obtained by the different FE models, is checked visually. The 

mode sequence of both series is not identical. Only the natural 

frequencies of corresponding mode shapes are compared. This 

explains why in case of the 7 layered laminate, mode 5 has a 

lower natural frequency than mode 4. The relative deviations 

between both FE models varies between 2 and 17 %. The 

difference tends to increase as frequency increases. 

 

 
 

 

Fig. 6. Natural frequencies of the first 10 modes for FE 

models with geometrically realistic core geometry (black), 

and with homogenised core (grey).  

 

 

The rather large differences between the two models have a 

number of reasons. In the model with the non-homogenised 

core the bonding layer is not modelled, thus making the panel 

stiffer than in the case where the bonding layer is considered. 

As the frequency increases, shear deformation of core an skins 

becomes more important. The fact that the bonding layer 

between core and skin is primarily shear loaded explains 

partly that the relative difference between the two methods 

increases with frequency. A second reason is that the cell 

walls parallel to the folding direction have a double thickness 

in the FE model. In reality these double cell walls are in fact 2 

single walls, placed next to each other. This makes that the 

shear moduli of the modelled core are overestimated. As a 

result the modelled panel is stiffer as frequency increases.  

 

 

C. Modelling of damping 

 

With the proportional damping model, the damping matrix is 

calculated with the modal stiffness and modal mass matrices, 

using equation (2).  

 

[C] = α[K] + β[M]                                 (2) 

 

The mass and stiffness damping constants, α and β are 

determined by choosing the fractions of critical damping at 

two different frequencies and solving simultaneous equations 

for the constants. In this way, damping can be modelled as a 

linear function of frequency.  

IV. EXPERIMENTAL VALIDATION 

A. Experimental set-up 

 

In the experimental modal analysis a contactless measurement 

method is used. The panel is suspended from elastic wires to 

attain free-free boundary conditions. Its properties are given in 

table 3. A regular grid of 11 x 11 measurement points is 

marked on the panel. The panel is excited acoustically by a 

loudspeaker. The excitation signal used is random noise with 

a bandwidth of 1,6 kHz.  The response of the panel is 

measured with a laser vibrometer. Measurements are 

performed in an anechoic room. A Bruel & Kjaer 7536 data 

system is used for data acquisition. Experimental frequency 

response functions are identified from the measured data.  

B. Processing measured data 

 

Figure 7 shows the summed FRF for the test panel described 

in table 3.  

 

 
 

 

Fig. 7.  Sum of all frequency response functions for the test 

panel described in table 3. 

 

 

In figure 7 a number of peaks is visible in the chosen 

frequency band from 300 to 1200 Hz. Only the one at 414 Hz 

seems well isolated and thus the corresponding resonance 

frequency is easily readable. The other peaks are rather wide, 

making it difficult to visually detect a specific resonance 

frequency. This is the result of the coupling of two or more 

nearby modes, due to the high damping in the structure. The 

simple peak picking method should be used with caution.  

Figure 8 shows the measured deflection shapes, corresponding 

to modes 2, 4, 5 and 8 from figure 5. 
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Fig. 8. Measured deflection shapes corresponding to modes 2, 

4, 5 and 8 from figure 5. 

 

 

To support the identification of modes an MNET [10] 

procedure (mixed numerical experimental technique) is used. 

The comparison of simulated modes and measured deflection 

shapes is done using the Modal Assurance Criterion [9], 

expressed in equation (4). This mathematical criterion 

compares two real vectors X and Y of the same size,  

producing a value between 0 and 1. If the MAC value equals 

1, the vectors are identical. If zero, the vectors have nothing in 

common.  

 

        (4) 

 

In equation (4), the superscript t denotes the transpose of the 

vector. Table 4 gives the resulting MAC values of the 

comparison of measured deflection shapes with the reference 

set of simulated mode shapes. Only the first 9 modes are 

considered. 

TABLE 4 

RESULT OF MODE SHAPE COMPARING ALGORITHM. 

 
Simulated mode 

frequency (Hz) 
Measured frequency (Hz) MAC value 

Deviation 

(%) 

1 364.25 0.7469 -1.36 

2 411.75 0.9818 5.4 

3 619.25 0.6925 -1.98 

4 706.75 0.7895 3.28 

5 948.75 0.9698 -23.96 

6 996.5 0.4931 -21.16 

7 1079.25 0.4389 -21.32 

8 1115 0.7506 -16.95 

9 989.5 0.6743 3.79 

 

Table 4 gives a good agreement for most modes. The well 

isolated peak with 411.75 Hz indeed has a deflection shape 

corresponding to mode 2, the first bending mode of the 

rectangular panel. This is confirmed by the good 

corresponding MAC value.  

The measured mode at 948.75 Hz also correlates well. The 

other MAC values are lower, in particular those for modes 6 

and 7. In general, a MAC value below 0.1 indicates that there 

is no similarity between the two considered vectors (or mode 

shapes); a MAC value below 0.4 indicates a low correlation of 

two modes. Obviously simulated mode 7 has no well 

corresponding measured deflection shape. 

The other MAC values vary from 0.5 to 0.8. These values 

indicate a rather good correlation, although some of the 

measured deflection shapes are indeed coupled due to high 

damping, as mentioned earlier. 

 

C. Discussion 

 

A coupled mode of e.g. 2 mode shapes can mathematically be 

regarded as a linear combination of those 2 mode shapes. 

Therefore it is investigated  whether a measured deflection 

shape is a linear combination of a few reference mode shapes. 

To illustrate this, the measured deflection shape with 

frequency 364.25 Hz is considered. Table 4 gives a MAC 

value of 0.7469 when the correspondence with simulated 

mode 1 is regarded. When the correspondence between the 

measured deflection shape and the first 5 reference modes is 

checked, table 5 is obtained. 

 

TABLE 5 

CORRESPONDENCE BETWEEN MEASURED DEFLECTION SHAPE 

AT 364.25 HZ AND FIRST 5 REFERENCE MODE SHAPES. 

 
Mode 1 2 3 4 5 

MAC 0.7469 0.0528 0.0023 0 0 

 

 

Table 5 clearly shows that the measured deflection could be a 

combination of the first 3 simulated modes. There is 

obviously no relation between experimental mode 1 and 

simulated modes 3, 4 and 5. 

Apart from the high damping, there is another reason why the 

MAC values from table 4 do not all exceed 0.9. As mentioned 

in section V.A the test panel is excited with random noise 

sound from a loudspeaker.  The real sound pressure fields 

from the speaker are not yet taken into account.  

 

V. MODEL UPDATING 

 

Generally the aim of model updating is to minimise the 

differences between simulated and experimental results, 

which are in this case natural frequencies and mode shapes of 

a rectangular honeycomb sandwich panel with free-free 

boundary conditions.  
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A. Sensitivity analysis  

 

The first step in performing a model updating procedure is 

studying the influence of every design parameter, discussed in 

section III, on the natural frequencies and mode shapes of the 

freely suspended panel. Such a study is called a sensitivity 

analysis. Suppose there are np design parameters pj that 

govern a system response ri. The change of that response due 

to a change of the design parameters can be expressed by 

equation (5).  
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When all responses nr are considered, equation (5) can be 

written in matrix form, giving equation (6). 

 

[Δr] = [S] [Δp]                                    (6) 

 

The matrix S is referred to as the sensitivity matrix, its 

elements are called the sensitivity coefficients. To express the 

relative importance of each design parameter, the sensitivity 

coefficients are generally transformed to relative sensitivity 

coefficients and to avoid an ill conditioned sensitivity matrix 

all coefficients are normalised, according to equation (7). 
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The sensitivity analysis as outlined above is carried out for the 

test panel with the design parameters given in table 2. For 

computational convenience the model with homogenised core 

is used here for the analysis. The analysis is performed, 

starting from the initial design parameter values, given in 

table 3. Each design parameter of the FE model is given a 

certain variation and the resulting change of the responses, in 

this case the first 10 natural frequencies, are determined. 

Every parameter is first varied in a wide range in order to 

investigate to which extent the system responses change 

linearly to a change of a certain parameter. For every 

parameter 6 variations are considered in the interval [-50%; 

50%], spread symmetrically around the initial estimated 

parameter value. This step is necessary because the explained 

principle of a sensitivity analysis involves linearisation of the 

studied system behaviour. Only first order sensitivity is used 

in this study.  Small parameter perturbation steps should be 

used in case the system behaviour is not linear. 

Figure 7 shows the sensitivity matrix for the test panel, 

modelled as a 7 layer laminate with initial design parameters 

given in table 2.  

 

 
 

Fig. 7.  Sensitivity matrix for the test panel with parameters as 

in table 2. 

 

 

Figure 7 shows a strong variation among the different 

sensitivity coefficients. As mentioned earlier in the 

introduction, the parameters that determine the bending 

stiffness of the panel and the shear moduli of the homogenised 

core are the main parameters that govern the panel’s dynamic 

response. For a honeycomb panel the bending stiffness per 

unit width increases with increasing skin thickness tc As 

frequency increases, shear moduli Gc13 and Gc23 become more 

important in determining the panel’s dynamic behaviour.  

Along the frequency range studied, the influence of the mass 

densities of core and skin on the dynamic response does not 

change significantly. 

 

B. Simulated versus experimentally determined natural 

frequencies 

 

Table 4 shows a good correlation between simulated modes 2, 

5 and 8 on the one hand, and their corresponding experimental 

modes on the other hand.  The natural frequencies, simulated 

and experimentally determined, of these modes are given in 

table 6. 

TABLE 6 

COMPARISON OF THE FREQUENCIES OF 3 SIMULATED AND 

MEASURED MODE SHAPES. 

 
Mode  fsimulation (Hz)  fmeasurement (Hz) Deviation (%) 

2 434 411.75 5.40 

5 729.9 706.75 3.28 

8 926 1115 -16.95 

 

Table 6 shows that the difference between simulated and 

measured natural frequencies increases with increasing 

frequency. Table 6 is used for further model updating as the 3 

considered mode shapes cover the whole range of studied 

modes. 

446



 

 

C. Design parameter uncertainty 

 

The values of the different design parameters, given in table 3 

are not exact. Some of them are given by the manufacturer’s 

specification, others are estimated. The precise determination 

of a parameter value is sometimes impossible.  In that case, a 

range should be specified for the parameter.  When many 

samples of a population are available, a probability interval 

and a probability density function should be defined. In most 

cases a uniform or a normal distribution is used to consider 

the uncertainty of a specific parameter. However, the exact 

distribution of a parameter is seldom known. For convenience, 

a uniform distribution is considered here. For each studied 

design parameter, the probability interval is centred around its 

corresponding estimated value from table 3. For different 

kinds of parameters, relative interval widths vary as given by 

table 7.   

TABLE 7 

RELATIVE PROBABILITY INTERVAL WIDTHS. 

 

Parameter description 
Relative probability interval 

width (%) 

Overall panel dimensions 1 

Skin material properties 2 

Core outer layer properties 10 

Homogenized core material 

properties 
20 

Bonding layer material properties 50 

 

 

The overall panel dimensions are easily be measured. The 

probability interval width of these parameters is therefore set 

equal to the measurement accuracy of 1%.  

With this test panel the skin faces are made from steel. Its 

mass density and stiffness were experimentally determined 

and compared to manufacturer’s specifications, leading to the 

proposed interval width of 2%. Mass density and stiffness 

were also experimentally determined for the core material. In 

this case, comparison with values from the panel manufacturer 

gave a tolerance of 10%.  

The elastic properties of the homogenized honeycomb core 

were calculated from FE models. These were compared to 

analytically determined values, calculated with Gibson and 

Ashby’s [2] formulas. This approach lead to an interval width 

of 20%.  

For the properties of the bonding layer material just some 

estimated values were available. These parameter values were 

not determined experimentally so no comparison could be 

carried out. This leads to the large interval width of 50%.  

The considered interval widths of core and bonding layer 

parameters are rather wide. It is perhaps questionable if the 

linearised parameter influence, resulting from the sensitivity 

analysis (see section VI A), approaches the real parameter 

influence in an acceptable way. As an example the relative 

sensitivity of mode 2 to the homogenised core shear modulus 

Gc13 is shown in figure 8. 

 

 

 
 

Fig. 8.  Mode 2 relative sensitivities for relative changes of 

shear modulus Gc13. A Linear least squares approximation is 

added. 

 

 

From the linear least squares approximation in figure 8 it is 

obvious that the influence of shear modulus Gc13 on the 

frequency of mode 2 is not linear. In this case however, the 

horizontal axis covers a relative change of 100 % which is far 

more than the parameter variations considered in this study. If 

a symmetric interval of 20 %  around the initial value of Gc13 

is considered, a linear approximation is very good in that 

interval (correlation 0,9997), as shown in figure 9. 

 

 
 

Fig. 9.  Mode 2 relative sensitivities for changes of shear 

modulus Gc13 in the interval [-0.1;0.1]. 

 

For the other design parameters similar conclusions can be 

drawn. If the probability intervals are kept small enough, the 

linearisation process of the sensitivity analysis will not create 

severe errors. In future research more precise sensitivity 

analysis will be carried out. For each design parameter a more 

correct interval width and probability function will be taken 

into account.  

D. Model updating: results and discussion 

 

For the test panel with design parameters given in table 2 and 

probability intervals in table 8 the results of the sensitivity 

analysis, as described in previous section C, are used to 

perform a model updating procedure.  It is outlined in figure 

10.  
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Fig. 10.  Procedure for model updating.  

 

 

When an infinitely large population of a certain parameter is 

considered, the mean value of the population is equal to the 

real expected parameter value. The smaller the size of the 

population, the more the population mean differs from the real 

expected value. To limit the error e between the calculated 

mean value and the real expected value, the population should 

have a minimum size nmin. According to Montgomery [16], 

equation (8) calculates the required population size in case of 

a Normal parameter distribution. 

 

                              (8) 

 

In equation (8), σini is the standard deviation of the initial 

maximum difference between calculated and measured 

frequency. In this study, e is the allowed absolute error on the 

calculated natural frequencies mean values.   In this case 1 % 

of the initial maximum error is taken. 

The principle of Monte Carlo simulations is that for a set of 

parameters random values are generated, taking into account 

the probability distribution for each parameter. In this case a 

uniform distribution is taken for every design parameter. For 

every set of random parameter values the output of the 

system, in this case natural frequencies of a honeycomb panel, 

is calculated. Monte Carlo simulations are a very useful tool 

in determining the probability distribution on the output of a 

process or the response of a system, considering input 

parameter uncertainty. In order to get good knowledge of the 

output distribution, the Monte Carlo simulations should be 

carried out a number of times. The higher the number of 

iterations, the more accurate the distribution prediction is.  

In this study, each set of design parameters is used to calculate 

the values of the natural frequencies of modes 2,5 and 8. For 

this, the results of the sensitivity analysis are used.   

The number of iterations used here is nmin, calculated with 

equation (8). As a result of these Monte Carlo simulations, the 

distributions of the 3 considered natural frequencies are 

calculated, taking into account design parameter uncertainty.  

The goal of the updating procedure in this study is to 

minimize the difference between calculated and measured 

natural frequencies by tuning the different design parameters. 

Here the updating procedure is combined with  Monte Carlo 

simulations. In this way, not only a set of optimised design 

parameter values and their corresponding natural frequencies 

are obtained, but also the probability distribution of the 

calculated natural frequencies is estimated. 

As a result of the model updating procedure, improved values 

for the 3 natural frequencies of modes 2, 5 and 8 are 

calculated. These calculated values are in fact the mean values 

from a distribution, which is known from the Monte Carlo 

simulations. The set of design parameters, yielding these 

frequencies, represent the optimised design parameter mean 

values. 

In this case the whole updating procedure is carried out 3 

times. For simplicity every cycle the same relative probability 

interval width is taken for a specific parameter.  

For every kind of distribution there are certain parameters that 

compare the shape of the distribution to the shape of a normal 

distribution. In this study the skewness γ and the kurtosis δ are 

used. They are calculated with equation (9). 
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In equation (9), iµ~ is the i-th moment of the distribution. A 

positive skewness means that the distribution is asymmetric to 

the right. The skewness of a normal distribution is therefore 

equal to zero. The kurtosis of a normal distribution is 3. A 

kurtosis value greater than 3 means that the distribution is 

more pointed than a normal distribution. 

For the calculated natural frequencies of the 3 studied modes, 

table 8 gives the mean value, standard deviation of a Normal 

distribution, skewness and kurtosis after the third iteration.  

TABLE 8 

DISTRIBUTION PARAMETERS FOR THE 3 CALCULATED 

NATURAL FREQUENCIES AFTER THE THIRD ITERATION 

 

Mode 

Mean 

frequency 

(Hz) 

Standard 

deviation 

(Hz) 

Skewness Kurtosis 

2 410.97 13.69 -0.0096 2.93 

5 706.26 23.46 -0.0092 2.92 

8 1011.08 33.73 -0.010 2.94 

 

 

The skewness and kurtosis values indicate that the calculated 

frequency distributions are nearly Normal.  

An overview of the obtained relative errors on the 3 natural 

frequencies is given in table 9 for each iteration. 

TABLE 9 

RELATIVE ERRORS ON THE 3 NATURAL FREQUENCIES DURING 

THE  MODEL UPDATING PROCEDURE FOR THE FIRST 3 

ITERATIONS 

 

Mode 
Errorinitial 

(%) 

Erroriteration1 

(%) 

Erroriteration2 

(%) 

Erroriteration3 

(%) 

2 5.40 3.23 1.16 -0.19 

5 3.28 2.11 0.87 -0.07 

8 -16.95 -13.73 -10.41 -9.32 

 

 

As is indicated in table 9, the first iteration yields the most 

significant error reduction. Iterations 2 and 3 still produce 

Measured natural 

frequencies 

calculated 

natural frequencies 

Comparison in Matlab Adjusting parameters 

Sensitivity analysis 

Repeat until desired accuracy is reached 
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some error reduction. It is clear however that in spite of a 

further increase in the number of iterations the error with 

mode 8 will stay around 10%. This indicates that, with the 

current set of design parameters and FE model, the errors 

cannot be substantially further reduced.  There are a number 

of reasons for this.  

In the updating procedure, the frequencies of the experimental 

modes are assumed to be correct.  If there are any errors on 

the identified natural frequencies, the updated model may not 

converge to the measured model.   

A second reason could be that some initial values of some 

design parameters were fully estimated, e.g. the stiffness and 

thickness of the bonding layer. Earlier it has been mentioned 

that, with increased frequency, the importance of shear 

deformation increases. As the bonding layer is mainly shear 

loaded, an underestimation of e.g. the glue stiffness leads to 

an underestimation of calculated natural frequencies. 

According to the results of the previously described sensitivity 

analysis an underestimation of the glue stiffness of 10% leads 

to an underestimation of 0.23 %  of the natural frequency 

from mode 2. Hence it seems unlikely that a wrong estimation 

of the glue parameters could explain the large errors in the 

calculated frequencies for modes 2 and 4. Future research will 

be done in this area, using more and larger test panels. Also 

measurements will be carried out to determine honeycomb 

core elastic properties more accurately.  Further work must 

also be done on the specific variability of every design 

parameter.  

VI. CONCLUSIONS 

 

In this article the composition of typical honeycomb sandwich 

panels is discussed, in particular panels with a thermoplastic 

ThermHex core. The different design parameters of such 

panels are outlined. 

Two ways of building up finite element models in commercial 

software are outlined. Advantages and shortcomings of both 

methods are discussed.  

The experimental determination of mode shapes and their 

natural frequency has been discussed thoroughly, emphasising 

on the fact that high structural damping may lead to 

complications in this area. 

The different steps, leading to the updating of FE models, are 

discussed extensively. These include design parameter 

uncertainty, sensitivity analysis and the use of Monte Carlo 

routines. The results of the application on a test panel are 

discussed.  

The real uncertainties on the different design parameters will 

be thoroughly studied, using an elaborate amount of test 

honeycomb panels. Special attention will be made to the true 

elastic properties of the bonding layer and to the frequency 

dependency of elastic material properties. 
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Abstract—For several years, Thales Alenia Space Etca de-
signs and develops modular equipments intended to be em-
barked on board of spatial vehicles. During their operat-
ing life, these equipments are subjected to severe mechan-
ical vibrations which can produce failures of the electronic
and magnetic components, as for examples the contact losses
of electromagnetic relays or the appearance of cracks in the
ferrite cores. Thales and the Facult́e Polytechnique de Mons
(FPMs) develop numerical tools in order to simulate their
dynamic behavior to vibrations. This paper presents a dy-
namic modelling of electronic units composed by a multi-
layer PCB and an aluminium frame used for stiffening and
fixing the PCB inside the electronic box. The equivalent me-
chanical properties of the PCB depend on the number of the
layers and the proportion of copper/polyimide in each layer.
They have been experimentally estimated from the identifi-
cation of its first natural modes. Different rules of mixtures
have been envisaged for estimating the mechanical proper-
ties of the polyimide. The assembly frame/PCB has been ex-
perimentally validated at low frequency by the comparison
between the experimental and numerical transmissibilities.

Keywords— Spatial electronic equipments, Multilayer
PCB, Orthotropic material model, Modal Analysis, Finite
Element Method

I. INTRODUCTION

THALES Alenia Space Etca industry, located in
Charleroi (Belgium), is the Belgian leader in elec-

tronics for space applications (satellite launchers and space
vehicles). The company, which has 40 years of expertise in
this field, is the number 1 in Europe for electrical supplies
and distribution equipments on board of satellites and the
number 2 in Europe for the supplies of satellite transmit-
ter tubes. It is also the main supplier of control and com-
mand units for the Ariane 5 launcher. Thales Alenia Space
ETCA is the biggest subsidiary of Thales Alenia Space
France. For more than forty years, the company has been a
major player in the field of electronic constructions for the
space industry in Europe, an industry that represents over
70 % of its turnover. Almost 80 % of its turnover comes
from exports, mainly to European countries, but also to In-
dia, China, Japan and Russia.

Since a few years, Thales Alenia Space Etca develops

a concept of modular equipments. This concept allows
to cover a wide range of spatial applications and to re-
duce the costs of development and manufacture. As il-
lustrated in Figures 1 and 2, the modular equipements are
made up of an assembly of electronic units composed of a
PCB (Printed Circuit Board) and an aluminium frame on
which the PCB is screwed. The frames are machined in
Aluminium 6061 and are used for stiffening and fixing the
PCB inside the electronic box.

Fig. 1. Example of a modular equipment developped by
Thales Alenia Space Etca

The PCBs are multilayer structures, each layer being
composed by a non-conductive polyimide substrat coated
by copper sheets. The polyimide is a laminate composite
which is often used in the space industry to build PCBs be-
cause it presents excellent thermal and mechanical proper-
ties and a good chemical resistance. The conductive path-
ways are etched on the PCB by removing the unwanted
copper by photographic techniques. The electronic and
magnetic components are fastened to the PCB with ther-
mal glue.

During the flight of the satellite, the electronic
equipements which are embarked inside the launcher are
submitted to severe vibrations. This is due to the numerous
pyrotechnic devices, such as pyrotechnic valves or Mild
Detonating Fuses, which are used to carry out various op-
erations like separation of structural elements (booster sep-
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(a) Qualification unit

(b) DHP unit

(c) Medium Power unit

Fig. 2. View of the different configurations of electronic
units making up the modular equipments

aration,. . . ), unlocking mechanisms (unfolding solar pan-
els,. . . ) or activation of on-board operating subsystems
(Table I). The shock wave generated by the blast of these
pyrotechnic devices produces severe vibrations inside the
space shuttles which can cause failures in the electronic
units. The most common damages are relay chatter, cracks
of magnetic components or crystals and ceramic lift off.

The objective of this study consists in elaborating a Fi-
nite Element model of electronic units in order to optimize
the location on the PCB of the electronic and magnetic
components which are sensitive to vibrations. In this pa-
per, we shall present the results for two configurations of
the assembly frame/PCB:

• theQualification unitwhich is used to check and quan-
tify the vibration resistance of the electronic and magnetic
components;
• theDHP unit which is an electronic unit of some satel-
lites.

TABLE I
PYROTECHNIC APPLICATIONS IN ASTRONAUTICS[1]

Program Number of installed
pyrotechnic devices

Mercury 46
Gemini 139
Saturn ≈ 150
Apollo (CSM/SLA/LM) 314
Apollo (CSM/SLA) for Skylab 249

The Qualification PCB is composed of 8 layers whereas
the one of the DHP is composed of 12 layers. The propor-
tion polyimide/copper varies from a layer to the other.

II. COMPUTER MODELLING THE ALUMINIUM FRAMES

A. Finite Element model of the aluminium frame

The aluminium frames have been built under a classi-
cal FE software (ANSYS 8.1) and has been validated and
updated from an experimental modal analysis. The ge-
ometry of the frames have been imported toANSYS from
a CAD software and has been meshed with 3D tetrahe-
dral structural solid elements (SOLID 187). The element
SOLID 187 is defined by 10 nodes with 3 degrees of fre-
doom per node. The FE model of the qualification and
DHP frames are shown in Figures 3 and 4 respectively. In
total, 124471 elements have been used to describe the DHP
frame and 27843 elements for the Qualification frame.

Fig. 3. Finite Element model of the Qualification frame

Fig. 4. Finite Element model of the DHP frame

During the experimental modal analysis, the frames
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were supported by 4 moss blocks, as illustrated in Fig 5.
These boundary conditions have been taken into account
in our FE model by the introduction of spring-damper el-
ements for which the stiffness and damping values have
been estimated from the measurement of the rigid mode
shapes. Besides, the sensors used to measure vibratory re-
sponses of the frames have been modeled with structural
mass elements (MASS21).

Fig. 5. Setup for the experimental modal analysis – Qual-
ification frame (left) and DHP frame (right)

Given that the frames are machined in aluminium 6061,
the material properties are perfectly known and are given
in Table II.

TABLE II
MATERIAL PROPERTIES OF THE ALUMINIUM6061

Young’s modulusE 69 GPa
Poisson’s ratioν 0.33

Densityρ 2700 kg/m3

B. Model validation

A model validation has been realized by comparing
the modal properties of the test facility deduced from the
model and the ones experimentally identified from mea-
sured frequency response functions. The Frequency Re-
sponse Functions (FRF)Hi j (ω) have been measured in the
frequency range [0 – 2048 Hz] with a frequency resolution
of 0.5 Hz in the direction perpendicular to the frame. The
measurements and the identification of the modal char-
acteristics have been carried out with the LMS Tes.Lab
software. The natural frequenciesfk, damping factorsξk

and modal vectors{~ψk} have been identified using the
Least Square Complex Exponential (LSCE) method [2]
and compared to the ones deduced from the FE model.
Two comparison criteria have been used: the relative dif-
ference between natural frequencies and the Modal Assur-
ance Criterion (MAC).

The relative difference between natural frequencies is
calculated as follows [2]:

∆ =

∣

∣ f E − f S
∣

∣

f S (1)

where the superscriptsE andS are used for experimental
and model data respectively.

The experimental and numerical mode shapes are
matched from the Modal Assurance Criterion (MAC) de-
fined by [2];

MAC =

(

{

ψE
}T {

ψS
}

)2

(

{ψE}T {ψE}
)(

{ψS}T {ψS}
) (2)

where{ψE} and{ψS} denote the experimental and simu-
lated modal vectors respectively.

Tables III and IV summarize for the Qualification and
DHP frames respectively the first experimental and analyt-
ical modes which are correlated with a MAC value greater
than 0.6 and a relative frequency difference lower than 10
%. These results allow to validate the FE model of alu-
minium frames.

TABLE III
CORRESPONDENCE BETWEEN EXPERIMENTAL AND

NUMERICAL MODAL CHARACTERISTICS –
QUALIFICATION FRAME

f E (Hz) f S (Hz) ∆ (%) MAC
111 106.5 3.8 0.99

325.5 345 6 0.92
466.5 489 4.8 0.98
665.5 702.5 5.6 0.82
1234 1255 1.7 0.71

TABLE IV
CORRESPONDENCE BETWEEN EXPERIMENTAL AND

NUMERICAL MODAL CHARACTERISTICS – DHPFRAME

f E (Hz) f S (Hz) ∆ (%) MAC
113 108 4.4 0.99
159 157 1.4 0.99
388 381 1.9 0.91
423 431 1.8 0.87

839.5 835 0.5 0.73
1293.5 1267 2.1 0.88

C. Shell vs solid elements

With some geometric simplifications, the dynamic be-
havior of the aluminium frames can be also modeled with
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shell elements (SHELL63). The SHELL63 element is de-
fined by 4 nodes and has six degrees of freedom at each
node. The use of shell elements allows to reduce efficiently
the calculation time. For example, in the case of the DHP,
the modelling of the frame with shell elements allows to
decrease approximatively the calculation time of a factor
45. Nevertheless, for complex geometries of the frame,
the shell elements don’t allow to describre with accuracy
the dynamic behavior. The comparison between the pre-
dictions obtained with shell elements (SHELL63) and struc-
tural solid elements (SOLID187) is shown in Figures 6(a)
and 6(b) for the Qualification and DHP frames respec-
tively.
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(a) Qualification frame
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Fig. 6. Comparison of the predictions obtained with
shell elements (SHELL63) and structural solid ele-
ments (SOLID187)

III. I DENTIFICATION OF THE EQUIVALENT

MECHANICAL PROPERTIES OF THEPCB

A. Introduction

The PCB is a multilayer structure where each layer is a
mixture of copper and polyimide.

The mechanical properties of the PCB depend on the
mechanical properties of the copper and the poliymid but
also of the proportion of copper/polyimide in each layer.
The equivalent mechanical properties of the PCB to intro-
duce in the Finite Element model in order to simulate its
dynamic behavior can be estimated from the identification
of the first natural modes.

B. Theoretical background

For linear material, stress vector is related to the strains
vector by the Hooke’s law [3]:

{ε} = [D]−1 {σ} (3)

where{σ} = {σx σy σz σxy σyz σxz}T represents the stress
vector and{ε} = {εx εy εz εxy εyz εxz}T the strain vector.
The flexibility matrix [D]−1, called also the compliance
matrix, is given by [4]:

[D]−1 =
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where

typical terms are:

• Ei: Young’s modulus in thei direction
• Gi j : shear modulus in thei j plane
• νi j : major Poisson’s ratio
• ν ji : minor Poisson’s ratio

In practice, only nine independent material parameters
have to be specified because of the symmetry of the the
flexibility matrix [D]−1:

νyx

Ey
=

νxy

Ex
;

νzx

Ez
=

νxz

Ex
;

νzy

Ez
=

νyz

Ey
(4)

In the framework of Love-Kirchhoff hypotheses, the
mechanical properties of a thin plate are completely de-
fined by four independent elastic constants:Ex, Ey, Gxy

andνxy [5].

For an isotropic material, the number of the elastic con-
stants amounts to 2: Young’s modulusE and the Poisson’s
ratio ν; the shear modulusG being given by:

G =
E

2(1+ ν)
(5)

C. Updating process of the equivalent mechanical proper-
ties of the PCB

The shell elements (SHELL63) has been used to model
the PCB. We have chosen an element size of about 5 mm

453



to mesh the PCB.

The 4 independent elastic constantsEx, Ey, Gxy andνxy

are deduced by a least-squares optimization process that
minimizes the difference between natural frequencies of
the mode shapes which are coupled:

ε =
N

∑
k=1

∣

∣ f Simulated
k − f Measured

k

∣

∣

2
(6)

where f Measured
k et f Simulated

k represent the experimental
and numerical natural frequencies respectively andN is the
number of coupled mode shapes. For reminder, two mode
shapes are considered coupled if their MAC value is larger
than 0.60.

The equivalent mechanical properties of the PCB cor-
respond to the quadruplet (Ex, Ey, Gxy, νxy) for which the
function errorε is minimal.

We have assumed that the densityρ of the PCB is ho-
mogeneous and it is estimated from the ratio between the
mass and the volume of the PCB.

D. Results for the Qualification PCB

D.1 Isotropic material model

The equivalent mechanical properties (E and ν) ob-
tained with an isotropic model are shown in Table V.

TABLE V
EQUIVALENT MECHANICAL PROPERTIES OF THE

QUALIFICATION PCB – ISOTROPIC MATERIAL MODEL

Young’s modulusE 33.7 GPa
Shear modulusG 11.3 GPa
Poisson’s ratioν 0.49

Densityρ 2745kg/m3

Table VI summarizes the experimental and simulated
modes which are correlated with a MAC value greater
than 0.6. The MAC matrix is illustrated in Figure 7.
The isotropic model provides results with a reasonable ac-
curacy; the relative difference between experimental and
simulated natural frequencies is smaller than 10%, except
for the first torsional mode at 77 Hz. Moreover, it has some
difficulties to reproduce correctly the mode shapes at 249
Hz and 256 Hz.

D.2 Orthotropic material model

The equivalent mechanical properties (Ex, Ey, Gxy and
νxy) identified with an orthotropic material model are given
in Table VII. The Young’s moduli in thex andy directions

TABLE VI
CORRESPONDENCE BETWEEN EXPERIMENTAL AND

NUMERICAL MODAL CHARACTERISTICS –
QUALIFICATION PCB

f E (Hz) f S (Hz) ∆ (%) MAC
77 89 15.4 0.97
104 97 6.2 0.98
188 202 7.3 0.95

green249 234 5.7 0.63
green256 249 2.7 0.63

350 332 5.1 0.96
387 392 1.2 0.94
404 426 5.3 0.99
612 591 3.5 0.80
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Fig. 7. MAC matrix – Isotropic material model

are identical and they are comparable with the Young’s
modulus which has been identified from an isotropic mate-
rial model. Nevertheless the shear modulusGxy is smaller
than the one obtained with an isotropic model.

TABLE VII
EQUIVALENT MECHANICAL PROPERTIES OF THE

QUALIFICATION PCB – ORTHOTROPIC MATERIAL

MODEL

Ex 34.03 GPa
Ey 34.05 GPa
Gxy 7.57 GPa
νxy 0.51
ρ 2745kg/m3

Table VI summarizes the experimental and numerical
modes which are correlated with a MAC value greater than
0.6. The MAC matrix is represented in Figure 7. The or-
thotropic model leads to better results than the isotropic
model: the relative difference between experimental and
simulated natural frequencies is smaller than 2%. Besides,
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the mode shapes at 249 Hz and 256 Hz are reproduced with
a greater accuracy.

TABLE VIII
CORRESPONDENCE BETWEEN EXPERIMENTAL AND

NUMERICAL MODAL CHARACTERISTICS –
QUALIFICATION PCB

f E (Hz) f S (Hz) ∆ (%) MAC
77 77 0 0.98
104 103 0.2 0.98
188 188 0 0.95

green249 249 0 0.89
green256 257 0.2 0.89

350 349 0.2 0.96
387 386 0.4 0.94
404 412 2 0.98
612 625 2 0.92
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Fig. 8. MAC matrix – Orthotropic material model

E. Results for the DHP

The equivalent mechanical properties of the DHP have
been identified using an orthotropic model and are given in
Table IX. Given that the distribution of the copper in each
layer is inhomogeneous, unlike the qualification PCB, the
Young’s moduli in thex andy directions are not similar.

TABLE IX
EQUIVALENT MECHANICAL PROPERTIES OF THEDHP

– ORTHOTROPIC MATERIAL MODEL

Ex 18.20 GPa
Ey 31.18 GPa
Gxy 6.39 GPa
νxy 0.16
ρ 2446kg/m3

The first 8 experimental and simulated modes, corre-

lated with a MAC value greater than 0.6 and a relative
frequency difference lower than 5% are summarized in ta-
ble X. Given that we have considered in our approach a
homogeneous density, our model doesn’t allow to compute
with a high accuracy the mode shapes, in particular for the
modes at higher frequencies.

TABLE X
CORRESPONDENCE BETWEEN EXPERIMENTAL AND

NUMERICAL MODAL CHARACTERISTICS – DHP

f E (Hz) f S (Hz) ∆ (%) MAC
66 63 4.8 0.97
76 76 0 0.98
139 142 2.3 0.98
157 154 1.8 0.95
220 222 1.4 0.75
246 249 1.2 0.66
293 285 2.5 0.76
393 382 2.8 0.75

F. Identification of the mechanical properties of the poly-
imide

The mechanical properties of the polyimide can be es-
timated from the equivalent mechanical properties of the
PCB in using the classical laminate theory.

For a laminate plate, the bending moment{M} =
{Mx My Mxy}T is retated to the curvatures{κ} =
{κx κy κxy}T by the following equation [4]:





Mx

My

Mxy



 =





D11 D12 0
D12 D22 0
0 0 D66









κx

κy

κxy



 (7)

The componentsDi j of the bending stiffness matrixD
are given by [6]:

Di j =
1
3

N

∑
k=1

Qk
i j

(

h3
k −h3

k−1

)

(8)

wherehk represents the algebraic distance from the mid-
surface of the plate to the upper surface of thekth layer,N
the number of layers, andQk

i j the components of the re-
duced stiffness matrix associated with layerk. The coeffi-
cientsQk

i j are defined by:
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with,
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• Ek
x : Young’s modulus of layerk in thex direction

• Ek
y : Young’s modulus of layerk in they direction

• Gk
xy: shear modulus of layerk in thexy plane

• νk
xy: major Poisson’s ratio of layerk

• νk
yx: minor Poisson’s ratio of layerk

The mechanical properties of each layerk depend on
the proportion of copper. In the hypothesis of a constant
strain field, the mechanical properties of each layerk can
be estimated from the following rule of mixture:

Ek
x = Ex,c.S

∗k

c +Ex,p.S
∗k

p (10)

Ek
y = Ey,c.S

∗k

c +Ey,p.S
∗k

p (11)

Gk
xy = Gxy,c.S

∗k

c +Gxy,p.S
∗k

p (12)

νk
xy = νxy,c.S

∗k

c + νxy,p.S
∗k

p (13)

where suffixesc andp denote copper and polymide ma-

terials, respectively. The surface fractionsS∗
k

c andS∗
k

p rep-
resent the porportion of copper and polyimide in each layer
k. As illustrated in Figure 9, the strain field can be approx-
imately considered as constant in the different layers of the
PCB. These results have been obtained in applying a con-
stant axial load on the PCB.

(a) Stress field in layer 4 (b) Strain field in layer 4

(c) Stress field in layer 8 (d) Strain field in layer 8

(e) Stress field in layer 10(f) Strain field in layer 10

Fig. 9. Stress and strain fields simulated in differents lay-
ers of the DHP

The mechanical properties of the polyimide deduced

from the global properties of the PCB with this rule of
mixture are given in Table XI.

TABLE XI
ESTIMATED MECHANICAL PROPERTIES OF POLYIMIDE

blueQualification PCB blueDHP
Ex 16.16 GPa 12.11 GPa
Ey 16.18 GPa 12.36 GPa

greenGxy 0,07 GPa 1,38 GPa
νxy 0.66 0.62
ρ 1704 kg/m3 1732 kg/m3

For a given PCB, the Young’s moduli identified for the
polyimide in thex andy directions are identical. Never-
theless, the results slightly vary from one PCB to another
one, which can be explained by different manufacturing
processes for the two PCBs.

On the other hand, the shear moduli obtained with this
rule of mixture are incoherent; the shear modulus of the
Qualification PCB is much smaller than the one of the
DHP whereas its Young’s moudlus is greater. More re-
alistic results can be obtained for the shear modulus using
an another rule of mixture:

1
Gk

xy
=

1
Gxy,c

.S∗
k

c +
1

Gxy,p
.S∗

k

p (14)

Although, this new rule of mixture is theoretically veri-
fied in the hypothesis of a constant stress field, its use leads
to more coherent results (Table XII); the order of magni-
tude of shear moduli are similar.

TABLE XII
COMPARISON BETWEEN THESHEAR MODULI

IDENTIFIED FROM THE TWO RULES OF MIXTURE

black Shear modulus blueOld rule blueNew rule
redQualification 0.07 GPa 4.9 GPa

redDHP 1.38 GPa 3.84 GPa

IV. VALIDATION OF THE ASSEMBLY FRAME/PCB

In order to validate the modelling of the assembly
frame/PCB, we have compared the numerical frequency
response with the experimental one. The experimental
setup that we have used for the experience is shown in Fig-
ure 10.

The acceleration of the equipement foundation has been
measured with two piezoelectric sensors fixed by magne-
tization on the table of the shaker which has been used to
generate the vibrations. Three piezoelectric sensors have
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been glued on the PCB for measuring its vibratory re-
sponse.

Fig. 10. View of the experimental setup

The Finite Element model of the assembly frame/PCB is
illustrated in Figure 11. The screws operating the contact
between the frame and the PCB are described by constraint
equations which impose an identical displacement field to
the set of nodes coinciding with the fixing screws. In Fig-
ure 11, the CP conditions are displayed by green symbols.

The equipement used to fix the assembly frame/PCB on
the table of the shaker has been taken into account in the
FE model blocking the nodes coinciding with the fixing
screws (red symbols in Figure 11).

Fig. 11. Finite Element model of the assembly frame/PCB

The transmissibility between the acceleration of the
foundation equipment and the acceleration of the PCB at
the node 3 (Acc.3) has been measured in the frequency
range [0 – 2 kHz]. The location of the accelerometers are
shown in Fig. 10. The comparison between experimental
and numerical transmissibilities is shown in Fig. 12. For
the simulation, we have introduced in our FE model a con-
stant damping ratio of 2% which corresponds to the mean
value measured experimentally in the frequency range [0
– 2 kHz].

Our FE model allows to reproduce with a good accuracy
the first natural mode; the relative difference between the
numerical and experimental frequencies is of 2%. How-
ever, it doesn’t allow to simulate accurately the other nat-
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Fig. 12. Comparison between the experimental and nu-
merical transmissibilities at node Acc.3

ural modes. Although our model presents some limita-
tions, it can be exploited to estimate the maximum re-
sponse and the stress field of the equipment when it is sub-
jected to a random vibration. If the excitation is defined in
terms of a Power Spectral DensityPSDinput( f ), the Root
Mean Square accelerationarms is given by the Miles’ equa-
tion [7]:

arms = 3

√

π
2
· f1 ·Q ·PSDinput ( f1) (15)

where f 1 represents the first natural frequency andQ
corresponds to the dynamic amplification factor, equal to
= 1

2ξ with ξ being the damping ratio.

V. CONCLUSIONS

This paper has presented a dynamic modelling of
Printed Circuit Boards (PCB) used in the modular equip-
ments developed by Thales Alenia Space Etca. The PCBs
are multilayer structures where each layer is a mixture of
copper and polyimide. An aluminium frame is used for
stiffening and fixing the PCB inside the electronic box.

In this study, we have analyzed two configurations of the
assembly frame/PCB. The Finite Element Method (FEM)
has been used to describe the dynamic behavior of the alu-
minium frames and the PCB specimens. The FE models
of the aluminium frame have been updated and validated
up to 1200 Hz. For the PCBs, we have used an orthotropic
material model. The equivalent mechanical properties to
introduce in the FE model are experimentally identified
from the measurement of the natural modes at low fre-
quencies. The theory of the elastic multilayers plate and
the use of appropriate rules of mixture have allowed to es-
timate the mechanical properties of the polyimide. The
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assembly frame/PCB has been validated by the compari-
son at low frequencies between experimental and numeri-
cal transmissibilities measured in the frequency range [0 –
2 kHz].

The principal interest of our approach is that it can be
easily adapted to wide range of PCBs. In particular, it al-
lows to optimize the location on the PCB of the electronic
components which are sensitive to vibrations in order to
improve their reliability.

Our future works will consist in identifying the mechan-
ical properties of the polyimide by modal analysis from a
PCB without copper sheets in order to validate the results
that we have obtained with the two PCBs studied in this
paper.

REFERENCES

[1] D. Wattiaux, O. Verlinden, C. Conti, and Ch. De Fruytier.Predic-
tion of the vibration levels generated by pyrotechnic shockusing an
approach by equivalent mechanical shock.Vibration and Acoustic
Journal, 130(4):11 pages, 2008.

[2] N. Maia. Theoretical and Experimental Modal Analysis. Research
Studies Press, England, 1997.

[3] M. Geradin and R. Rixen.Thorie des Vibrations - Application la
dynamique des structures. Masson, Paris, 1992.

[4] S.W. Tsai and H.T. Hahn.Introduction to composite materials.
Technomic, USA, 1980.

[5] M.E. McIntyre and J. Woodhouse. On measuring the elasticand
damping constants of orthotropic sheet materials.Acta Metallur-
gica, 36(6):1397–1416, 1988.

[6] J.R. Vinson and R.L. Sierakowski.The behavior of structures
composed of composite materials. Martinus Nijhoff, Netherlands,
1986.

[7] C. Lalanne. Elaboration des spcifications, volume 5 of
Vibrations et chocs mcaniques. Hermes, Paris, 1999.
http://www.hermes-science.com.

458



Microphone positioning optimization for conditioning
inverse tonal aeroacoustic problems

Flavio Presezniak1, Gunther Steenackers1, Patrick Guillaume1

1Vrije Universiteit Brussel, Department of Mechanical Engineering
Pleinlaan 2-1050 Brussel

email: fpresezn@vub.ac.be

Abstract—The reconstruction of the forces responsible for
the tonal noise on fans has been subject of several works on
the past years. The inversion of the tonal noise problem is
done making use of the transfer function derived from the
blade force equation. The condition number of this trans-
fer function matrix plays an important role on the inverse
problem reducing the influence of the measurement noise on
the final result. This parameter has a direct influence of the
problem geometry, thus, an important participation of the
measurement positions. With the objective to investigate the
influence of the measurements positions and find an opti-
mal measurement grid, several analysis and optimizations
are performed. A tonal noise application with optimization
of the microphone positions is performed. When compar-
ing these new results with existing results from using classi-
cal measurement grids, like hemispherical or arc distributed
microphones, a drastic reduction of the conditional number
is achieved.

Keywords— Tonal noise,Aeroacoustic, Inverse problem,
Global Optimization

NOMENCLATURE LIST

a1 inner rotor radius
a2 outer rotor radius
B number of blades
ϕs, rs source polar coordinates on rotor plane
ϕ, θ, r spherical coordinates in radiation

space
x,y,z cartesian coordinates in the radiation space
fz axial pressure component acting on the

rotor
f 0
z time average value of the axial pressure

f̄ 0
z circunferential average value of f0

z
g1z Green function
[H] transfer function matrix
i imaginary number
I number of radial elements
J number of points on the discretized

radiation space
JsB+q Bessel function of order (sB+q)
k wave number
p acoustic pressure
q source strength vector

qmin, qmax minimum and maximum circunferential
order q

Δr1 distance between two radial elements
κ condition number
Ω angular velocity of the rotor
ω1 blade passage angular frequency
‖ · ‖ 2-norm

Subscripts and indices

q, l circumferential index
s, n frequency index
i radial element
j radiation space discretization index
L condensed source discretization index (i,q)
z axial component

Superscripts

+ pseudo-inverse

I. INTRODUCTION

THE reconstruction of aeroacoustic sources strength
for rotating blades has received special attention over

the past years. In order to identify this strength, an in-
verse problem needs to be performed. The model for the
blade tonal noise, commonly used for source strength re-
construction, is presented by Morse and Ingard [1].

Based on this model, several scientific references, like
Gérard et al. [2] have performed the inverse problem. It
was possible to verify that one of the most important pa-
rameters to solve this is the conditioning of the inverse
problem. This parameter indicates the sensitivity if the so-
lution to small errors, such as measurement noise.

With the objective to reduce the condition number of
the transfer function matrix, a regularization can be per-
formed. For the aeroacoustic problems the Tikhonov reg-
ularization is commonly used, which is presented in the
work of Kim and Nelson [3] and Gérard, Berry and Mas-
son [4].

With respect to the aeroacoustic problem of rotating
blades, the conditioning issue also has a influence of the
measurement location. This means that placing the micro-
phones on determined positions makes it possible to re-
duce the condition number and reduce the necessity of reg-
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ularization. Analyzing the presented model [1], it is pos-
sible to verify that the condition number does not only de-
pend on the microphones positions, but also on the source
position radius (rs), seen on Figure 1.

For the static sources, a study concerning the condi-
tion number has been performed by Nelson and Yoon [5],
to verify the influence on different relations between the
source and microphones positions, like distance between
sources and measurement positions but also eccentricity
between sources and microphones have been analyzed. As
a conclusion, it was possible to verify that “the condition-
ing of the inverse problem was highly dependent on the
geometry of sources and measurement position”.

For the tonal noise of axial fans, the influence of dif-
ferent measurement position arrangements can be ob-
served [4]. Two microphones position arrays are tested
for the condition number: an arc distribution and a hemi-
spheric distribution. The results show an important reduc-
tion of the condition number especially in the high fre-
quency range.

This paper has the objective to better understand the in-
fluence of the variables on the condition number for the
tonal noise transfer function matrix. Different parameter
optimization problems are performed in order to find the
optimal microphone distribution that minimizes the condi-
tion number over the considered frequency band. A para-
metric analysis is performed in order to identify the in-
fluence of all the possible microphone position variables,
with the objective to improve the optimization procedure.
The optimized microphone positions will be compared to
the classical hemisphere and arc microphone distribution
presented by Gérard et al. [4].

II. DIRECT MODEL FOR TONAL NOISE FOR AXIAL

FANS

The two important models for the sound pressure field
generated by forces acting over the blade are the Ffowcs
Williams-Hawking (FW-H) and the Morse and Ingard
equation. While in the Morse-Ingard model the forces are
posed on a spectral domain (circumferential Fourier series)
and in the FW-H the force source terms are introduced on
a spacial domain using a retarded time formulation.

Both equations are derived by following different strate-
gies. In the FW-H equation, the derivation starts with the
Lighthill acoustic analogy to introduce the effects of solid
boundaries in contradiction to the Morse-Ingard formula-
tion that introduces the forces as a dipolar source term on
the Helmoltz equation to derive the sound pressure field.
Despite those differences, both equations produce very
similar results for the sound pressure field.

The general FW-H equation for aeroacoustics includes
monopolar, dipolar and quadrupolar source terms. For a

low speed fan, the dipolar source term is the most impor-
tant term present. In the case of rotating surfaces, one also
has the presence of quadrupole and monopole terms in the
equation. The quadrupole term that represents a genera-
tion of sound due to the turbulent volume sources, is only
significant when the mach number at the blade tip is higher
than 0.85. The monopole source is due to the volume dis-
placement effects of moving surfaces and is also called
“thickness noise”. The efficiency of this thickness noise
is low at low fan speed rotation since the circumferential
phase velocity of the fluid pressure fluctuations generated
by the moving blades is way below the sonic velocity.

In this paper, the Morse-Ingard model [1] for the trans-
fer function for tonal noise will be used. This model con-
siders the cases of uniform and nonuniform flows. In uni-
form flow, the force acting over the blade will be inde-
pendent of the blade angular position, resulting on a time-
independent force distribution different from the nonuni-
form flow, where the force is a blade angular position de-
pendent, making the problem much more complex.

The coordineate system for this case is presented on Fig-
ure 1 where it is possible to observe that the model uses a
polar coordinate system to identify a source position over
the fan and spherical coordinate system to identify a mea-
surement point.

Fig. 1. Fan coordinate system

A. Uniform Flow

In the case of uniform flow, only the amplitude of the
periodic force is not depended of ϕs but the phase is pro-
portional to ϕs. Thus, acording to Morse and Ingard[1],
the component z of the periodic force at ϕs = 0 is

fz (t;rs,0) =
+∞

∑
−∞

As (rs)e−isω1t (1)

and for any other ϕs
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fz (t;rs,ϕs) =
+∞

∑
−∞

As (rs)e−isω1(t− ϕs
Ω ) = f 0

z ∑αse
isBϕse−isω1t

(2)
with ω1 = BΩ and αs = As

/
f 0
z

.

The ϕs component of the force, that is considerably
smaler than the z component for a well design fan, thus,
this component will be negleted in this study.

Some expressions for αs and for f 0
z as function for the

thrust force and torque repectively can be found on Morse
and Ingard[1].

B. Non-uniform Flow

In the nonuniform flow, the response is considerably
more complicated, since the force depends on rs and ϕs.
A simplification can be done as long as the flow is time-
independent. The force distribuition will still periodic,
with the fundamental frequency ω1 = BΩ, but now, the
amplitude factors f0

ϕ and f 0
z will be functions of ϕs. This

dependence can be written in terms of Fourier series,

f 0
z (ϕs) = f̄ 0

z

+∞

∑
−∞

βqeiqϕs (3)

with Eq. (3) on Eq. (2) it is possible to obtain the general
expression

fz (t;rs,ϕs) = f̄ 0
z ∑

sq
αsβqei(sB+q)ϕs−isω1t (4)

that consider the both types of flows.

C. The Radiated Sound

With the expression for the source force, it is possible to
obtain the corresponding sound field, using the apropriate
Green function. The acoustic source is distributed over
a circle with the same radius of the propeler. Following
Morse and Ingard[1] a point dipole source at the position
rs and ϕs in the propeler, produces the sound field

gz = −ik cosθ
eikr

4πr

+∞

∑
m=−∞

imJm (kr1 sinθ)eim(ϕ−ϕs)e−iωt

(5)
Applying this expression to obtain the sound produced

by the sth harmonic of the proopeler-blade passage fre-
quency ω1

/
2π, it is set in the gz expression ω = sω1 and

k = sω1
/

c = sk1. Thus, the sound field from the z compo-
nent of the force is

pz (r,ϕ,θ) =
∫ ∫

fz (rs,ϕs)gz (rs,ϕs;r,θ,ϕ)rsdrsdϕs (6)

where fz and gz is give by Eq. (4) and Eq. (5) repectively.
The integral over ϕs is zero execept when m = sB + q, in
which the integral is 2π. Then the sound pressure becomes
[4]

pz (r,ϕ,θ) = − ik1 cosθ
4πr

+∞
∑

s=−∞

+∞
∑

q=−∞
isB+qeisk1rei(sB+q)ϕ−isω1t

×
a2∫
a1

s f̄ 0
z (rs)αs (rs)βq (rs)JsB+q (sk1rs sinθ)2πrsdrs

(7)
Following Gérard et al.[4] the Eq. (7) can be written in

terms of a time harmonic expansion

p(t;r,ϕ,θ) =
+∞

∑
s=−∞

ps (sω1;r,ϕ,θ)e−isω1t (8)

with

ps (sω1;r,ϕ,θ) = − ik1 cosθ
4πr

+∞
∑

s=−∞

+∞
∑

q=−∞
isB+qeisk1rei(sB+q)ϕ

×
a2∫
a1

s f̄ 0
z (rs)αs (rs)βq (rs)JsB+q (sk1rs sinθ)2πrsdrs

(9)

The integral over rs can be discretized in I equally sep-
arated points and the sum truncated over q circunferential
harmonics. The radiation space is also discretized on J lo-
cations. Thus the Eq. (9) becomes

ps j = ps
(
sω1;r j,ϕ j,θ j

)
= − ik1 cosθ j

4πr

+∞
∑

s=−∞

+∞
∑

q=−∞
isB+qeisk1r j ei(sB+q)ϕ j

×
I
∑

i=1
s f̄ 0

z (rsi)αs (rsi)βq (rsi)JsB+q (sk1rs1 sinθ)2πrsiΔrsi

(10)

where the subindices i and j represents respectively the
source and radiation space discretization.

Writing this equation on a compact form

ps j = ∑
L

Hs jL fsL (11)

where the i and q indices have been condensed into a
single index L = (i,q), fsL is a source vector that charac-
terizes the dipole strength distribuition at radial location
i, for the time harmonic s and circunferential harmonic q.
Thus, the transfer function can be written as [4]

ps j = ∑
L

Hs jL fsL (12)

where the i and q indices have been condensed into a
single index L = (i,q), fsL is a source vector that charac-
terizes the dipole strength distribuition at radial location
i, for the time harmonic s and circunferential harmonic q.
Thus, the transfer function can be written as follows [4]
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Hs jL = − isk1 cosθ j

2r j
isB+qeisk1r j ei(sB+q)ϕ j ΔrsJsB+q

(
sk1rsi sinθ j

)
rsi

(13)

III. CONDITION NUMBER

The condition number of a matrix determine the sensi-
tivity of the solution of an inverse problem to small errors,
like noise, present on the measured pressure vector. The
direct aeroacoustic problem is

p = Hq (14)

and thus, the solution of the inverse problem passes to
the invertion of the matrix H. The condition number of
the H matrix, for a problem with M microphones and N
sources points is defined as

κ(H) =
∥∥[H]m×n

∥∥ ∥∥[H]+m×n

∥∥ (15)

In terms of singular value decomposition, ‖H‖ = σmax

and ‖H+‖ = 1
/

σmin. Therefore, the condition number is
defined as

κ(H) = σmax
/

σmin (16)

According to Nelson and Yoon[5], let’s assume that
small deviations on p produces small deviations δq in the
solution, and then

H (q+ δq) = (p+ δp) (17)

For two matrices A and B, a proprety of the 2-norm
says that ‖A B‖ ≤ ‖A‖ ‖B‖. Aplying this property to the
small deviations, δq = H+δp, it is possible to verify that
‖δq‖ ≤ ‖H+‖ ‖δp‖ and that ‖p‖ ≤ ‖H‖ ‖q‖. Therfore, it
is possible to write

‖δq‖ ‖p‖ ≤ ‖H‖ ∥∥H+∥∥ ‖δp‖ ‖q‖ (18)

with the definition of the condition number

δq
q

≤ κ(H)
‖δp‖

p
(19)

The above equation showns the importance of the con-
dition number to the solution. It is possible to verify that
small perturbations in p, δp, will be amplifyed if the H ma-
trix have a large condition number. In practical, extrane-
ous noise introduced into the measurements of the acous-
tic pressure will have a large impact on the solution for the
acoustic source strength if the matrix is badly conditined,
with a large condition number κ.

IV. OPTIMIZATION OF THE MICROPHONE POSITIONS

In order to achieve the smallest condition number, an
optimization problem is defined and solved to find the op-
timal microphone positions in the available measurement
space. Initially, the optimization problem is solved for 4
microphones but also a generalized solution for numerous
microphones is given. The position of the microphones in
the measurement space is described in polar coordinates,
yielding the radius r and angles θ and φ as optimization
parameters. The definition of the microphone optimiza-
tion parameters is shown in Figure 1.

A. Optimization of 4 Microphone Positions

The condition number is a function of the frequency, as
shown in Figure 7. Optimization over a frequency range
is possible but it is also possible to optimize an objective
function consisting of only one element when the opti-
mized (eg. minimum) value is unattainable. It is decided
to optimize the rms-value of the condition number (κrms)
replacing the actual condition number (κ) as a function of
frequency. The definition of κrms is given in Eq. (20) with
[ωmin,ωmax] the considered frequency range for the condi-
tion number.

κrms =

√
1

ωmax −ωmin

∫ ωmax

ωmin

[κ(ω)]2dω (20)

The optimization problem is stated in Eq. (21) as:

minimize �1(r1..4,θ1..4,φ1..4) = κrms

subject to 0 ≤ φ1..4 ≤ 2π
0 ≤ θ1..4 < π/2

0 ≤ r1..4 ≤ 3 (21)

where �1(r1..4,θ1..4,φ1..4) is the real valued scalar objective
function, taking into account lower and upper bounds for
the real variables r1..4, θ1..4 and φ1..4.

The integration in Eq. (20) is performed numerically by
using the trapezoidal rule over the range of frequencies
specified for the calculation of the condition number (from
0 Hz to 2500 Hz).

The maximum allowable radius r of the microphones
is limited to the physically available space for the micro-
phone distribution. The limits of the angles θ1..4 and φ1..4

allow to position the microphones over a complete sphere.

Instead of optimizing the complete optimization prob-
lem for 12 parameters at once, first only the four θ-angles
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are optimized in order to draw conclusions on the optimal
microphone positions. Based on engineering judgement,
one can assume that an even distribution over the com-
plete circle for the φ1..4-angles may give an acceptable re-
sult for the microphone positions. The microphone radius
values r1..4 need to be chosen in the available measure-
ment space. The remaining parameters are thus given a
fixed value of r1..4 = 1 m and φ1..4 = [0,π/2,π,3π/2].

Due to symmetry of the optimization problem, a number
of different local minima are to be expected. The optimiza-
tion problem is solved by using a modified version of the
regressive optimization approach developed by Steenack-
ers et al[6]. Solving the optimization problem for the θ1..4

parameters yields the results listed in Table I.

TABLE I
OPTIMIZATION RESULTS OF THE CONDITION NUMBER

RMS-VALUE (κrms) FOR MICROPHONE ANGLES θ1..4.

κrms θ1 [rad] θ2 [rad] θ3 [rad] θ4 [rad]
98.95 1.5533 1.5533 1.5533 1.5533

From the results in Table I, one can conclude that all pa-
rameters have the same θ-value that converges to 90◦ with
a minimized value of κrms = 98.95. From the calculations
in Table II one can also detect that κrms is decreasing when
the θ-angle increases. This can also be seen in Figure 2
where κrms is calculated as a function of θ. For for small θ-
values,κrms=2336.9 (θ = 1o) and from that point decreases
to a minimum value of κrms=98.95 for θ = 89o. As there is
a singularity in Eq. (13) for θ = 90o, one cannot calculate
an accurate condition number for this value. For θ = 0o

all microphones are at the same position and thus this θ
value is also discarted. When calculating κrms for other
θ1..4-combinations yields a higher rms-value.

TABLE II
CALCULATION OF THE CONDITION NUMBER

RMS-VALUE (κrms) FOR MICROPHONE ANGLES φ1..4.

κrms θ [rad] φ1 [rad] φ2 [rad] φ3 [rad] φ4 [rad]
356.72 0.35 0 π/2 π 3π/2
239.58 0.70 0 π/2 π 3π/2
189.85 1.05 0 π/2 π 3π/2
159.68 1.40 0 π/2 π 3π/2

In the optimization problem stated in Eq. (21), the θ-
values are limited within the range of the circle’s first
quarter. A combination of the θ-range together with the
φ-range makes it possible to consider a complete sphere.
From the optimal θ-values listed in Table I one can now
also optimize the φ-angles in order to find the optimal mi-
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Fig. 2. Influence of the θ1..4 position on the condi-
tion number rms-value (a) between 0 and 90o and (b)
zoomed-in.

crophone distribution. Note that the solution where one
or more φ1..4-angles are equal must be discarded as this
means that one or more microphones are coinciding. This
solution is not allowed.

Starting from the θ-solution of Table I with κrms=98.95,
4 optimized φ-angles need to be optimized that do not co-
incide. Multiple (local) minima can occur due to symme-
try of the optimization problem. In order to overcome this
issue, the following optimization strategy will be applied:
the number of parameters is reduced from 4 to 3 parame-
ters by keeping the first microphone fixed at reference po-
sition φ = 0◦. The position of the other 3 microphones will
be optimized by constraining the φ-angles within a region
of 120◦, as shown on Figure 3. By solving the optimization
problem this way, a unique solution will be found.

When solving the optimization problem with the θ1..4-
values listed in Table I, one finds the optimized values for
the φ1..4-parameters listed in the first row of Table III. For
the optimized θ1..4-values, the same optimized values for
the φ1..4-parameters are found as the ones previously as-
sumed for the optimization of θ1..4. From these results,
one can conclude that the optimal microphone distribution
is indeed the one where the microphones are distributed
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Fig. 3. Allowable φ-angles for optimization of the micro-
phone positions.

evenly over the complete circle. In the case of 4 micro-
phones, the microphones are positioned at a multiple of
90o. In addition, when changing the optimal φ-angles with
the same constant offset, the same minimized κrms-value is
found. This indicates that the absolute values of the φ1..4

are not important, only the relative (uniform) distribution
over the φ-circle. Changing the allowable φ1..4-range to
1/2 or 1/4 of a circle yields higher minimized κrms-values,
as listed in the second row of Table III. One can thus con-
clude that distributing the microphones in a uniform man-
ner over a complete circle will result in the smallest condi-
tion number.

TABLE III
OPTIMIZATION RESULTS OF THE CONDITION NUMBER

RMS-VALUE (κrms) FOR MICROPHONE ANGLES φ1..4.

κrms θ1..4 [rad] φ1 [rad] φ2 [rad] φ3 [rad] φ4 [rad]
98.95 1.5533 0 π/4 π/2 3π/4

524.89 1.5533 0 π/3 2π/3 π
753.21 1.5533 0 π/8 3π/8 π/2

When calculating κrms as a function of the radius r,
one will notice that the radius parameter does not change
the condition number when all radius values are identical.
This means that for the radius, the optimal distribution for
the microphones is the one where they are distributed over
a circle with the same origin of the source rotation center.

When calculating the condition number for non-
identical radius values yields a higher κrms-value. One can
thus conclude that the microphones must be positioned and
distributed on a circle with a chosen (fixed) radius. The ac-
tual value of the chosen radius does not have an influence
on the κrms-value, as long as all r1..4 are equal. This is also
visible in Figure 4 where two different radii are consid-

ered for the 4 microphones. The first two microphones are
assigned radius value r1 while the other two microphones
are positioned on radius value r2. It is clear that on the
response surface where r1 = r2, the condition number is
the smallest with all κrms = 399.02. Optimization of the
4 microphone positions results in a minimized condition
number as a function of frequency, visualized in Figure 5.

Fig. 4. Condition number rms-value (κrms) as a function
of radius values r1 and r2.
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Fig. 5. Condition number (κ) as a function of frequency.

B. Optimization of 64 Microphone Positions

In order to make the simulation and optimization prob-
lem in accordance with the results obtained by Gérard et
al.[4], the number of microphones is extended to 64. As
the number of parameters is now equal to 192, the same
optimization approach will now be applied to find the opti-
mal parameter values that define the position of the 64 mi-
crophones and yield the smallest κrms-value for the condi-
tion number. First, only the 64 θ-angles are optimized in
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order to draw conclusions on the optimal microphone po-
sitions. The remaining parameters are given a fixed value
of r1..64 = 1 m and the φ1..64-angles are evenly distributed
over a complete circle.

In accordance with the optimization results listed in Ta-
ble I, minimization of the condition number results in the
solution κrms = 1.1263 ·105 with all 64 θ-angles the same
value converging to 90o(Table IV). When calculating κrms

for other θ1..64-combinations yields a higher κrms-value. In
order to optimize the φ1..64-angles, the same optimization
strategy will be applied as described in Section IV-A, using
the θ-value of Table IV and r1..64 = 1 m.

TABLE IV
OPTIMIZATION RESULTS OF THE CONDITION NUMBER

RMS-VALUE (κrms) FOR MICROPHONE ANGLES φ1..64.

κrms θ1..64 [rad] φi(i = 1..64) [rad]
1.1263 ·105 1.5533 i×π/32

From the optimization results, one can again conclude
that the optimal microphone distribution is the one where
the microphones are distributed evenly over the complete
circle. From Table V one can also detect that κrms is de-
creasing when the θ-angle increases. This can also be seen
in Figure 6 where κrms is calculated as a function of θ for
θ ∈ ]

0,π
/

2
[
. The smallest κrms-value is found at identical

angles θ1..64 = 90o with κrms = 1.1263 ·105.

TABLE V
OPTIMIZATION RESULTS OF THE CONDITION NUMBER

RMS-VALUE (‘κrms’) FOR MICROPHONE ANGLES φ1..64.

κrms θ1..64 [rad] φi(i = 1..64) [rad]
3.5852 ·106 0.35 i×π/32
1.0151 ·106 0.70 i×π/32
5.5922 ·105 1.05 i×π/32
4.3247 ·105 1.40 i×π/32

When calculating κrms as a function of the radius r,
one will notice that the radius parameter does not change
the condition number when all radius values are identical.
When calculating the condition number for non-identical
radius values, one finds a higher κrms-value. One can thus
conclude that the microphones must be positioned and dis-
tributed on a circle with a chosen (fixed) radius. The actual
value of the chosen radius does not have an influence on
the κrms-value, as long as all r1..64 are equal.
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Fig. 6. Influence of angles θ1..64 on the condition number
rms-value (‘κrms’).
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C. Generalized conclusions

Based on previous optimization results in Sections IV-A
and IV-B, one draws the following generalized conclusions
with respect to the optimized microphone positions:

• When optimizing θ1..n, all θ1..n must be equal and the
smallest κrms-value is achieved for θ1..n = 90o.
• When optimizing φ1..n, a uniform microphone distribu-
tion over the allowable φ-range yields the smallest κrms-
value. The smallest value is achieved when distributing
the microphones evenly over a complete circle.
• When optimizing the microphone radius values r1..n, all
r1..n must be equal, concluding that the microphones must
be positioned and distributed on a circle with a chosen
(fixed) radius. The actual value of the chosen radius does
not have an influence on the κrms-value, as long as all r1..n

are equal.
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In practice, this means that the problem with the op-
timal microphone distribution is much better conditioned,
resulting in a lower noise influence on the inverse problem.

V. CONCLUSIONS

The reconstruction of the forces responsible for the tonal
noise on fans has been subject of several works on the past
years. The inversion of the tonal noise problem is done
making use of the transfer function derived from the blade
force equation. The condition number of this transfer func-
tion matrix plays an important role on the inverse problem
reducing the influence of the measurement noise on the
final result. This parameter has a direct influence of the
problem geometry, thus, an important participation of the
measurement positions. With the objective to investigate
the influence of the measurements positions and find an
optimal measurement grid for the tonal noise application.
Several analysis and optimizations are performed. In this
paper, the Morse-Ingard model [1] for the transfer function
for tonal noise will be used.

This paper has the objective to better understand the in-
fluence of the variables on the condition number for the
tonal noise transfer function matrix. Different parameter
optimization problems are performed in order to find the
optimal microphone distribution that minimizes the condi-
tion number over the considered frequency band. A para-
metric analysis is performed in order to identify the in-
fluence of all the possible microphone position variables,
with the objective to improve the optimization procedure.
The optimized microphone positions will be compared to
the classical hemisphere and arc microphone distribution
presented by Gérard et al. [4], a drastic reduction of the
conditional number is achieved.

Based on the optimization results, one can conclude that
all θ1..n must be equal and as close as possible to 90o, φ1..n

must be evenly distributed over the allowable range and all
r1..n must be equal. The microphones must be positioned
and distributed on a circle with a chosen (fixed) radius. As
a result of the optimization, the κrms-value dropped from
approximately 7.4 ·107 to 1.15 ·105 when compared to the
hemispheric microphone distribution.
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Abstract— The application of numerical simulation tech-
niques for the analysis and the optimization of the acoustic
behavior of all kinds of products has become very important
in almost every phase of a design process. Within this scope,
the K.U.Leuven develops the Wave Based Method (WBM).
This deterministic method is based on an indirect Trefftz ap-
proach. The WBM applies globally defined wave functions
which satisfy the governing differential equation. The acous-
tic response of the system is then expressed as a summation
of wave functions multiplied by contribution factors, which
result from an integral formulation of the boundary condi-
tions of the system.
This paper discusses an extension of this method. Cur-
rently, curved surfaces within the WBM are considered as
very fine segmentations in short, flat pieces. This paper de-
scribes the possibility to use B-splines for the description
of curved edges. The introduction of B-splines within the
WBM mainly requires an adaptation of the numerical inte-
gration procedure. The Gauss-Legendre integration proce-
dure is used and the integration occurs over the parameter
domain. A comparative study with the finite element method
and the original WBM indicates that the application of B-
splines and the adapted numerical integration procedures
lead to accurate and computationally affordable wave mod-
els. The most important contribution of this research to the
WBM is the possibility to inherently tackle curved edges as
well as straight edges in the modeling phase. The influence
of small geometric adaptations to the models is easily eval-
uated. The performance of the proposed procedure for un-
coupled acoustic problems is illustrated by means of a num-
ber of numerical validation examples.

Keywords— acoustics, wave based method, bounded do-
mains, Trefftz, numerical modeling, mid-frequency

I. INTRODUCTION

THE most commonly used deterministic prediction
techniques for solving steady-state interior acoustic

problems are currently based on the finite element method
(FEM) [1] and the boundary element method (BEM) [2].
The use of element based techniques is practically re-
stricted to low frequencies, however, because the size
of the numerical models increases rapidly with increas-
ing frequency, so that the computational cost becomes
very large. At higher frequencies probabilistic methods,
such as the statistical energy analysis (SEA) [3], are well-
established. However, SEA runs into problems at lower

frequencies, when the theory and assumptions behind SEA
break down. As a result, a mid-frequency gap exists for
which no mature prediction techniques are available.
A recently developed Wave Based Method (WBM) [4],
has proven to be a computationally efficient alternative for
the element based techniques in the mid-frequency range.
The method is based on an indirect Trefftz-approach. The
WBM is already well-established for uncoupled acoustic
[5], uncoupled elastic [6] and fully coupled vibro-acoustic
problems [7], [8].
Currently, the WBM is only capable to cope with straight
edges. As a consequence, curved edges need to be approx-
imated by many tiny straight edges. This article introduces
B-splines [9] in the WBM to model curved edges more ef-
ficiently. This mainly requires an adaptation of boundary
condition integration procedure. A numerical validation
case indicates the advantages of the use of B-splines within
the WBM.
Section II shortly describes the mathematical problem de-
scription. Section III summarizes the basic principles of
the WBM. In section IV, we discuss the use of B-splines
within the WBM. Section V evaluates the novel method
and compares it with FE and WB models. Advantages are
demonstrated. Some conclusions and plans for future work
are included in section VI.

II. MATHEMATICAL PROBLEM DESCRIPTION

Figure 1 shows a steady-state interior acoustic problem.
The fluid has a density ρ and a speed of sound c. A closed
boundary Ω = Ωz

⋃
Ωp

⋃
Ωv surrounds the fluid domain

V. The domain is excited by an acoustic point source q at
circular frequency ω. Under the assumption of an inviscid
fluid, an adiabatic process and a linear system, the govern-
ing differential equation is the Helmholtz equation:

∇
2p(r)+k2p(r) =−jρωδ(r,rq)q. (1)

∇2• = ∂•
∂x2 + ∂•

∂y2 + ∂•
∂z2 is the Laplace operator, k is the

acoustic wave number ω/c, δ is the Dirac-delta function.
On every point of the boundary one acoustic variable or
one relation between acoustic variables has to be defined
for the problem to be well-posed.
The boundary δV = Ω of the acoustic problem domain V
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Fig. 1. Acoustic domain with different boundary condi-
tions

consists of three parts to which one of the three following
boundary conditions applies:
• r ∈ Ωv: Lv(p(r)) = v̄n(r), normal velocity boundary con-
dition
• r ∈ Ωp: p(r) = p̄(r), pressure boundary condition
• r ∈ ΩZ: Lv(p(r)) = p(r)/Z̄n(r), normal impedance
boundary condition
v̄n, p̄ and Z̄n are, respectively, the predefined normal ve-
locity, the predefined pressure and the predefined nor-
mal impedance. Lv is the velocity operator j

ρ0ω

∂•
∂n and

∂•
∂n = nT ∇• is the derivative in the normal direction and
n is the normal vector [nx ny]T on the boundary of the fluid
domain.
The Helmholtz equation together with associated bound-
ary conditions defines a unique pressure field p(r). Once
this pressure field is known, other acoustic quantities such
as the acoustic velocity, the intensity and the acoustic
power can be derived.

III. THE WAVE BASED METHOD

The WBM is a deterministic method and is developed
by the NVH group of the department of Mechanical Engi-
neering of the K.U.Leuven. The dynamic response vari-
ables, in this case pressures, are described using wave
functions, which are exact solutions of the underlying dif-
ferential equation. As a result, no approximation error is
made inside the domain, but only at the boundaries, since
the wave functions may violate the problem boundary con-
ditions. The resulting wave based models are small which
leads to an enhanced computational efficiency. Five major
steps are distinguished in the wave based modeling proce-
dure [4], [10]:
1. Partitioning of the considered problem domain into a
number of convex subdomains.
An important restriction is that the problem geometry need
to convex. A non-convex problem domain needs to be par-
titioned in convex subdomains. Convexity of the subdo-
mains is a sufficient condition for the WBM to converge
towards the exact solution of the problem.
2. Selection of a set of wave functions for each subdomain.

The steady-state acoustic pressure field p(α)(r) in acoustic
subdomain V(α) is approximated by a solution expansion
p̂(α)(r):

p(α) ' p̂(α)(r) =
n(α)

w

∑
w=1

p(α)
w φ

(α)
w (r)+ p̂(α)

q (r)

= Φ
(α)
w (r)pw

(α) + p̂(α)
q (r) (2)

pw
(α) is the vector of the unknown weighting factors for

each of the selected wave functions. The correspond-
ing known wave functions are collected in the row vec-
tor Φ

(α)
w (r). p̂(α)

q (r) represents the particular solution of
the non-homogenous differential equation in case acoustic
sources are present in the considered domain.
Each acoustic wave function φ

(α)
w (r) exactly satisfies the

Helmholtz equation (1). For the 2D case, these functions
are:

Φ
(α)
w (r(x,y)) =

{
φ

(α)
wr (r(x,y)) = cos(k(α)

xwr x)e− jk(α)
ywr y

φ
(α)
ws (r(x,y)) = e− jk(α)

xws x cos(k(α)
ywsy)

(3)
with wave numbers

(k(α)
xwr ,k

(α)
ywr) =

(
w(α)

1 π

L(α)
x

,±
√

k2− (k(α)
xwr)2

)
(4)

(k(α)
xws ,k

(α)
yws) =

(
±
√

k2− (k(α)
yws)2,

w(α)
2 π

L(α)
y

)
(5)

with w1,w2=0,1,2,... and L(α)
x and L(α)

y are the dimensions
of the (smallest) bounding box circumscribing the consid-
ered subdomain. In order to apply the WB formulations
into a numerical scheme, the infinite function series has to
be truncated to a finite sized wave function basis set:

wi = dmax((Np · k/π ·Li +T1),T2)e. (6)

Np, T1 en T2 are parameters to be chosen by user. d•e re-
turns the integer just larger than the double precision argu-
ment.
3. Construction of the WB system matrices via a weighted
residual formulation of the boundary conditions and the
continuity conditions at the common subdomain inter-
faces. Typically this requires the evaluation of integrals of
the following form (in the case of the part of the boundary
Ω

(α)
v of subdomain V (α) on which normal velocity bound-

ary conditions are applied):

A(α)
v =

∫
Ω

(α)
v

j
ρ0ω

Φ
(α)Tn(α)TB(α)dΩ (7)

B(α) = ∇Φ(α) is the matrix which collects the gradient
components of the acoustic wave functions. The WB ma-
trix equation is denoted in a condensed form as:

A pw = b (8)
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4. Solution of the wave model, yielding the wave function
contribution factors pw associated with each wave func-
tion.
5. Postprocessing to derive the acoustic pressure fields
and other relevant acoustic quantities from the wave func-
tions and their associated contribution factors.

IV. B-SPLINES (2D)

At present, the boundaries in the WBM are all straight
edges or circle segments. Very many small lines are
needed to accurately approximate a curved boundary. The
WBM imposes no constraints on the geometrical descrip-
tion of domain boundaries, only on the convexity of the
applied subdomain partitioning. The aim of this study is
to extend the WBM with a simple, geometrically more ac-
curate description of curved boundaries.
B-splines offer the possibility to model curved edges
easily, unambiguously and continuously. Furthermore
many CAD packages apply B-splines for geometric mod-
eling, enabling the straightforward construction of prob-
lem geometries and allowing easy access to the B-spline
parametrizations of the domain boundaries.

A. Construction

A pth-degree B-spline curve is defined by [9]:

C(u) =
n

∑
i=0

Ni,p(u)Pi voor a ≤ u ≤ b (9)

where the {Pi} are the control points, and the {Ni,p} are
the pth-degree B-spline basis functions defined on the non-
periodic (and nonuniform) knot vector (m+1 knots)

U = {a, ...,a︸ ︷︷ ︸,up+1, ...,um−p−1,b, ...,b︸ ︷︷ ︸}
p+1 p+1

The ith B-spline basis function of p-degree (order p+1) is
defined as

Ni,0(u) =
{

1, i f ui ≤ u < ui+1
0, elsewhere

(10)

Ni,p(u) =
u−ui

ui+p−ui
Ni,p−1(u)+

ui+p+1−u
ui+p+1−ui+1

Ni+1,p−1(u)

(11)
This equation can yield the quotient 0/0. This quotient is
defined to be zero. In this study a and b are assumed to
be 0 and 1. The B-splines coincide with the first and last
control point. Important properties are:
• Ni,p(u)=0 if u is outside the interval [ui,ui+p+1) (local
support property). A shift of control point Pi only affects
C(u) in the interval [ui,ui+p+1).
• In case the control points form a convex polygon, this
causes the B-spline curve to be convex too.

Example:
Figure 2 shows the second degree B-spline basis func-
tions with knot vector U={0,0,0,0.2,0.5,0.8,1,1,1}. Figure
3 shows the B-spline acquired with these basis functions
and with control points (1,1), (1,5), (5,6), (7,7), (5,2) en
(2,3). These points are indicated by circles. The B-spline
intersects the first and the last control point.
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Fig. 2. B-spline basis functions
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Fig. 3. B-spline curve and control points

B. Application to the WBM

As shown in equations (4)-(5) the dimensions of the
bounding box are needed to evaluate the different wave
numbers. In case of B-splines, the ultimate points on the
curves need to be known. An expression for the normal
velocity on the B-spline boundaries is necessary to com-
pose the system matrices. And of course, the numerical
integration scheme has to be adapted. These matters are
considered in the next paragraphs.

B.1 Bounding box

For every subdomain the dimensions of the bounding
box Lx and Ly need to be known. The extreme points of
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the subdomains are usually unknown when B-splines are
used to describe boundaries. There are 2 options:
1. The extreme coordinates of the control points of the B-
spline can be used to estimate the bounding box dimen-
sions. This generally leads to an overestimation. Conse-
quently, more acoustic wave functions will be used in the
solution expansion, which are possibly unnecessary. The
advantage of this option is that the coordinates of the con-
trol points are directly available.
2. One can use the real geometry of the B-spline to deter-
mine the smallest bounding box. This can be done man-
ually, e.g. by means of a CAD-program, which requests
the intervention of the user. Another possibility is to deter-
mine these dimensions automatically via an optimization
procedure, which takes more time. The advantage of these
options is that the smallest number of degrees of freedom
will be used in the WBM.
The second option is used here. The bounding box dimen-
sions are manually determined.

B.2 Evaluation of pressure and normal velocity

Expressions for the acoustic pressure and velocity are
needed on the boundaries of the problem domain to con-
struct the system matrices. The acoustic pressure is deter-
mined by equation (2). The normal velocity can be calcu-
lated if the normal vector n is known in each point of the
boundary Ω of the problem domain.
The kth derivative of the B-spline C(u) is defined as [9]

Ck(u) =
n

∑
i=0

Nk
i,pPi voor a ≤ u ≤ b (12)

The kth derivative of the basis function Ni,p is recursively
defined as

Nk
i,p(u) =

p!
(p− k)!

k

∑
j=0

ak, jNi+ j,p−k(u) (13)

Ni,0(u) =
{

1, i f ui ≤ u < ui+1
0, elsewhere

(14)

with: 
a0,0 = 1
ak,0 = ak−1,0

ui+p−k+1−ui

ak, j = ak−1, j−ak−1, j−1
ui+p+ j−k+1−ui+ j

ak,k = −ak−1,k−1
ui+p+1−ui+k

(15)

This way, the tangent and as a consequence also the normal
is know in each point.

B.3 Numerical integration

Integrals as shown in equation (7) have to be evaluated
to compose the system matrices. This is done numerically
by means of Gauss-Legendre quadrature. The length of

the B-spline has to be known to determine how many in-
tegration points (Gaussian points) are needed to perform
the integration accurately (minimum number of integra-
tion points per acoustic wave length). The total length of
the B-spline can be obtained by calculating the length of a
refined piecewise linear approximation of the curve:

l =
∫ l

0
1 ·ds =

n−1

∑
i=0

√
(xi+1− xi)2 +(yi+1− yi)2 (16)

The numerical integration is performed over the parame-
ter u which describes the B-spline and not over the phys-
ical length of the B-spline. As a result, the location of
the Gaussian points are also divided between 0 and 1. For
each Gaussian point, the value of the determinant of the
Jacobian is required to perform the mapping from the pa-
rameter domain to the real curve. In contrast with straight
edges for which the Jacobian is a constant, the Jacobian
differs from point to point for a B-spline. In this case the
determinant of the Jacobian is given by [11]:

|J| =

√(
dx
du

)2

+
(

dy
du

)2

. (17)

The values of dx/du and dy/du have already been obtained
for the determination of the normal vector in each point.

V. VALIDATION EXAMPLE

A validation example verifies the adapted WBM and
shows the advantages with respect to the conventional
WBM.
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Fig. 4. Geometry of the acoustic cavity

Figure 4 shows the considered acoustic problem domain.
The dimensions of the bounding box are Lx = 1.25 m and
Ly = 1 m. The fluid is air, c = 339m/s2 and ρ = 1.225
kg/m3. The circle (0.25,0.25) indicates a harmonic point
source with an amplitude of 1 m2/s. The four edges are
rigid and the right-hand side of the cavity is described by a
3th degree B-spline. The diamonds indicate the location of
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the control points of the B-spline and table I contains their
coordinates. The knot vector is U = {0,0,0,0.5,1,1,1}.

TABLE I
CONTROL POINTS OF THE B-SPLINE.

Control point Coordinates

Point 1 (1 1)
Point 2 (1.158114 0.841886)
Point 3 (1.341886 0.5)
Point 4 (1.158114 0.158114)
Point 5 (1 0)

Two crosses in the domain indicate the location of post-
processing points at which frequency response functions
(FRFs) and convergence results are computed. Table II
contains their coordinates.
A finite element reference model has been built to allow a
comparison of the results. This model consists of 641601
nodes.

Figure 5 and 6 show contour plots of the amplitude of the
acoustic pressure in the cavity at 800Hz calculated with
the FEM and the WBM, respectively, where a good agree-
ment can be observed.

Fig. 5. Contour plots of the amplitude of the acoustic
pressure at 800 Hz calculated with FEM
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Fig. 6. Contour plots of the amplitude of the acoustic
pressure at 800 Hz, calculated with WBM

TABLE II
COORDINATES OF THE POST-PROCESSING POINTS.

Point Coordinates

Point 1 (0.487807 0.521033)
Point 2 (0.0816668 0.1)

Figure 7 shows FRFs calculated with the FEM and the
adapted WBM at point 1. Also here, a good agreement
can be observed.
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Fig. 7. FRF of the FE model and the WB model in point 1

Next, a comparison is made between the conventional
WBM with straight edges and the WBM with B-splines.
It is necessary to approximate the smooth B-spline with
many straight lines to use the conventional WBM, other-
wise there is a loss of accuracy, especially at higher fre-
quencies. Compared with the FEM both methods converge
towards the same relative error, because the FEM results
are limited to an accuracy of 10−5 Pa. Therefore, a very
fine WB model is used as a reference. The relative error is
calculated in point 2 at 500Hz with the following formula:

ε =
(p− pre f )

pre f
(18)

Figure 8 shows the absolute value of the relative error on
the pressure calculated with the conventional WBM and
the adapted WBM. GLI-P indicates Gauss-Legendre inte-
gration over the parameter domain, GLI-D indicates that
discrete segments are used to approximate the B-spline.
The adapted WBM is clearly faster. The result obtained
with the conventional WBM is more accurate when more
segments are used to approximate the B-spline, but also
the CPU-time increases. Figure 9 shows this trade-off be-
tween accuracy and CPU-time. The B-spline is approxi-
mated with 200, 400 and 800 segments respectively.
These figures show that the use of the adapted WBM is
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Fig. 8. Absolute value of the relative error on the pres-
sure calculated with the conventional WBM and the
adapted WBM with respect to the reference pressure
calculated with the WBM in point 2 at 500Hz
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Fig. 9. Absolute value of the relative error on the pressure
calculated with the conventional WBM with respect to
the reference pressure calculated with the WBM and
the GLI-L in point 2 at 500Hz. The B-spline is divided
in respectivily 200, 400 and 800 straight lines

the proper way to take into account curved domain bound-
aries. The use of B-splines leads to a more efficient and
accurate result for complex geometries.
A second advantage of the application of B-splines is that
the influence of small geometric modifications can be ver-
ified in an easy way. The change of the location of one or
more control points leads to a slightly different geometry.
As in the case of the FEM or the conventional WBM it
is not necessary to mesh the curve again in fine segments
which is time consuming. Changes of the acoustic behav-
ior can be easily verified by means of the FRF. Figure 10
shows the change in geometry when control point 3 of ta-
ble I shifts a bit to the right or the left.
Figure 11 shows the FRF obtained in point 1 for the three

different geometries.
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Fig. 10. Change of geometry by moving one control point
of the B-spline
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Fig. 11. FRF of the 3 models with a slightly different
geometry in point 1

VI. CONCLUSIONS

This paper describes an adaptation of the WBM to
model curved edges with B-splines. This provides a simple
and accurate description of curved lines, which can be ob-
tained using readily available geometrical modeling com-
puter programs.
The application of B-splines within the WBM leads to
computationally more efficient and accurate results with
respect to the conventional method. The influence of small
geometric modifications on the acoustic behavior can be
easily evaluated.
An extension to 3D problems is also possible. A B-spline
surface can be constructed with a bidirectional net of con-
trol points [9]. This can be used in the WBM, on condi-
tion that the numerical integration is adapted. Some first
models were tested, but future research will evaluate and
demonstrate possible benefits.
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Abstract— In this paper, general incompressible non lin-
ear elastic materials and generalized neo-Hookean materi-
als are considered. We deal with the propagation of finite-
amplitude linearly polarized transverse waves in such mate-
rials subjected to an arbitrary static homogeneous deforma-
tion. For general incompressible materials, it is shown that a
linearly polarized transverse wave may propagate when the
propagation direction n and the polarization direction a are
both in the same principal plane of the static deformation.
For generalized neo-Hookean materials, it is shown that a
linearly polarized transverse wave may propagate for any
propagation direction n. When n is not along a principal di-
rection of the strain tensor B associated with the static defor-
mation, the polarization direction a is uniquely determined.
It is along the projection of Bn onto the plane orthogonal to
n. In the special case when n is along a principal direction of
B, the polarization direction a is arbitrary orthogonal to n.
A property of the energy flux and energy density associated
with these linearly polarized waves is exhibited.

Keywords— Non linear elasticity, exact wave solutions,
general incompressible elastic materials, generalized neo-
Hookean materials, energy density and energy flux.

I. INTRODUCTION

IN this paper we consider the propagation of finite-
amplitude linearly polarized transverse homogeneous

plane waves in incompressible materials which are main-
tained in a state of arbitrary static homogeneous defor-
mation (pre-strain). Although the materials are assumed
to be isotropic, the static deformation let them behave as
anisotropic for wave propagation. This effect is called
“strain-induced anisotropy”. Many results are available
in the literature for the propagation of waves of infinites-
imal amplitude in materials subjected to a large deforma-
tion (see, for instance, [1] [2] [3]). In all such papers, the
equations are linearized around the state of static deforma-
tion (theory of incremental elastic deformations, see also
[4]). Here, however, we are interested in finite-amplitude
waves, thus no assumption is made about the amplitude of
the waves. In this case, exact and explicit results are much
sparser.

For general incompressible homogeneous isotropic
elastic materials Green [5] showed that linearly polarized
finite-amplitude plane waves may propagate along a prin-
cipal axis of the underlying homogeneous static strain.
Later, Carroll [6] showed for Mooney-Rivlin materials that

such waves may propagate in any direction in a principal
plane of the basic static strain. Then, Currie and Hayes [7]
showed that two linearly polarized finite-amplitude trans-
verse waves, polarized in directions orthogonal to each
other and to the propagation direction, may propagate
along any direction in a deformed Mooney-Rivlin mate-
rial. Later, Boulanger and Hayes [8] [9] made a detailed
study of homogeneous plane waves propagating in de-
formed Mooney-Rivlin materials. In a recent book [10] by
one of the authors (E. Rodrigues Ferreira), a large collec-
tion of new results for finite-amplitude waves (including
plane waves and two-dimensional waves) in pre-strained
elastic materials is presented. Here, we focus on a few of
these results concerning general incompressible materials
and a sub-class of these called “generalized neo-Hookean
materials”.

For general incompressible materials, which are char-
acterized by two constitutive functions, we show that the
equations of motion lead to an expression for the addi-
tional pressure due to the wave, a scalar non linear wave
equation, and a “propagation condition”. In general, the
propagation condition cannot be satisfied together with the
non linear wave equation. However, here, we show that
the propagation condition is identically satisfied when the
propagation direction n and the polarization direction a are
both in the same principal plane of the static deformation.
Thus, the propagation of such waves is possible and gov-
erned by a scalar non linear wave equation.

We also consider a sub-class of incompressible mate-
rials, characterized by one constitutive function, called
“generalized neo-Hookean materials”, because when this
function reduces to a constant we retrieve the usual neo-
Hookean model. We again obtain an expression for the
additional pressure due to the wave, a scalar non linear
wave equation, and a “propagation condition”. Here, it is
shown that the propagation condition may be satisfied for
any propagation direction n, with a suitable choice of the
polarization direction a. When n is not along a principal
direction of the strain tensor B associated with the static
deformation, the polarization direction a is uniquely de-
termined. It is along the projection of Bn onto the plane
orthogonal to n. In the special case when n is along a prin-
cipal direction of B, the polarization direction a is arbitrary
orthogonal to n.
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Finally, we consider the energy density and the enrgy
flux associated with these linearly polarized wave motions.
Both for general incompressible materials and generalized
neo-Hookean materials, we consider simple wave solu-
tions of the scalar non linear wave equation. For these, a
property relating the energy flux and energy density is ob-
tained: the projection onto the propagation direction n of
the energy flux vector is equal to an integral of the deriva-
tive of the energy density multiplied by the wave speed,
these two being functions of the signal level. Remarkably,
this is the same property as obtained in [11] for longitu-
dinal simple waves in deformed Hadamard materials (a
compressible counterpart to the incompressible Mooney-
Rivlin model). However, here we deal with transverse sim-
ple waves in incompressible materials.

II. BASIC EQUATIONS

Isotropic elastic materials are characterized by a strain-
energy density W , measured per unit volume in the unde-
formed state, which is a function of I1, I2, I3, the principal
invariants of the left Cauchy-Green strain tensor B :

I1 = tr B , 2I2 = (tr B)2− tr (B2) , I3 = detB . (1)

The components of B, in a rectangular Cartesian coordi-
nate system, are

Bi j =
∂xi

∂XA

∂x j

∂XA
, (2)

where xi,(i = 1,2,3), are the coordinates at time t of the
point whose coordinates are XA,(A = 1,2,3), in the unde-
formed reference configuration.

Here we consider isotropic incompressible nonlinear
elastic materials. The incompressibility constraint requires
that the third strain invariant I3 = 1. Thus, for general in-
compressible elastic materials, the strain energy density W
is of the form W = W (I1, I2). The Cauchy stress tensor T
is given by

T =−(p−DI2)1+CB−DB−1 , (3)

where p is an undetermined pressure. Here C and D are
constitutive functions depending on the strain invariants I1,
I2, and given as partial derivatives of strain energy by

C = C(I1, I2) = 2
∂W
∂I1

, (4)

D = D(I1, I2) = 2
∂W
∂I2

. (5)

We also consider special incompressible materials for
which the strain energy depends only on the first strain
invariant I1: W = W (I1), so that D = 0 and C = C(I1). The
corresponding Cauchy stress tensor is thus given by

T =−p1+CB . (6)

Such models generalize the classical neo-Hookean model
for which C is a constant. We call these materials “gener-
alized neo-Hookean material”. One can find in the litera-
ture different models of incompressible materials of this
form. For example, the Yeoh model [12], the Arruda-
Boyce model [13], the Fung model [14], and the Knowles
model [15] are generalized neo-Hookean materials.

III. EQUATIONS FOR WAVES IN PRE-STRAINED

MATERIALS

Suppose now that a general incompressible elastic ma-
terial is first subjected to a large static homogeneous de-
formation (pre-strain) defined by

x = FX , xi = FiAXA , (7)

where FiA is a constant deformation gradient. The cor-
responding constant left Cauchy-Green strain tensor is
B = FFT and its principal invariants I1, I2 and I3 = 1 are
constants. On this state of homogeneous static deforma-
tion, we superpose a time-dependent displacement field,
representing a finite-amplitude homogeneous plane wave
propagating in the direction of the unit vector n, and lin-
early polarized in the direction of the unit vector a. Thus, a
particle being at X in the undeformed state is first brought
to x in the state of static deformation, and then brought
to x = x(x, t) in the superimposed motion. Here we seek
solutions of the equations of motion in the form

x = x+g(η, t) a , xi = xi +g(η, t) ai , (8)

p = p+q(η, t) , (9)

where xi is given by (7), p is the constant pressure associ-
ated with the homogeneous static deformation, and

η = n ·x. (10)

Note that the incompressibility constraint requires the or-
thogonality of the vectors n and a, thus n ·a = 0. Thus the
waves are necessarily transverse. The deformation gradi-
ent tensor F = ∂x/∂X associated with the motion (8) is
given by

F = (1+gη a⊗n)F , (11)

where the subscript η denotes the partial derivative with
respect to η. The corresponding left Cauchy-Green strain
tensor B = F FT and its principal invariants are given by

B = (1+gη a⊗n)B(1+gη n⊗a) , (12)

I1 = I1 +2gη n ·Ba+g2
η n ·Bn , (13)

I2 = I2−2gη a ·B−1n+g2
η a ·B−1a , (14)

I3 = I3 = 1 . (15)
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The inverse B−1 of the left Cauchy-Green strain tensor is

B−1 = (1−gη n⊗a)B−1(1−gη a⊗n) . (16)

Let W = W (I1, I2) be the strain energy density associated
with the motion (8). The corresponding Cauchy stress ten-
sor T is given by

T =−(p−D I2)1+C B−D B−1
, (17)

where

C = C(I1, I2) = 2
∂W
∂I1

, (18)

D = D(I1, I2) = 2
∂W
∂I2

. (19)

In the absence of body forces, the equations of motion for
the motion (8)(9) are

ρ ẍ = divxT , ρ
∂2xi

∂t2 =
∂T i j

∂x j
, (20)

where divx denotes the divergence operator with respect to
x and where ρ is the constant mass density of the material.

The unit vectors n,a being orthogonal, we complete
with the unit vector b = n × a an orthonormal triad
(n, a, b). Let (η,ξ,ζ) be the components of x in this triad

η = n ·x , ξ = a ·x , ζ = b ·x , (21)

and let (η,ξ,ζ) be the components of x in this triad

η = n ·x , ξ = a ·x , ζ = b ·x . (22)

Thus, with respect to rectangular Cartesian axes along
(n, a, b), the motion (8) reads

η = η , ξ = ξ+g(η, t) , ζ = ζ . (23)

The components of the stress tensor T are functions of
η and t, or equivalently η and t. Thus, using axes along
(n,a,b) the equations of motion (20) read

0 =
∂T ηη

∂η
=

∂T ηη

∂η
, (24)

ρ
∂2g
∂t2 =

∂T ξη

∂η
=

∂T ξη

∂η
, (25)

0 =
∂T ζη

∂η
=

∂T ζη

∂η
. (26)

IV. LINEARLY POLARIZED TRANSVERSE WAVES IN

GENERAL INCOMPRESSIBLE MATERIALS

We now compute, for general incompressible materials,
the components of T entering these equations. Using the

expression (17) of T, we obtain

T ηη = −p−q+DI2 +Cn ·Bn−Dn ·B−1n , (27)

T ξη = Ca ·Bn−Da ·B−1n

+ gη(Cn ·Bn+Da ·B−1a) , (28)

T ζη = Cb ·Bn−D(b ·B−1n−gηb ·B−1a) . (29)

Introducing (27) into the equation of motion (24), we ob-
tain

−qη + I2Dη +Cηn ·Bn−Dηn ·B−1n = 0 , (30)

where Cη and Dη, the partial derivatives of C and D with
respect to η, are

Cη =
∂C
∂η

=
∂C
∂I1

∂I1

∂η
+

∂C
∂I2

∂I2

∂η
= C1

∂I1

∂η
+C2

∂I2

∂η
, (31)

Dη =
∂D
∂η

=
∂D
∂I1

∂I1

∂η
+

∂D
∂I2

∂I2

∂η
= D1

∂I1

∂η
+D2

∂I2

∂η
,(32)

and are thus given by

Cη = 2gηη [C1(n ·Ba+gη n ·Bn)
− C2(n ·B−1a−gη a ·B−1a)] , (33)

Dη = 2gηη [D1(n ·Ba+gη n ·Bn)
− D2(n ·B−1a−gη a ·B−1a)] . (34)

Using (4)(5), we note that

C1 = 2
∂2W

∂I2
1

= 2W 11 , D2 = 2
∂2W

∂I2
2

= 2W 22 , (35)

C2 = D1 = 2
∂2W

∂I1∂I2
= 2W 12 . (36)

The additional pressure q(η, t) due to the wave is then
given by

q(η, t) = I2D+Cn ·Bn−Dn ·B−1n , (37)

up to an arbitrary additive function of time alone.
Introducing (28) into the equation of motion (25), and

using (33)(34), we obtain

gtt − v2(gη)gηη = 0 , (38)

where

ρv2(gη) = 2C1(n ·Ba+gη n ·Bn)2

+ 2D2(n ·B−1a−gη a ·B−1a)2

− 2(C2 +D1)(n ·Ba+gη n ·Bn) (39)

(n ·B−1a−gη a ·B−1a)
+ Cn ·Bn+Da ·B−1a .

This equation is a non linear wave equation for g(η, t).
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Introducing (29) into the equation of motion (26), we
obtain

Cηb·Bn−Dη(b·B−1n−gη b·B−1a)+Dgηη b·B−1a = 0 .
(40)

Using the expressions (31) and (32) of Cη and Dη, and
dividing by 2gηη (assumed not to be zero), we obtain the
following “propagation condition”

C1(n ·Ba+gη n ·Bn)(b ·Bn)
− C2(n ·B−1a−gη a ·B−1a)(b ·Bn)
− D1(n ·Ba+gη n ·Bn)(b ·B−1n−gη b ·B−1a) (41)

+ D2(n ·B−1a−gη a ·B−1a)(b ·B−1n−gη b ·B−1a)

+
D
2

b ·B−1a = 0 .

In general, the propagation condition is an equation for
gη so that it cannot be satisfied together with the non lin-
ear wave equation for g(η, t). Hence, in general, linearly
polarized transverse homogeneous plane waves may not
propagate. However, it may happen that the propagation
condition is identically satisfied for appropriate choices of
the triad (n,a,b). We are then left with a single equation
for g(η, t) and the propagation of such waves is possible.

Here, we present such an appropriate choice of the triad
(n,a,b). We consider waves propagating and polarized in
a principal plane. Thus, we assume that the propagation
direction n and the polarization direction a are both in the
same principal plane of the static deformation, so that the
vector b is along a principal direction. Thus,

n ·Bb = n ·B−1b = a ·Bb = a ·B−1b = 0 . (42)

Indeed, in this case, the propagation condition (41) is iden-
tically satisfied. A finite-amplitude homogeneous trans-
verse plane wave propagating along n and linearly polar-
ized along a may thus propagate in a general incompress-
ible material of the form (3) provided g satisfies the non
linear wave equation (38). The additional pressure due to
the wave is given by (37).

Using (42), we have

a ·B−1a = (n ·Bn)(b ·Bb) , (43)

n ·B−1a = −(a ·Bn)(b ·Bb) . (44)

Introducing (43)(44) into (39), we obtain for the squared
wave speed of the non linear wave equation (38),

ρv2(gη) = 2(n ·Ba+gη n ·Bn)2[C1 +(C2 +D1)b ·Bb
+ D2(b ·Bb)2]+n ·Bn (C +Db ·Bb) , (45)

or, alternatively, recalling (35)(36),

ρv2(gη) = 4(n ·Ba+gηn ·Bn)2[W 11 +2W 12b ·Bb
+ W 22(b ·Bb)2]+2n ·Bn (W 1 +W 2b ·Bb).(46)

Special case: propagation along a principal direction.

If we take n, a, and b along principal directions, we have
(42) and also

a ·Bn = a ·B−1n = 0 . (47)

Let i, j,k be the unit vectors along the principal axes of the
static strain, and λ2

1,λ
2
2,λ

2
3 and λ

−2
1 ,λ−2

2 ,λ−2
3 be the corre-

sponding eigenvalues of B and B−1, respectively. Note that
the incompressibility constraint requires that λ1λ2λ3 = 1.
Here, we choose n = i = (1,0,0),a = j = (0,1,0),b = k =
(0,0,1). Thus, we have

n ·Bn = λ
2
1 , a ·Ba = λ

2
2 , b ·Bb = λ

2
3 . (48)

The principal invariants (13) (14) are now given by

I1 = I1 +g2
ηλ

2
1 , I2 = I2 +g2

ηλ
−2
2 . (49)

Thus, a non linear wave, propagating along n = i =(1,0,0)
and linearly polarized along a = j = (0,1,0) may propa-
gate provided g satisfies the non linear wave equation (38)
with

ρv2(gη) = 4g2
η

[
W 11λ

4
1 +2W 12λ

2
1λ

−2
2 +W 22λ

−4
2

]
+ Cλ

2
1 +Dλ

−2
2 . (50)

Of course, a wave propagating along n = i = (1,0,0)
and linearly polarized along b = k = (0,0,1) may also
propagate. In this case, the squared wave speed is given
by

ρv2(gη) = 4g2
η

[
W 11λ

4
1 +2W 12λ

2
1λ

−2
3 +W 22λ

−4
3

]
+ Cλ

2
1 +Dλ

−2
3 , (51)

where the principal invariants (13) (14) are now given by

I1 = I1 +g2
ηλ

2
1 , I2 = I2 +g2

ηλ
−2
3 . (52)

Thus, two linearly polarized waves may propagate along
the principal direction n = i = (1,0,0), one is polarized
along a = j = (0,1,0) and the other is polarized along
a = k = (0,0,1). These waves are governed by a non lin-
ear wave equation of the form (38), and the squared wave
speeds are respectively given by (50)(51).

Note that here, for propagation along a principal direc-
tion, we retrieve results obtained by Green [5].

V. LINEARLY POLARIZED TRANSVERSE WAVES IN

GENERALIZED NEO-HOOKEAN MATERIALS

Now, we consider “generalized neo-Hookean materi-
als”, so that D = 0 and C = C(I1).
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Taking D = 0 in (27) (28) (29), we obtain the following
expressions for the appropriate components of the stress
tensor T:

T ηη = −p−q(η, t)+Cn ·Bn , (53)

T ξη = C(a ·Bn+gη n ·Bn) , (54)

T ζη = Cb ·Bn . (55)

Introducing (53) into the equation of motion (24), we ob-
tain

−qη +Cηn ·Bn = 0 . (56)

The additional pressure q(η, t) due to the wave is then
given by

q(η, t) = Cn ·Bn , (57)

up to an arbitrary additive function of time alone. Using

Cη = 2C1 (n ·Ba+gη n ·Bn) gηη , (58)

and introducing (54) into the equation of motion (25), we
obtain

gtt − v2(gη)gηη = 0 , (59)

where

ρv2(gη) = 2C1(n ·Ba+gη n ·Bn)2 +Cn ·Bn . (60)

This equation is a non linear wave equation for g(η, t).
Introducing (55) into the equation of motion (26), we

obtain the following propagation condition

Cηb ·Bn = 0 , (61)

i.e. a condition to be satisfied so that finite-amplitude
waves may propagate along n with linear polarization
along a.

Assuming Cη 6= 0, this propagation condition is

b ·Bn = 0 . (62)

Note that if Cη = 0, then C is constant and we retrieve the
neo-Hookean model. The condition b ·Bn = 0 together
with b ·n = 0 requires that b is along n×Bn, except when
n is along a principal direction of B. Thus, for any given
n (not along a principal direction), b is along n×Bn and
hence a = b×n is along Bn−n(n ·Bn). Hence, the po-
larization direction a is uniquely determined: it is along
the projection of Bn onto the plane orthogonal to n. Thus,
for generalized neo-Hookean materials a linearly polarized
transverse wave may propagate for any propagation direc-
tion n. When n is not along a principal direction of B, the
polarization direction a must be along the projection of Bn
onto the plane orthogonal to n.

Special case: propagation along a principal direction.

If we take n along a principal direction, we have Bn =
λ2n. Thus, the propagation condition b ·Bn = 0 is auto-
matically satisfied by any b orthogonal to n, and hence a
is arbitrary orthogonal to n. In this case, the wave speed
(60) reduces to

ρv2(gη) = 2C1λ
4g2

η +Cλ
2 . (63)

Note that, here, I1 is given by I1 = I1 +λ2g2
η.

Thus, in the special case when n is along a principal
direction of B, the polarization direction a may be any di-
rection orthogonal to n.

VI. ENERGY DENSITY AND ENERGY FLUX

Here we consider the energy density and the energy flux
associated with a motion of the type (8)(9) in incompress-
ible materials subjected to the static homogeneous defor-
mation (7). Let W and W be the strain energy densities cor-
responding, respectively, to the static deformation (7) and
to the motion (8), both measured per unit volume of the
undeformed state. Then, the energy density E , measured
per unit volume of the homogeneously deformed state (7),
and the corresponding energy flux vector RRR are [11]

E = 1
2 ρẋ · ẋ+ I−1/2

3 (W−W) , (64)

Rk = −ẋiPik , (65)

where P is the Piola-Kirchhoff stress tensor with respect to
the state of homogeneous static deformation, defined by

Pik =
(

I3

I3

)1/2

T i j

(
∂xk

∂x j

)
. (66)

Of course, here, because of the incompressibility con-
straint, I3 = I3 = 1. The energy density and the energy
flux satisfy the energy balance equation

∂E
∂t

+
∂Rk

∂xk
= 0 , (67)

where xk are the coordinates in the state of homogeneous
static deformation, and the partial derivative with respect
to time has to be taken at fixed x.

Now, we consider the energy density and the energy
flux vector associated with the finite-amplitude transverse
plane wave that may propagate in a principal plane with
linear polarization in the same plane in a general deformed
incompressible material. Using (17) and (66), we obtain,
for the Piola-Kirchhoff stress tensor,

P = −(p−D I2)(1−gη n⊗a)+C(B−gη Bn⊗a)

− D(B−1−gη B−1n⊗a) . (68)
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Introducing the expression (14) of I2, (12) of B, and (16) of
B−1 into the expression (68) of the Piola-Kirchhoff stress
tensor , using ẋ = gt a and recalling (42), we obtain, for
the energy density (64) and the components of the energy
flux (65) in the basis (n,a,b),

E = 1
2 ρg2

t +W −W , (69)

−RRR ·n = gt [C(n ·Ba+gη n ·Bn)
− D(n ·B−1a−gη a ·B−1a)] , (70)

−RRR ·a = gt [−p+C(a ·Ba−n ·Bn+gη a ·Bn)
− D(a ·B−1a−n ·B−1n+gη a ·B−1n)] , (71)

−RRR ·b = 0 . (72)

Now, we consider the energy density and the energy flux
associated with the finite-amplitude transverse plane wave
that may propagate in generalized neo-Hookean materi-
als for any propagation direction n (not along a principal
direction), with polarization direction a along Bn− n(n ·
Bn). In this case the Piola-Kirchhoff stress tensor reduces
to

P =−p(1−gη n⊗a)+C(B−gη Bn⊗a) . (73)

For the energy density and the components of the energy
flux in the basis (n,a,b) we now obtain

E = 1
2 ρg2

t +W −W , (74)

−RRR ·n = Cgt (n ·Ba+gη n ·Bn) , (75)

−RRR ·a = gt [−p+C(a ·Ba+n ·Bn+gη a ·Bn)],(76)

−RRR ·b = Cgt (b ·Ba) . (77)

We have shown that the linearly polarized transverse
waves that may propagate in deformed general incom-
pressible elastic materials and in deformed generalized
neo-Hookean materials are both governed by a second or-
der non linear wave equation of the same form (38) or (59).
Now, we consider simple wave solutions of this non linear
wave equation propagating with positive speed v = v(gη),
given by (45) for the general incompressible materials, and
given by (60) for the generalized neo-Hookean materials.
For such waves, we have gt =−ϕ(gη), where ϕ is the func-
tion defined by ϕ′(gη) = v(gη) with ϕ(0) = 0 (see, for in-
stance, [16]),

gt =−ϕ(gη) =−
Z gη

0
v(e)de . (78)

Using this in the expressions of the energy density E and
the component RRR ·n of the energy flux, we note that E and
RRR ·n are now both functions of gη :

E = E(gη) , RRR ·n = R(gη) . (79)

Taking the derivatives of these functions with respect to
gη, and using the chain rule, we obtain

R′(gη) = v(gη)E ′(gη) , (80)

and hence

RRR ·n = R(gη) =
Z gη

0
v(e) E ′(e)de . (81)

Thus, the projection onto the propagation direction n of
the energy flux vector is equal to an integral of the deriva-
tive of the energy density multiplied by the wave speed,
these two being functions of the signal level gη. Remark-
ably, this is the same property as obtained in [11] for lon-
gitudinal simple waves in deformed Hadamard materials.
However, here we deal with transverse simple waves in in-
compressible materials.

For waves of infinitesimal amplitude, (38) must be lin-
earized so that v(gη) has to be replaced by v(0). Then, (81)
becomes RRR ·n = v(0)E, in agreement with results proved
by Hayes [17] for the mean energy flux and mean energy
density in the context of linear conservative systems and
time-harmonic plane waves. Thus, (81) generalises this
property to non linear simple waves.
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Abstract— This paper proposes to study the flow and corresponding
noise around a segment of an automotive blade (CD-airfoil) at design con-
ditions, namely a8◦ angle of attack, and a higher angle of attack of15◦ for
which there is experimental evidence that the flow regime hassignificantly
changed. This study encompasses two aspects, the flow resolution around
the profile using the commercial solver Fluent 6.3 and the noise propagation
using Amiet’s theory based on the trailing edge wall-pressure spectrum or
Curle’s analogy using the pressure distribution along the blade. All along,
computational results are compared to experiments taken inthe large ane-
choic chamber from Ecole Centrale de Lyon (ECL). For the8◦ case, two
mesh refinements in the spanwise direction and two boundary conditions
in spanwise direction, periodic and symmetric, and combination of both
are studied. It reveals that both improvement of mesh and useof peri-
odic spanwise boundary condition, have an influence on the trailing edge
spectrum, decreasing the low frequency content to approachexperimental
results. Furthermore, these numerical parameters help to predict correctly
the spanwise coherence measured experimentally. On the contrary, this
numerical configuration is not improving the mean and rms velocity pro-
files in the wake of the airfoil and can even have a negative effect on the
energy spectrum of the wake velocity. Acoustic results showsatisfactory
agreement using Curle’s analogy especially in the low frequency range with
experimentally measured noise, the sound radiated being under-predicted
abobe 1 kHz. Amiet’s theory is over-predicting the sound radiated com-
pared to experiments due to the over-prediction of the wall-spectrum at
trailing edge. The first attempt to compute the flow around thesame air-
foil at 15◦ angle of attack reveals that, again, the wall-pressure spectrum is
over-predicted at low frequencies. Furthermore, it appears that the com-
putational domain in the spanwise direction is too restrited to capture cor-
rectly the low frequency content of the flow. The computationis then largely
over-predicting the spanwise coherence at low frequencies.

Keywords— Trailing edge noise, Aeroacoustic analogy, Large-Eddy-
Simulation

I. I NTRODUCTION

TRAILING-EDGE noise or broadband self-noise, caused by
the scattering of boundary-layer vortical disturbances into

acoustic waves, occurs at the trailing edge of any lifting surface.
It can even become the dominant source of noise generated by
rotating machines such as fans, turboengines [1], [2], windtur-
bines [3], [4], and other high-lift devices [5], [6] in the absence
of any other interaction noise source. These noise levels can be
hopefully reduced by properly identifying the sources of self-
noise, and subsequently modifying design parameters that affect
these noise sources. The large computational costs associated
with unsteady turbulent flow simulations have however limited
most numerical studies to simplified geometries such as airfoils.
The first LES of the flow over the Valeo Controlled-Diffusion
(CD) airfoil was performed by Wang [7] at a moderate angle of
attack (a.o.a) of 8◦, which corresponds to the design condition
or the maximum static efficiency of the associated fan. It used a
large structured mesh with 5.1 million nodes to yield stableand
accurate flow solutions. Subsequent attempts to reduce the com-
putational costs included the use of non-boundary conforming
methods such as the Lattice Boltzmann method and Immersed

Boundary method [8], as well as hybrid solution methods such
Detached Eddy Simulations [9]. These techniques yielded less
accurate mean wall-pressure distributions (larger laminar recir-
culation bubble near the leading edge and possibly turbulent
flow separaration near the trailing edge) and frequency spectra
near the trailing edge than those obtained by Wang [7]. An al-
ternative approach was then taken by Moreauet al. [10], involv-
ing the flow solver CDP and several LES on unstructured grid
topologies. It showed that accurate results for all flow quantities
could be obtained with the unstructured flow solver, provided
the grid remained smooth and regular enough in all directions.

The present work proposes to study the influence of span-
wise boundary conditions (symmetric or periodic) and spanwise
mesh refinement on the LES flow and acoustic results for this
moderate angle of attack (αw = 8◦). This will help to define
the methodology to apply and possibly improvements required
in such airfoil flow conditions to reach reliable results compared
to experiments. This encompasses the correct resolution ofthe
flow around the airfoil and the prediction of the trailing edge
noise. Two different approaches have been explored to model
the far field acoustic pressure: the extended Amiet’s theory[11]
based on the diffraction of pressure fluctuations near the trailing
edge by a flat plate of finite chord, and Curle’s analogy using
the pressure distribution on the airfoil surface or in its simpli-
fied version, using the lift airfoil coefficient neglecting then the
retarded time between dipole sources on the airfoil surface.

Furthermore, the present study aims at extending this large
body of work at design condition, to a first attempt of compu-
tation at larger angles of attack (αw = 15◦), for which there
is experimental evidence that the flow regime has significantly
changed. This paper proposes then to investigate the possibility
to use similar methods for the high angle of attack as for the
moderate one. Same methods are then applied to the higher an-
gle of attack; comments about applicability of those methods to
high angles of attack and comparisons between results obtained
for both angles of attack are proposed.

II. EXPERIMENTAL DATABASE

The experimental data were collected in the large anechoic
wind tunnel of the Ecole Centrale de Lyon (ECL). The airfoil
mock-up has a 13.4 cm constant chord length (c) and a 0.3 m
span (L). It is held between two horizontal side plates fixed to
the nozzle of the open-jet wind tunnel as shown in Fig. 1 (top).
These plates are 25 cm (≈1.85c) apart and the width of the rect-
angular jet is 50 cm (≈3.7 c). As shown by Moreauet al. [12],
this aspect ratio insures that the 3-D effects at midspan arethere-
fore minimized. All of the tests presented here were run witha
speedU∞ = 16 m/s, which corresponds to a Reynolds number
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Fig. 1. ECL experiment : (top) Complete nozzle setup and
(bottom) RMP locations on the CD airfoil.

based on the airfoil chord lengthRec=1.6×105 and angles of
attack with respect to the chord,αw, of 8◦ or 15◦.

The CD airfoil mock-up is equipped at midspan with 21 flush-
mounted remote Electret microphone probes (RMP) (Pérenǹes
& Roger [5]). The RMPs measure both the mean and fluctuat-
ing pressure within a frequency range of 20 Hz–25 kHz. Fig-
ure 1 (bottom) shows the layout of the streamwise RMPs at
the midspan plane of the CD airfoil. Three additional RMPs
in the spanwise direction near the trailing edge allow measur-
ing spanwise coherence lengths. Details of the wall-pressure
measurements in this configuration can be found in Moreau &
Roger [13]. The far-field noise is measured simultaneously us-
ing a single B&K 1.27 cm (1/2’) Type-4181 microphone in the
midspan plane at a distance of 2 m from the airfoil trailing edge.
Figures 16 and 20 in Moreau & Roger [13] show that at 15◦ both
the noise sources given by the wall-pressure fluctuations and the
consequent sound radiated in the far-field have a much larger
low-frequency content than at the design condition.

III. L ARGE-EDDY SIMULATION FOR CD-AIRFOIL

A. Flow solver

The LES is based on the spatially filtered, incompressible
Navier-Stokes equations with the dynamic subgrid-scale model
(Germanoet al. [14]; Lilly [15]). Equations are solved with
the finite volume solver Fluent 6.3. using central difference
scheme for spatial discretizations and the Non-Iterative-Time-
Advancement (NITA) scheme for time advancement. Both
schemes are therefore second-order accurate in space and time.
Preliminary RANS computations are required to provide the
LES boundary conditions for computations at both angles, as
described in the next section. These are performed using the
Shear-Stress-Transport (SST)k−ω turbulence model developed
by Menter [16], with again second order accurate solution for all
variables.

Fig. 2. Top: Grid topology of ECL large wind tunnel setup
for initial RANS computation. Bottom: LES truncated do-
main, extracted from the full wind tunnel setup for the15◦

computation.

B. Grid topologies and boundary conditions

It has been shown by Moreauet al. [12] that the flow around
an airfoil in open-jet wind tunnel facility differs significantly
from that around an isolated airfoil in a uniform stream. In
the present case, for both angles of attack, the airfoil is im-
mersed in a jet of finite width, which is deflected by the cir-
culation created by the airfoil and has then an impact on the
airfoil loading and the corresponding noise created. This can
be seen by the large deflection evident in these bounding shear
layers (Moreauet al. [17]). One possibility would be to include
both the jet and the airfoil in the LES computations, but, would
make the computation expensive, if not impossible. In orderto
match closely experiments with the LES computations, the fol-
lowing procedure is used. As shown by Moreauet al. [12], a 2-
D Reynolds-Averaged Navier-Stokes (RANS) simulation of the
complete open-jet wind tunnel configuration including the noz-
zle, the airfoil and part of the anechoic chamber is first required
to capture the strong interaction between the jet and the CD air-
foil and its impact on the airfoil load at any incidence. The full
RANS simulation on the grid shown in Fig. 2 (top) provides
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velocity boundary conditions for the smaller LES truncateddo-
main which is embedded between the two boundary shear layers
of the jet. To allow a reasonably large LES domain within the
jet core, the largest nozzle available in the ECL facility was em-
ployed. The jet width at the nozzle exit 3.7 times the airfoil
chord c. This method has proved its efficiency, the first LES
of the CD airfoil at a small angle of attack of 8◦ performed by
Wang [7] closely reproduced the experimental conditions found
in the ECL large anechoic wind tunnel. A similar strategy has
been used in the trailing-edge flow simulation of Wang [18].

Yet, the lower Reynolds numberRec and the larger jet-width
to chord ratio in the present experiment again allows a compu-
tational domain around the full airfoil for both angles of attack.
In case of8◦ a.o.a., the size of computational domain is :4 c in
the streamwise (x) direction,2.5 c in the crosswise (y) direction
and a width (0.1 c) in the spanwise (z) direction. The resulting
LES grid is a single block-structured C-mesh, shown in Fig. 2
(b), with 960× 84 × N cells, whereN can be 32 or 64, in
the present computations. Smooth grid-distribution and orthog-
onality at the wall are again applied and the grid-stretching ratio
is limited in the streamwise and crossflow directions to ensure
numerical stability. The near-wall grid spacing, except near the
leading edge, follows LES criteria found for instance in Baggett
et al. [19], to reach maximum values ofx+ = 34, y+ = 1.1 and
z+ = 20 on the airfoil surface.

Compared to the 8◦ case, the 15◦ computation used a
straighter configuration to account for the different flow topol-
ogy and to better capture the larger wake, as it will be illustrated
later. The computational domain size is similar :3.5 c in the
streamwise (x) direction, 2.5 c in the crosswise (y) direction
and a width (0.1 c) in the spanwise (z) direction, the mesh being
a little be shorter in the streamwise direction to save mesh cells.
Again, the mesh results in a single block-structured C-mesh,
shown in Fig. 2 (c), with 1685× 105× 32 cells. This mesh
reaches maximum values ofx+ = 40, y+ = 3 andz+ = 30 on
the airfoil surface, acceptable for LES computations.

For both angles of attack, the LES use a no-slip boundary
condition on the airfoil surface, a convective outflow boundary
condition at the exit plane, and the steady RANS velocity (U
andV ) along the upper and lower boundaries. For the 8◦ case,
symmetric or periodic boundary conditions are applied in the
spanwise direction, while the 15◦ case uses symmetry boundary
conditions.

Computations were run for at least 5 flow-through times,
based on the freestream velocity and airfoil chord length, before
a statistically steady state was reached and mean values were
collected. Airfoil surface pressure and wake velocity statistics
were then acquired for a period of at least 4 flow-through witha
sampling rate of 50 kHz for the 8◦ cases while the 15◦ compu-
tation was run for 10 flow-through, the convergence of the flow
statistics being slower.

IV. A COUSTIC METHODS

A. Curle’s analogy

Curle [20] provides the following integral solution of
Lighthill’s analogy [21], in the presence of solid surfacesin the

source region:

ρ′(x, t) =
∂2

∂xi∂xj

∫∫∫

V

[

Tij

4πc2
0|x − y|

]

d3y

− ∂

∂xi

∫∫

∂V

[

p′ni

4πc2
0|x − y|

]

d2y. (1)

whereTij = ρvivj +(p′− c2
0ρ

′)δij−σij is Lighthill’s tensor
wherep is the pressure,ρ is the density,vi is the i-th veloc-
ity component andσij is the viscous stress tensor, and where
the free-field Green’s function has been used. In the surface
integral of (1), the viscous contribution of Tij has been ne-
glected, the surface is assumed non-vibrating and with no-slip,
and the bracketed terms are to be evaluated at the retarded time
t∗ = t−|x−y|/c0. Curle [20] demonstrated that for a compact
distribution of sources at low Mach numbers, the contribution
from the volume integral in (1) is of quadrupolar character and
can be neglected. We proceed accordingly in this work by re-
taining the dipolar source only. The acoustic results presented
below for Curle’s analogy have been obtained using a bound-
ary integral implementation of this analogy in the commercial
Boundary Element solver Virtual.Lab Acoustics Rev 8B.

B. Amiet’s theory

In Amiet’s theory, the trailing-edge noise is derived by iter-
atively solving scattering problems at the airfoil edges. The
system of partial differential equations that arise at eachit-
eration in this multiple scattering problem is solved using
Schwarzschild’s solution. The main trailing-edge scattering ob-
tained by Amiet [22], assuming the airfoil extends toward infin-
ity in the upstream direction, has been corrected by a leading-
edge back-scattering contribution which fully accounts for the
finite chord length (Roger & Moreau [11]). The radiated sound
field is calculated by integrating the induced surface sources on
the actual chord length,c and the mock-up span,L, assuming
convection of frozen turbulent boundary layer eddies past the
trailing edge.

The predicted sound field in the midspan plane at a given ob-
server location~x = (x1, x2, 0) = (R, θ, z = 0) and for a given
radian frequencyω (or wavenumberk) then reads :

Spp(~x, ω) = pa(~x, ω) p⋆
a(~x, ω)

=

(

sin θ

2π R

)2

(k c)2
L

2
|I|2 Φpp(ω) ly(ω) (2)

whereΦpp is the wall-pressure power spectral density andly the
spanwise correlation length near the trailing edge. The radia-
tion integralI involving both the free stream velocityU∞ and
the convection speed as parameters can be found in Roger &
Moreau [11].

V. CD-AIRFOIL AT 8◦ A .O.A . - BOUNDARY CONDITION

AND MESH REFINEMENT EFFECTS

A. Flow-field description

The flow topology in the 8◦ runs is first illustrated in Fig. 3
by the iso-contours of constantQ factor, which show the level
of vorticity and the size of the turbulent structures in the flow at
a given instant. It shows for all cases a laminar boundary layer
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(a)

(b)

(c)

(d)

Fig. 3. Flow topology described by theQ factor (Q = 1000s−2

iso-contours) for all8◦ computations : (a) 32 spanwise cells
and symmetric boundary conditions, (b) 32 spanwise cells
and periodic boundary conditions, (c) 64 spanwise cells and
symmetric boundary conditions, (d) 64 spanwise cells and
periodic boundary conditions.

on the lower (pressure) side of the airfoil, and a transitional and
turbulent boundary layer on the upper (suction) side. Transition
on the suction side is trigerred by an unsteady laminar separa-
tion near the leading edge, where small vortices are born close
to the reattachment point of the laminar recirculation bubble.
The leading edge separation can be quantitatively identified as
a region of negative skin friction coefficient. The streamwise
extent of the recirculation bubble is then determined and found
as 8.6%c in case of symmetric cases and 7.1%c in case of pe-
riodic cases, independently of the mesh refinement. These val-
ues are slightly over-predicting the reciculation bubble size ob-
served in previous computations, 3.7%c for the structured LES
of Wang [7] using identical mesh and 5%c for the CDP unstruc-
tured cases [10]. Yet, in a previous computations by Moreauet
al. [9], using a different solver, a too large separation of 11.2%c
was observed. Therefore both extent of the laminar separation
region and consequent positive pressure gradient are more de-
pendent on the LES code and mostly on its subgrid-scale model
implementation than on the grid itself provided it is fine and
sufficiently regular near the wall. Moreover, the detailed transi-
tion process, including the precise locations of separation and
reattachment, are difficult to predict. It strongly dependson
the incoming flow disturbances. No free-stream turbulence is
provided in the computations, whereas in the experiments, the
residual turbulence level of the incident flow is approximately
0.8% of the mean velocity. The variations from one experiment
to another can also be large as illustrated by Wang [7].

The flow re-laminarizes towards mid-chord because of the fa-
vorable pressure gradient. When this gradient becomes adverse,
the boundary layer thickens again and more and larger vortices
are created towards the trailing edge. Like its laminar counter-
part on the pressure side, the turbulent boundary layer remains
attached as it passes the trailing edge despite of the strongad-
verse gradient.

Furthermore, the influence of the spanwise boundary con-
ditions and the mesh refinement in the spanwise direction is
clearly observed in Fig. 3. As expected, smaller structuresare
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Fig. 4. Mean wall-pressure coefficient−Cp along blade surface
for all 8◦ computations : (dot) 32 spanwise cells and sym-
metric boundary conditions, (dash-dot) 32 spanwise cells
and periodic boundary conditions, (dash) 64 spanwise cells
and symmetric boundary conditions, (plain) 64 spanwise
cells and periodic boundary conditions.

formed directly after the recirculation bubble with 64 cells in
the spanwise direction instead of 32. These structures are then
convected along the airfoil chord, resulting in a wake contain-
ing more structures with a finer grid. In the recirculation region,
no speficic differences are observed with the mesh refinement.
Similarly, the symmetric boundary conditions in the spanwise
direction are forcing larger scale structures after the recircula-
tion region than periodic boundary conditions, avoiding devel-
opment of three-dimensional effects due to the strong condi-
tion imposed by the spanwise boundary conditions. Moreover,
vortex shedding seems to appear from the pressure side at the
trailing edge, that was not clearly identified in case of periodic
boundary conditions, resulting in larger structures in theairfoil
wake. Such a vortex shedding pattern is clearly seen in the ex-
perimental velocity spectra as shown below.

B. Mean-pressure coefficient (−Cp) and pressure spectra

The mean and fluctuating wall-pressure were analyzed for
each of the LES runs and compared with the RMPs measure-
ments by Moreau & Roger [13]. The mean pressure on the sur-
face, characterized by the pressure coefficient−Cp, is shown in
Fig. 4. These results show that the four LES computations at 8◦

a.o.a are in reasonable good agreement with experiments. This
also illustrates that the approach, consisting in transferof flow
boundary conditions between the RANS and LES computations,
provides high fidelity in terms of global flow conditions. It was
also verified that the RANS simulations in both the full tunnel
setup and the truncated LES domain yielded the same profile
loading. Only small differences are observed between the four
present computations in the leading edge recirculation region.
This observation is coherent with the difference in the recircula-
tion bubble size described in Sec. V-A.

The wall-pressure spectra near the trailing edge are compared
with the measurements above RMP#25 in Fig. 5 (top) for all 8◦

computations. All LES results are very similar, particularly for
f > 2000 Hz, where all the numerical pressure spectra agree
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Fig. 5. Frequency spectra of pressure fluctuations on the suc-
tion side in the leading edge area (x/c = 0.02): (top) for all
present8◦ computations, (dot) 32 spanwise cells and sym-
metric boundary conditions, (dash-dot) 32 spanwise cells
and periodic boundary conditions, (dash) 64 spanwise cells
and symmetric boundary conditions, (plain) 64 spanwise
cells and periodic boundary conditions. (bottom) Compar-
ison with previous litterature data : (plain) present compu-
tation with 64 spanwise cells and periodic boundary condi-
tions, (dash-dot) Wang’s computation and (dash) CDP com-
putation. (thin plain) Experiments.

with the experimental one. The main differences appear at low
and mid frequencies where the effects of the boundary condi-
tion in the spanwise direction and the mesh refinement are ob-
served. A first observation is that the behavior of the pressure
spectrum at low frequencies is different depending on the mesh
refinement, the 32 spanwise cells computations having almost a
plateau at low frequencies while the 64 spanwise cells computa-
tions have a slight negative slope in the spectrum with decreas-
ing frequencies. Each improvement in the mesh refinement or in
the spanwise boundary conditions is reducing the gap between
the numerical and experimental pressure spectra: the refinement
of the mesh is mainly reducing the spectrum amplitude at low
frequencies (below 500 Hz) while imposing periodic boundary
conditions instead of symmetric ones is reducing the spectrum
amplitude at low and mid frequencies (below 2 kHz). Note that
the difference between the 32 cells symmetric computation and
the 64 cells periodic computation is up to 5dB on the pressure
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Fig. 6. Wake velocity data. (top) Normalized mean veloc-
ity Ū /U0 and (bottom) Normalized rms velocity fluctuations
Ũ /U0 at four x/c locations. (dash) 64 spanwise cells and
symmetric boundary conditions, (plain) 64 spanwise cells
and periodic boundary conditions, (dots) Experiments.

spectrum at the trailing edge. Nevertheless, the latter is still
overpredicting the pressure spectrum at low and mid frequen-
cies compared to experiments (up to 5dB).

A comparison of the present 64 cells periodic computation
with other computations in the same conditions on the identical
grid, but using different codes, is presented in Fig. 5 (bottom).
The wall-pressure spectra near the trailing edge are very similar
for all computations, especially for frequencies below 2 kHz.
The CDP and present results show better agreement with the
experimental data at higher frequencies than those obtained by
Wang [7], which tail off more quickly with frequencies, suggest-
ing that boundary layers lacks very small scale structures.At
low frequencies, the present computation predicts higher am-
plitude of the wall-pressure spectrum compared to other CFD
results (around 2-3 dB).

The wall-pressure spectra in the spanwise direction for all
LES show collapsing PSD and a statistically homogeneous tur-
bulence is obtained at the trailing edge, which is one of the as-
sumption of Amiet’s acoustic model used below.

C. Velocity statistics in the wake

Velocity data were extracted for each computation, at loca-
tions that matched those of the hot-wire probes in the experi-
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Fig. 7. Wake energy spectra of the streamwise velocity on the
pressure side at(x/c, y/c) = (0.057,−0.023). (dot) 32
spanwise cells and symmetric boundary conditions, (dash-
dot) 32 spanwise cells and periodic boundary conditions,
(dash) 64 spanwise cells and symmetric boundary condi-
tions, (plain) 64 spanwise cells and periodic boundary con-
ditions, (thin plain) Experiments.

ments of Moreauet al. [10]. Figure 6 shows the mean and rms
of velocity fluctuations (for the componentu) at four different
measurement stations fromx/c = 0.0574 to x/c = 0.1686. For
clarity, only results obtained for a mesh refinement of 64 cells
in the spanwise direction are presented, for symmetric and pe-
riodic spanwise boundary conditions. For all stations, andfor
both spanwise boundary conditions, computations present very
similar shapes with a wake deficit very close to those of the ex-
periments. It can be observed that the periodic boundary con-
ditions closely match the experiments in the lower part of the
wake (pressure side) up to the maximum mean velocity peak,
compared to symmetric boundary conditions. On the contrary,
in the upper part of the wake (suction side), symmetric boundary
conditions show better agreement with experiments, the periodic
boundary conditions largely overpredict the mean velocityam-
plitude. This effects are attenuated with the distance fromthe
airfoil trailing edge.

Concerning the rms velocity fluctuations, both boundary con-
ditions show qualitatively similar profiles than those observed in
the experiments.Both computations reproduce correctly the po-
sition of the maximum peak of turbulence intensity (the location
of the higher shear in the wake). The amplitude of this peak is
better predicted by the symmetry boundary conditions for the all
stations, particularly for the farthest downstream locations. At
the first station (x/c = 0.0574), both computations are overpre-
dicting the turbulence intensity in the upper part of the wake,
aroundy/c = 0.03, about 5% for the streamwise component.

Velocity wake spectra in the wake region were measured ex-
perimentally for frequencies up to 15 kHz. Figure 7 plot the
streamwise energy spectra for all 8◦ computations atx/c =
0.057 and the cross-flow locationsy/C = −0.023. At this lo-
cation in the wake, all computations present similar behavior at
high frequencies, and a qualitative agreement compared to ex-
periments. Aroundf = 2000 kHz, a shedding frequency is
measured on the lower side of the wake. This feature is cap-

 ∆
 z

/C

−0.05 0 0.05
−0.05

0

0.05

(1)

(a)

−0.05 0 0.05
−0.05

0

0.05

(2)

−0.05 0 0.05
−0.05

0

0.05

(3)

−0.05 0 0.05
−0.05

0

0.05

(4)

 ∆
 z

/C

−0.05 0 0.05
−0.05

0

0.05

(b)

−0.05 0 0.05
−0.05

0

0.05

−0.05 0 0.05
−0.05

0

0.05

−0.05 0 0.05
−0.05

0

0.05

 ∆
 z

/C

−0.05 0 0.05
−0.05

0

0.05

(c)

−0.05 0 0.05
−0.05

0

0.05

−0.05 0 0.05
−0.05

0

0.05

−0.05 0 0.05
−0.05

0

0.05

 ∆ tU
0
/C

 ∆
 z

/C

−0.05 0 0.05
−0.05

0

0.05

(d)

 ∆ tU
0
/C

−0.05 0 0.05
−0.05

0

0.05

 ∆ tU
0
/C

−0.05 0 0.05
−0.05

0

0.05

 ∆ tU
0
/C

−0.05 0 0.05
−0.05

0

0.05

Fig. 8. Coutours of space-time correlations of the fluctuating
pressure on the suction surface of the airfoil as a function of
spanwise and temporal separations, at streamwise locations
(1) x/c = −0.60, (2) x/c = −0.23, (3) x/c = −0.02, (4)
x/c = 0 (trailing edge) for all present8◦ computations, (a)
32 spanwise cells and symmetric boundary conditions, (b)
32 spanwise cells and periodic boundary conditions, (c) 64
spanwise cells and symmetric boundary conditions, (d) 64
spanwise cells and periodic boundary conditions. Contours
values are from 0.1 to 0.9, with increment of 0.1.

tured by all computations but the amplitude is overpredicted.
At low frequencies, the use of mesh refinement and periodic
boundary conditions is not correctly reproducing experimen-
tal observations, with a difference up to 10 dB. Finally, for
4 < f < 10 kHz, periodic boundary conditions show differ-
ent shape of the energy spectrum with differences compared to
symmetric boundary conditions, up to 5dB.

In conclusion, different trends are observed between the wall-
pressure spectra and the velocity spectra in the wake of the air-
foil. Both the mesh refinement in the spanwise direction and
the periodic boundary conditions are improving the comparison
with experiments while opposite trends are seen in the energy
spectra in the wake.

D. Correlation and coherence

The evolution of the spatial and temporal scales in the tur-
bulent boundary layer along the chord is analysed through the
space-time correlation of the fluctuating pressure of the airfoil
surface, given by:

C(x, t, r , τ) =< p(x, t)p(x + r, t + τ) > (3)

Figure 8 shows these correlations in function of temporal
and spanwise spatial separations at four streamwise locations
(x/c = −0.60, -0.23, -0.02 and 0) for the four present com-
putations. In all four computations, a significant growth ofthe
spanwise and temporal scales is observed from the first station to
the third, due to the growing of the boundary layer which is ac-
celerated by the adverse pressure gradient. A similar growth of
the streamwise scales can be deduced from the temporal scales
through Taylor’s assumption. At the stationx/c = −0.60,
before mid-chord and after the recirculation bubble, a much
smaller scale size is observed for computations using spanwise
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Fig. 9. Spanwise coherence of fluctuating pressure on the suc-
tion surface atx/c = −0.02 plotted against frequency for a
spanwise separation of∆z/c = 0.02. (circle) 32 spanwise
cells and symmetric boundary conditions, (square) 32 span-
wise cells and periodic boundary conditions, (right triangle)
64 spanwise cells and symmetric boundary conditions, (left
triangle) 64 spanwise cells and periodic boundary condi-
tions, (plain) experiments.

periodic boundary conditions. At the same station, one can see
the effect of the mesh refinement reducing in a less stronger way
the spatial and time scales compared to the effect of periodicity.
These observations are coherent with those of Sec. V-A. Along
the airfoil chord, those scales are growing with shorter distance
from the trailing edge. Again the mesh refinement has an ef-
fect near the trailing edge, scales being smaller in the caseof the
periodic boundary conditions. The influence on the mesh refine-
ment is less evident than before mid-chord. Those observations
are coherent with the near trailing-edge spectrum decribedin
Sec. V-B. At the trailing-edge station,x/c = 0, there is more
influence from the pressure side boundary layer than from the
suction one. Therefore, spatial and temporal scales are much
larger than those of its close neighbor,x/c = −0.02. Again,
the effects of the periodic boundary conditions and the meshre-
finement in the spanwise direction can be observed, leading to
smaller scales in the case of the periodic boundary conditions
and the finer mesh. For all computations, only half of the do-
main size in the spanwise direction is required to have a decay
of the spanwise correlation coefficient to between 0.1 and 0.2.
For this specific configuration and flow conditions, the domain
size used in the spanwise direction is large enough as shown by
the fast decay of the correlation[7].

From the previous results, the coherence length scale can be
computed and is defined as :

γ2(x, r , ω) =
|Φpp(x, r , ω)|2

|Φpp(x, 0, ω)||Φpp(x+r , 0, ω)| (4)

corresponding to a two-point correlation in frequency domain.
The cross spectrum functionΦpp is the Fourier transform of the
space-time cross-correlation function defined previously:

Φpp(x, r , ω) =

∫

∞

−∞

C(x, t, r , τ)e−iωτdτ (5)

The coherence length scale of the source field in the spanwise
direction is a key parameter in the trailing edge noise predic-
tions, for example using Amiet’s theory, as it can be used to
compute the spanwise correlation length, a direct input parame-
ter of the model. It represents the size of the source region which
radiates independently from neighboring sources, in a statistical
sense.

In Fig. 9, a comparison is made between experimental and
computed values, for the four computations, of the spanwiseco-
herence of fluctuating pressure, at a position near the trailing
edgex/c = −0.02 for a spanwise separation of∆z/c = 0.02.
It shows that both periodic computations are able to predictcor-
rectly the experimental spanwise coherence measured whilethe
coarse symmetric boundary conditions are overpredicting the
measured value. Note that the coherence at low frequencies,
specially for large separations as measured in experiments, are
really sensitive to sample size and numerical errors. The accu-
racy at low frequency should be improved in further work.

E. Acoustic results

The acoustic methods, decribed above in Sec. IV, are us-
ing data on the airfoil surface, the whole wall-pressure distribu-
tion for Curle’s analogy while Amiet’s theory is using the wall-
pressure spectrum and the spanwise correlation length nearthe
trailing edge. All this information is directly available from the
computations or the experiments.

This section is only considering the 64 spanwise cells and
periodic boundary condition computation for Curle’s analogy.
The position of the receiver is in the midspan plane above the
airfoil (θ = 90◦) at a distanceR = 2m.

Results from Amiet’s theory are presented in Fig. 10 (top)
and compared to experimental data obtained in the ECL facil-
ity. All the acouctic computations with Amiet’s theory are using
averaged wall-pressure spectrum close to the trailing edgede-
fined in Sec. V-B. Therefore, the over-prediction observed on
the wall pressure spectra at the trailing edge compared to exper-
iments is directly transferred to the acoustic predictions. In fact,
all acoustic computations are over-predicting the sound radiated
in the far field in the low and mid frequency range with a maxi-
mum deviation up to 10 dB for the worst prediction. Similarlyto
the wall-pressure predictions, improvements are observedwhen
mesh refinement is applied in the spanwise direction or/and pe-
riodic boundary conditions in the spanwise direction are used.

All acoustical methods are compared with experiments in Fig.
10 (bottom). Firstly, Curle’s analogy is considered through its
BEM (Boundary Element Method) implementation in the com-
mercial solver Virtual.Lab. For this acoustic computation, the
sources have been sampled every 50 iterations (24 kHz) cover-
ing a period of 4 flow-through times. Additionnaly, the Curle’s
analogy using only lift force is used. This one is then consider-
ing the integration of the vertical force over the airfoil, neglect-
ing then the retarded time due to airfoil geometry. This assump-
tion is correct if the airfoil can be considered as geometrically
compact. Figure 10 (bottom) shows that both Curle’s meth-
ods are predicting reasonably the experimental measurements
most of frequency range. Main discrepancies are appearing for
f ≥ 1 kHz, where both Curle’s methods underpredict noise
measurements, the Curle computation using pressure distribu-
tion tailing off more quickly at high frequencies than the com-
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Fig. 10. Far field acoustic spectra in the mid span plan above
the airfoil (θ = 90◦) at R=2m from the traling edge.
(top) Amiet’s computations for all present8◦ computa-
tions, (dot) 32 spanwise cells and symmetric boundary con-
ditions, (dash-dot) 32 spanwise cells and periodic bound-
ary conditions, (dash) 64 spanwise cells and symmetric
boundary conditions, (plain) 64 spanwise cells and peri-
odic boundary conditions. (bottom) Comparison of acous-
tic methods on the 64 spanwise cells and periodic bound-
ary condition case : (plain) Amiet’s theory, (dash) Curle’s
analogy using compact dipole approximation and (dash-
dot) Curle’s analogy using pressure distribution on acoustic
mesh. (square) Experiments

putation using only lift force. At low frequencies, both methods
predict same noise levels. Note that the noise at high frequency
has a complete different behavior between Curle’s methods and
Amiet’s theory. The main difference between both methods is
coming from the fact that Curle’s analogy is using free field
Green’s function while Amiet’s theory is considering diffraction
at both trailing and leading edges. Curle’s anology is then not
adapted to the high frequency range where diffraction occurs.

VI. CD-AIRFOIL AT 15◦ A .O.A . - COMPARISONS WITH

LOWER A.O.A

This section is related to the first attempt to compute the flow
around the same CD-airfoil as in the previous section and the
corresponding sound radiated, but with a higher angle of attack
of α = 15◦. This computation is using symmetric boundary

(a)

(b)

Fig. 11. Flow topology described by theQ factor (Q =
1000s−2 iso-contours) (a) 8◦ and (b) 15◦.

conditions in the spanwise direction and 32 cells in the spanwise
direction. To compare with results at8◦ angle of attack, the only
computation considered is then the one in the same conditions.

A. Flow-field description

The flow topology in the runs is illustrated in Fig. 11 by the
contours of constantQ factor. As already explained in section V-
A, the 8◦ case presents small vortices that are born close to the
reattachment point of the laminar recirculation bubble. The flow
re-laminarizes towards mid-chord because of the favorablepres-
sure gradient. When this gradient becomes adverse, the bound-
ary layer thickens again and more and larger vortices are created
towards the trailing edge. The 15◦ case shows strong creation of
vorticity right at the leading edge, with large vortices shed from
the suction side of the airfoil. Yet there are still some smaller
vortices that remain attached to the wall and roll over the air-
foil suction side and graze at the trailing edge. A much thicker
wake is therefore expected for the case investigating high angle
of attack. Some weak vortex shedding can also be seen in the
near-wake on the pressure side while the pressure side boundary
layer stay attached along the airfoil chord.

B. Mean-pressure coefficient (−Cp) and pressure spectra

The mean and fluctuating wall-pressure were analyzed for
each of the LES and RANS runs and compared with the RMPs
measurements by Moreau & Roger [13]. As for the 8◦ cases, it
has been verified for the 15◦ angle of attack case, that the load-
ing on the profile is identical between both RANS computations
in the full tunnel setup and the truncated domain. The mean
pressure on the surface, characterized by the pressure coefficient
−Cp, is shown in Fig. 12 (top). At both incidences the LES
cases agree better with the experimental data than the RANS
k − ω SST results. At 8◦ the LES captures the boundary-layer
transition on the suction side, which is triggered by an unsteady
laminar separation near the leading edge, whereas the RANS
simulations produce too much turbulence to yield the properre-
circulation bubble. At 15◦ the LES significantly improves the
boundary-layer growth on the suction side and captures the pres-
sure gradient much better along the chord than the RANSk−ω
SST simulation.

The wall-pressure spectra near the trailing edge are compared
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Fig. 12. (top) Mean wall-pressure coefficient−Cp along all
blade surface for8◦ cases, RANS (dots) and LES (dash)
computations and for the15◦ cases, RANS (dash-dot) and
LES (plain) computations. (bottom) Frequency spectra of
pressure fluctuations on the suction side in the leading edge
area (x/c = 0.02) for 8◦ cases, experiments (dots) and
LES (dash) computation and for the15◦ cases, experiments
(dash-dot) and LES (plain) computation.

with the measurements above RMP#25 in Fig. 12 (bottom), cor-
responding tox/c = −0.02, for both incidences. The LES show
similar results for both angles of attack. As already observed
previously, the 8◦ case overpredict the wall-pressure spectrum at
low and mid frequencies by about 10 dB. The 15◦ computations
present similar overprediction in low and mid frequencies,up to
10 dB also. In both cases, the spectrum predicted by computa-
tions is recovering experimental results around 2 kHz and has a
qualitatively good agreement with experiments for frequencies
above this limit. Note that the shape of the spectrum is com-
pletely different in both cases. For the 8◦ case, the wall-pressure
frequency spectrum is more rounded with a plateau at low fre-
quencies while the shape is linearly decreasing with frequencies
for the 15◦ case. These behavior are correctly reproduced by the
computations. Again for the 15◦ case, the wall-pressure spectra
in the spanwise direction show collapsing PSD and a statisti-
cally homogeneous turbulence around the trailing edge, which
is one of the assumption of Amiet’s acoustic model.
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Fig. 13. Contours of space-time correlations of the fluctuating
pressure on the suction surface of the airfoil as a function of
spanwise and temporal separations, at streamwise locations
(1) x/c = −0.60, (2) x/c = −0.23, (3) x/c = −0.02,
(4) x/c = 0 (trailing edge) : (a) 8◦ computation and (b)
15◦ computation. Contours values are from 0.1 to 0.9, with
increment of 0.1.
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Fig. 14. Spanwise coherence of fluctuating pressure on the suc-
tion surface atx/c = −0.02 plotted against frequency for
a spanwise separation of∆z/c = 0.02 and for the8◦ com-
putation, (plain) experiments and (circle) LES, and the15◦

computation, (dash-dot) experiments and (square) LES.

C. Correlation and coherence

The evolution of the spatial and temporal scales in the turbu-
lent boundary layer along the chord is again analysed through
the space-time correlation of the fluctuating pressure of the air-
foil surface, for both computations. Figure 13 shows these cor-
relations in function of temporal and spanwise spatial separa-
tions at four streamwise locations (x/c = −0.60, -0.23, -0.02
and 0) for both angles of attack. As explained above for the8◦

case, a significant growth of the spanwise and temporal scales
is observed from the first station to the third, due to the grow-
ing of the boundary layer which is accelerated by the adverse
pressure gradient. This behavior is not reproduced at all for the
15◦ computation that has almost the same size of scales for all
stations. This could be explained by the fact that the decay of
the spanwise correlation coefficient is slow with the spanwise
separation compared to the8◦ case. The domain size used in
the spanwise direction for the15◦ case is then too small with
respect to the scales contained in the flow. A kind of blockageis
then appearing, avoiding the growth of scales with the develop-
ing boundary layer from the leading edge in the case of the15◦

angle of attack.
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Fig. 15. Far field acoustic spectra in the mid span plan above
the airfoil (θ = 90◦) at R = 2 m from the trailing edge.
(dash) Amiet’s prediction for the8◦ computation and (dots)
corresponding experiments and (plain) Amiet’s prediction
for the15◦ computation and (square) corresponding exper-
iments.

In Fig. 14, a comparison is made between experimental and
computed values, for both angles of attack, of the spanwise co-
herence of fluctuating pressure, at a position near the trailing
edgex/c = −0.02 for a spanwise separation of∆z/c = 0.02.
It shows that in the8◦ case, the computation was able to ob-
tain a satifactory agreement compared to measured values. In
the15◦ case, the computation is completely over-predicting the
coherence for the all frequency range.

D. Acoustic results

Figure 15 compares the LES acoustic predictions using
Amiet’s model, with the ECL measurements in the midspan
plane above the airfoil (θ = 90◦) at a distanceR = 2 m. Again
the method used the computed wall-pressure spectra and the ex-
perimental correlation length, the current simulations being too
short to correctly sample the low frequency content. Both LES
yield similar discrepancies at low frequencies (up to 10 dB)and
merge with experimental data beyond 1 kHz. This is consistent
with the previous comparison of wall-pressure spectra (Fig. 12),
and stress the importance and the difficulty of computing accu-
rate noise sources. The experimental trend for both incidences
is however well-reproduced by the LES simulations : at low in-
cidence (8◦) the numerical and experimental acoustic spectra go
to a plateau or decrease whereas at high incidence (15◦) they
keep on increasing, continuously yielding a much larger low-
frequency content. The crossing between the two flow condi-
tions also occurs similarly at about 700 Hz.

VII. C ONCLUSION

The investigation of the flow and the corresponding noise has
been studied around a segment of an automotive blade (CD-
airfoil) at design conditions, namely a8◦ angle of attack, and a
higher angle of attack for which there is experimental evidence
that the flow regime has significantly changed. This study en-
compasses two aspects, the flow resolution around the profileus-
ing the commercial solver Fluent 6.3 and the noise propagation
using Amiet’s theory based on the trailing edge wall-pressure

spectrum and Curle’s analogy using the pressure distribution
along the blade. All along, computational results are compared
to experiments taken in the large anechoic chamber from ECL
for a Reynolds numberRec = 1.6 × 105. For both angles of
attack, a two steps method has been used to reproduce the ex-
perimental flow conditions. First a RANS computation has been
run on the complete test section including the airfoil, nozzle and
part of the anechoic chamber. Secondly, the resulting velocity
profiles are then used as inlet boundary condition for a LES ina
smaller domain, embedded between the two boundary shear lay-
ers of the jet. For both angles of attack, this method has shown
its efficiency by capturing correctly the blade loading compared
to experiments.

For the8◦ case, two mesh refinements and two boundary con-
ditions in the spanwise direction, periodic and symmetric,and
combination of both are studied. In all cases, on the suction
side, computations have shown a turbulent boundary layer trig-
gered by a laminar reciculation bubble at the leading edge while
a laminar attached boundary layer is observed on the pressure
side, coherent with experiments. Smaller coherent structures
were appearing when mesh refinement and periodic boundary
conditions are used. It reveals that both improvement of mesh
and use of periodic spanwise boundary condition, has an in-
fluence on the trailing edge spectrum, decreasing the low fre-
quency content to approach experimental results. The scales re-
finement, using mesh refinement and periodic boundary condi-
tions, has also been observed through space-time correlations of
the fluctuating pressure at different stations along the pressure
side. Furthermore, these numerical parameters help to predict
correctly the spanwise coherence measured experimentally. On
the contrary, this numerical configuration is not improvingmean
and rms velocity profiles in the wake of the airfoil and can even
have a negative effect on the energy spectrum of the wake veloc-
ity. Acoustic results show satisfactory agreement using Curle’s
analogy especially in the low frequency range with experimen-
tally measured noise, the sound radiated being under-predicted
abobe 1 kHz. Amiet’s theory is over-predicting the sound radi-
ated compared to experiments due to the over-prediction of the
wall-spectrum at trailing edge.

The first attempt to compute the flow around the same airfoil
at 15◦ angle of attack has been conducted. This computation
shows strong creation of vorticity right at the leading edge, with
large vortices shed from the suction side of the airfoil. It reveals
that, again the wall-pressure spectrum is over-predicted at low
frequencies but the general shape of the corresponding experi-
mental spectrum is correctly reproduced. Furthermore, through
space-time correlations, it appears that the computational do-
main in the spanwise direction is too small to correctly cap-
ture the low frequency content of the flow. The computation is
then largely over-predicting the spanwise coherence at lowfre-
quencies. Again acoustic results using Amiet’s theory are over-
predicting the sound radiated compared to experiments due to
the over-prediction of the wall-spectrum at trailing edge.
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Abstract— The development of materials with better per-
formances calls for new joining methods. The friction stir
welding process and its variant, friction stir spot welding, is
one of them. The process being young, it needs further un-
derstanding. Hence, the influence of the welding parameters
and of the tool dimensions on the tensile properties of the
joints is investigated. Three type of fracture in tension are
observed. They are shown to be dependent on the distribu-
tion of joint line remanents in the weld. It is shown that a
too small tool must be avoided since it causes the fracture
of the sample in traction through the weld itself. The other
welding parameters have no clear and significant influence
on the strength of the joint.

Keywords— Friction stir spot welding, 6063-T6 aluminum
alloy, hooking effect

I. INTRODUCTION

FRICTION Stir Welding or FSW, has been patented in
1991 by TWI (The Welding Institute) and has been

increasingly used in areas such as rail, aerospace, automo-
tive industry and many others [1]. This process has indeed
many advantages in terms of the quality of the joints ob-
tained, the means required for the implementation of the
weld, the comfort of the welder and the environment [2].

Friction Stir Spot Welding (FSSW) is a derivative of
classical FSW. The motion of the tool is limited to a ver-
tical movement of plunging and retreating after a possible
dwell time (Figure 1). The FSSW uses, like FSW, the heat
generated by friction and stirring of the material due to the
rotation and penetration of a tool in the plates to be welded.
The heat results in softening and mixing of the material of
the two parts to be welded. On cooling, the stirred matter
consolidates and forms the joint.

Fig. 1. FSSW main phases. Figure from [3]

The process is relatively young and is not yet fully un-
derstood. In this paper, the influence of the welding pa-

rameters and of the tool geometry on the tensile properties
and the fracture of the welded joints is investigated.

Three types of fracture in tension have been observed.
The tool size appears to be the most significant parameter
controlling the type of fracture and the joint strength.

II. EXPERIMENTAL PROCEDURE

90 mm long workpieces cut from extruded 30 mm wide
by 3 mm thick profiles of AA 6063-T6 alloy were welded
on a CNC milling machine using a small anvil for clamp-
ing the parts to be welded. The spot welds were located
at the center of a 30x30 mm square where the two work-
pieces to be welded overlap. They were cleaned prior to
welding with acetone to avoid contamination of the joints
from grease and other impurities on the surface of parts.

Based on literature [4], [5], [6] and past experience, the
following geometries were chosen for the tool:
• Two basic cylindrical tools with a threaded cylindrical
pin and a flat shoulder. The pin and the shoulder diameters
are respectively equal to 4 and 10 mm for the first tool here
named ’small tool’, and 5 and 15 mm for the second tool
here named ’large tool’,
• Tool pin lengths ranging from 3.5 to 5.7 mm by 0.5 mm.

The operating parameters were the following:
• Identical penetrating and retreating speeds equal to 5 or
12 mm/min, named hereafter Plunge Rate or PR, and no
dwell time,
• Tool rotating speeds equal to 1000, 1500 or 2000 rpm,
always clockwise so that the material was pushed down-
wards by the thread on the tool pin,
• A plunge depth identical to the toolpin length, i.e. such
as the shoulder just touches the plates, except for the
5.7 mm long pin for which the plunge depth was 5.5 mm.

The choice of the welding conditions was made in view
of highlighting the influence of each individual parameter
(see Table I).

Tensile tests were conducted on 150 mm long samples
with a classical tensile machine with crosshead displace-
ment equal to 5 mm/min. Given the geometry of test spec-
imens, platelets of the same alloy were sticked on each
side in order to maintain the alignment and to reduce the
distorsion of the welded samples.

Some welded joints were also cut in two along their
length and shortened to obtain a sample of approximately
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40 mm long. Each sample was then molded in resin and
polished to obtain a polished mirror state. After etching in
a solution of NaOH to 20% for 20 minutes [7], the sample
were observed through an optical microscope and a scan-
ning electron microscope (SEM).

III. RESULTS AND DISCUSSION

In this section, the three observed type of fracture are
first presented. The incidence of fracture type and the ef-
fect of tool size on the weld tensile strength is then dis-
cussed. Finally, the effects of the others welding parame-
ters on the ultimate tensile force are examined and found
to be less significant.

TABLE I
WELDING PARAMETERS CORRESPONDING TO THE

TENSILE TESTED WELDS

Large tool, plunge rate equal to 5 mm/min.
Toolpin length [mm]/
Rotating speed [rpm] 1000 1500 2000
3.5 X
4.0 X X X
4.5 X
5.0 X
5.7 X

Large tool, plunge rate equal to 12 mm/min.
Toolpin length [mm]/
Rotating speed [rpm] 1000 1500 2000
3.5 X
4.0 X X X
4.5 X
5.0 X
5.7 X

Small tool, plunge rate equal to 5 mm/min.
Toolpin length [mm]/
Rotating speed [rpm] 1000 1500 2000
3.5 X
4.0 X X X
4.5 X
5.0 X
5.7 X

Small tool, plunge rate equal to 12 mm/min.
Toolpin length [mm]/
Rotating speed [rpm] 1000 1500 2000
3.5 X
4.0 X X X
4.5 X
5.0 X
5.7 X

A. Types of fracture

The macrography of Figure 2 shows the four zones typi-
cal of a friction stir spot welded joint: the nugget, the ther-
momechanically affected zone (TMAZ), the heat-affected
zone (HAZ) and non-affected base material (BM).

Fig. 2. The four zones of a friction stir spot weld.

The tip of the natural notch at the surfaces in contact be-
tween the welded plates is curled upwards (Figure 3). This
phenomenon is due to the material flow during welding.
The surfaces between the two plates diverts up or down as
the tool runs clockwise or in the opposite direction respec-
tively. This is called the hooking effect [7].

Some macrographies show darker marks suggesting an
extension of the interface inside the welds as can be seen
also on Figure 3. Those marks will be named hereafter
joint line remanents.

Fig. 3. Macrography of a weld. The hooking effect and the
extension of the joint line remanents are highlighted.
The joint line remanents have been redrawn for better
visibility.

During the tensile test, cracking initiated in all cases
from the tip of the hooking defect. After initiation at the
interface of the plates to be welded, the direction of crack
propagation follows generally the joint line remanents but
the direction of that propagation varied greatly from one
sample to another. Three directions were observed, each
corresponding to one different type of fracture. Observa-
tion of the broken specimens allows to distinguish three
distinct types of fracture here named 1, 2 and 3 respec-
tively, whose corresponding fracture surfaces are schemat-
ically represented in Figure 4. These three types of fracture
have also been reported in [4].
• In type 1, the piece breaks without being greatly dis-
torted. The overall fracture occurs in the middle of the
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Fig. 4. Localization of the fracture surfaces of the tensile
samples according to the three types of fracture.

weld, similarly to the failure of a rivet by shearing
• In type 3, the piece breaks after large distortions. The
overall fracture occurs in the middle of the mark left by
the shoulder, in a way similar to the pull of a button.
• Type 2 is a compromise between types 1 and 3. A tear
begins first on the trace left by the shoulder, but the piece
finally breaks at its mid-height, as in the case of type 1.
Distorsion occurs, but less than in type 3.

Figure 5 presents samples that fractured according to
these three types.

A.1 Fracture of type 1

In the case of a fracture according to the type 1, the
crack initiates at the tip of the hooking defect and prop-
agates along the TMAZ to the upper edge of the sample.
Once at approximately mid-height of the hole left by the
tool pin, it directs towards that hole, following the joint
line remanents shown in Figure 6.

This fracture according to type 1 is similar to that of a
hollow rivet by shear: the crack finally spreads by shear
during the tensile test because the welded section is insuf-
ficient.

A.2 Fracture of type 3

In the case of type 3 failure, the crack initiates also at
the hooking defect just along the TMAZ but propagates
upwards until it reaches the upper surface of the sample,
following the joint line remanents shown in Figure 7.

Fig. 5. Samples broken according to the three fracture
types. From top to bottom: Top plate viewed from the
top at the trace left by the shoulder, upper plate viewed
from the bottom, bottom plate viewed from top at the
hole left by the pin. (a) failure by type 1. (b) failure by
type 2. (c) failure by type 3.

Fig. 6. Joint line remanents on a sample failed under type
1. The joint line remanents have been redrawn for bet-
ter visibility. The inset shows the location of the mi-
crography.

It is observed in that case that the pattern of the joint line
remanents stops just some microns away from the top edge
of the sample, shown in black on the top of Figure 8. This
explains why the cracking path ends on the upper surface
in the mark left by the tool shoulder.

Figure 8 shows that the joint line remanents appear as
a succession of cavities closely approaching (at about 50
microns) the upper edge of the sample, shown in black on
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Fig. 7. Joint line remanents on a sample failed under type
3. The joint line remanents have been redrawn for bet-
ter visibility. The inset shows the location of the mi-
crography.

Fig. 8. Focus on the joint line remanents on a sample
broken by type 3 and chemically attacked.

the top of the illustration. These are probably the glitter of
oxides which, disbouded by the chemical attack, gave rise
to observed cavities.

It seems therefore that the thin oxide layer present on
the surfaces to be welded follows the material flow during
welding and then orient the fracture path while the sample
is being broken. A knowledge of the influence of weld-
ing parameters on the material flow within the joint during
welding would therefore allow the understanding of why
one type of fracture is favored in a given weld, and lead to
the prediction of the fracture type.

A.3 Fracture of type 2

In the case of fracture of type 2, the crack first initi-
ates also at the tip of the hooking defect but propagates
in zig-zag before finally heading towards the hole left by
the tool pin. The corresponding joint line remanents are
shown in Figure 9. This may also be viewed as a sub-case
of the fractures by type 1 since the sample finally breaks
by shearing the weld.

In conclusion, all the observed samples show a joint
line remanents along the TMAZ. Depending on the weld-

Fig. 9. Joint line remanents on a sample failed under type
2. The joint line remanents have been redrawn for bet-
ter visibility. The inset shows the location of the mi-
crography.

ing conditions, they are distributed along three directions:
starting from the joint interface and following the hooking
defect, they extend toward the hole left by the pin (Fig-
ure 6), towards the upper surface of the sample (Figure 7)
or oscillate between these two directions (Figure 9). This
gives rise to three possible failure types, designated by
types 1, 3 and 2 respectively.
Welding parameters giving fracture according to type 3
should be chosen. Indeed, the corresponding welds break
outside the weld, and not through the weld itself that
should be considered in that case as a weak link.

B. Incidence of fracture type and effect of tool size on ten-
sile strength

Figure 10 shows little influence of the fracture type on
the ultimate tensile force.

Fig. 10. Influence of the fracture type on the ultimate
force.

This figure shows that the ultimate force is generally the
highest in the case of type 3 fractures and likely to be the
lowest in the case of type 1 fractures. Ultimate forces ob-
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served in the case of fracture by type 1 may be high, but
this is not always guaranteed. This figure rather shows that
the ultimate forces corresponding to the large tool are sys-
tematically higher than those corresponding to the small
tool. For that reason, the large tool should be preferred as
will be discussed later, in section III-C. One can also see
on this figure that all but four welds made with the large
tool break according to type 3. Those welds were real-
ized either with the longest pin or with a plunge rate of
12 mm/min. Those welding conditions should thus also be
avoided.

Fig. 11. Influence of fracture type on the elongation at
fracture.

The elongation at break is influenced by the failure type
as shown on figure 11. It seems to be higher in the case of
type 3 fractures and lowest in the case of type 1 fractures.
Small elongations at break may also be observed for type
3 fractures, but the corresponding tensile force will despite
this be high.

Figure 12 shows that there is virtually no influence of
failure type on the elongation under the ultimate load.
Therefore, it is highly likely that the crack propagation oc-
curs after reaching the maximal load and therefore has no
influence on the ultimate tensile force.

These last two results suggest that the crack propagation
only occurs after maximum loading: the sample is then
distorted to enable the two pieces to separate. That dis-
tortion is higher in the case of type 3 fracture than in the
case of type 1 fracture. This is why elongation at fracture
is influenced by the fracture type. This justifies the obser-
vations already made in Figure 10 showing no direct link
between the fracture type and the ultimate force. Indeed,
the ultimate force is linked to hardening and deformation
of the samples submitted to tension. It is also shown that
the failure type is linked to the direction of crack propaga-
tion and its spreads till fracture of the sample. These two
phenomena are fundamentally different.

In conclusion, the large tool should be preferred because

Fig. 12. Influence of failure type on the elongation at ulti-
mate force.

it leads to a higher ultimate force and a type 3 fracture,
outside the weld itself. A small elongation at fracture may
be observed but this is not a problem, since the ultimate
force will anyway be high.

C. Effect of welding parameters on tensile strength

The tensile tests have not revealed a clear influence of
the welding parameters on the ultimate tensile force, ex-
cept concerning the tool size as already apparent in Fig-
ure 10. This is again shown in Figure 13. The large tool
leads to the highest ultimate forces. This is due to the
larger welded area when using the large tool compared to
the small tool.
In the following, only the large tool will be considered,
since the small tool systematically leads to a fracture by
type 1 or 2, which means a less favorable type of fracture
in the weld itself.

Fig. 13. Influence of the tool size on the ultimate tensile
force for all sets of welding parameters
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The effect of the length of the tool pin on the ultimate
force is shown in Figure 14. A maximum of the ultimate
force is observed for a plunge rate of 12 mm/min. In the
case of the lowest plunge rate, the effect of the tool pin
length is unclear and does not seem significant.

Fig. 14. Influence of the length of the tool pin on the
ultimate tensile force for the large tool, at a rotation
speed of 1500 rpm and both plunge rates

Considering both plunge rates, no real influence of the
tool pin length between 3.5 and 5.7 mm may be observed.
However, it is obvious that a too short or a too long pin
must be avoided. If the pin is shorter than 3 mm, the ma-
terial of the lowest plate will not be stirred. If the pin is
longer than 6 mm, it will leave a hole right through the
plates.

Figure 15 presents the influence the plunge rate on the
ultimate tensile force. The study was done on samples
welded with all pin lengths while the rotating speed was
kept constant at 1500 rpm.

Fig. 15. Influence of the dwell rate on the ultimate tensile
force for the large tool, a rotating speed of 1500 rpm
and various pin lengths.

With two exceptions corresponding to the extreme pin
lengths as already seen on Figure 14, the ultimate force in-
creases with plunge rate. This may be attributed to the
weld becoming colder. However, as already mentioned

in section III-B, a plunge rate of 12 mm/min should be
avoided because it may lead to fracture type other than the
preferred type 3.

Fig. 16. Influence of the rotating speed of the tool on the
ultimate tensile force, for a pin length of 4.0 mm and
different dwell rates.

Figure 16 shows the effect of the rotating speed of the
tool on ultimate force in the case of a tool pin length of
4.0 mm. An overall decrease in force when increasing the
tool rotation speed is observed for the lower plunge rate
while a maximum is observed at 1500 rpm with the higher
one. It seems that, in the case of a low plunge rate, an
increase in tool rotating speed and thus in heat input de-
teriorates the quality of the weld. Since this conclusion
may not be transposed to the higher plunge rate, no real
conclusion on the influence of the rotating speed may be
drawn.

IV. CONCLUSIONS

Welds were performed using different sets of parame-
ters selected in order to distinguish the influence of each
parameter on ultimate force during a tensile test. During
these tests, three distinct types of failure were observed.

Observations on non-broken samples allow to reveal the
hooking effect at the tip of the natural notch existing in
spot welds. Joint line remanents are distributed along the
thermomechanically affected zone and in the weld. They
influence the crack propagation. During tensile test, the
crack first initiates at the tip of the natural notch between
the plates to be welded. It follows then the heat affected
zone and propagates finally along the joint line remanents
in one of three possible directions: towards the upper edge
of the sample, to the hole left by the tool pin or oscillat-
ing between these two directions. The direction of crack
propagation corresponds to the three different failure types
observed in tension.

The flow of material around the tool should control how
these particles will spread within the joint, and thus the
direction of crack propagation.
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Type 3 fracture should be preferred since it occurs out-
side the weld itself. The ultimate force is generally the
highest in that case and likely to be the lowest in the case
of type 1 fractures but this is mainly due to the tool size.

The elongation at break is also influenced by the failure
type and is generally higher in the case of type 3 fracture
and the lower in the case of type 1 fracture. Small elonga-
tions at break may be observed despite a fracture by type 3.
This is not a problem, since the ultimate force will anyway
be higher with the large tool. For that reason, and because
fracture by type 3 only occurs for welds made with the
large tool, this tool is preferred.

All but four welds made with the large tool break ac-
cording to type 3. Those welds were realized either with
the longest tool pin or with a plunge rate of 12 mm/min.
Those welding parameters should thus also be avoided.
Apart from this, no clear influence of the welding parame-
ters has been observed.
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Abstract: This paper focuses on the design of a cruciform 
specimen for biaxial in-plane tensile testing. Using a Finite 
Element model and experimental data, a proper specimen 
geometry was developed. The specimen has an adapted fillet 
corner radius to increase the load transfer to the specimen centre 
and has a reduced thickness in the centre to ensure biaxial failure 
in this zone. The production of this specimen is until now 
accomplished by milling material away from the centre, which 
can cause damage of the specimen material. Other production 
techniques are analysed. Also, the effect of the lay-up in the 
reinforced arms on the strain distribution in the central gage 
section of the specimen is examined. 

Keywords:  In-plane Biaxial Testing, Specimen Design, Digital 
Image Correlation Technique, Polymer Matrix Composites 

 

I.INTRODUCTION 

In general, composite laminates are developing multi-axial 
stress states [1]. To get an accurate representation of the 
behaviour of composite materials in a structure, tests under a 
uniaxial stress state do not satisfy. Therefore biaxial testing 
has to be considered. Despite the large demand for this 
experimental biaxial information there is little existing 
experimental capability to evaluate the multi-axial response of 
composite materials [2]. 

The commonly used method to apply biaxial loads to a 
composite specimen is the combined torsion and 
tension/compression or pressure and tension/compression of a 
thin-walled tubular specimen. In real constructions, 
components in fibre reinforced composite materials are often 
made in the form of flat or gently curved panels. Consequently 
the biaxial behaviour of the tubes is different from the real 
behaviour. The most appropriate method for biaxial testing 
consists of applying in-plane biaxial loads to cruciform 
specimens. Therefore, a plane biaxial test device and a 
suitable cruciform specimen geometry have been developed at 
the Vrije Universiteit Brussel [3]. 

The most difficult issue of biaxial testing is probably 
designing an appropriate specimen. The specimen that was 
developed has an adapted fillet corner radius and a reduced 
thickness in the centre to ensure biaxial failure in the gauge 
section. It fulfils the specific conditions necessary for a correct 
biaxial test. Nevertheless, there are still some strain 
concentrations present in the specimen [4]. In this paper it will 
be investigated if the specimen can be optimised, focussing on 
the specimen production method. The aim is to achieve a 
strain field which is as uniform as possible. 

II.  BIAXIAL TESTING 

A.Biaxial Test Device 

Many techniques to produce biaxial stress states in a 
specimen can be distinguished [5]. They are divided into two 
categories : (i) tests using a single loading system and (ii) tests 
using two or more independent loading systems. In the first 
category the biaxial stress ratio depends on the specimen 
geometry -which is their main disadvantage-, whereas in the 
second category it is specified by the applied load magnitude. 
An example of a system belonging to the second category is 
the application of in-plane biaxial loads to a cruciform 
specimen belongs to the second category.  

The plane biaxial test rig shown in Figure 1 was developed 
at the Vrije Universiteit Brussel. It consists of four 
independent servo-hydraulic actuators with a capacity of 
100kN in each perpendicular direction. The use of hydraulic 
actuators represents a very versatile technique for the 
application of the loads. When only one actuator per loading 
direction is used [6], the centre of the specimen will move. 
This causes a side bending of the specimen, which results in 
undesirable non-symmetric strains. Systems -like the one used 
by the authors- with four actuators [7] and a close-loop servo 
control using the measured loads as feedback system, allow 
the centre of the specimen to stand still.  

 

 

Fig. 1 Biaxial Test Bench. 

As no cylinders with hydrostatic bearings were used, failure 
or slip in one arm of the specimen will result in sudden radial 
forces which could seriously damage the servo-hydraulic 
cylinders and load cells. To prevent this, hinges were used to 
connect the specimen to the load cells and the servo-hydraulic 
cylinders to the test frame. Using four hinges in each loading 
direction results in an unstable situation in compression and 
consequently only tension loads can be applied. 
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B.Purpose of Biaxial Testing 

The biaxial tests, accomplished in the past and present at the 
author’s institution, have as main intention the strength and 
stiffness characterization of fibre reinforced composite 
materials [8]. Both quasi-static and dynamic loading 
conditions are studied. The strength or failure characterization 
of the material is necessary to evaluate existing failure criteria. 
As the geometry of a biaxial specimen is complicated 
compared to a uniaxial beam specimen, we cannot use the 
same simple analytical formulas to retrieve the present stresses 
as in a uniaxial test. The calculation of the stresses is not 
straightforward and consequently the importance of strain 
determination increases. 

The stiffness determination is very important if we consider 
biaxial fatigue tests. As the mechanical material parameters 
cannot be obtained as with classical uniaxial tests, other 
identification methods have to be considered. An inverse 
method, which can be formulated as an optimization problem 
where the function to be minimized is an error function that 
expresses the difference between a numerical and an 
experimental strain field, was developed at the Vrije 
Universiteit Brussel [9]. In a first stage, the inverse method 
was developed to obtain the orthotropic elastic material 
parameters of a cruciform composite specimen under quasi-
static loading. In a second stage, the method will be used in 
fatigue tests. These tests require a tool to study the 
degradation development of the orthotropic elastic parameters. 

III.  CRUCIFORM SPECIMEN DESIGN 

A. Specimen Geometry 

Designing an appropriate specimen is probably the most 
difficult issue of biaxial testing. In order to achieve a 
successful biaxial test, the cruciform specimen has to fulfil 
some conditions: (i) specimen failure in biaxially loaded test 
zone, (ii) minimization of strain concentrations outside this 
zone, (iii) maximization of the region of uniform biaxial 
strain, (iv) repeatable results [10]. Various specimen 
geometries have been compared by Smits et al [3] in order to 
obtain a proper cruciform specimen design. Finite element 
simulations of several well chosen geometries have been 
carried out and compared to experimental results. The 
considered material is glassfibre reinforced epoxy with a 
[(±45° 0°)4 (±45°)] lay-up, typical for wind turbine blades. 

In Figure 2, 4 of the analysed geometries are shown. In 
geometry a, which is a flat specimen with rounded corners, 
failure will occur in the arms since the central gauge section 
has a larger load bearing area. To reduce the size of this area, 
material is milled away in the centre of the specimen in 
geometry b. This results in an increase of the principal strains 
in the gauge section. However, still too much load is 
transferred directly from one arm to the perpendicular arm 
instead of trough the centre. By increasing the rounding of the 
corner this problem can be solved. The principal strain field 
from geometry c shows that it is possible to have the largest 
strains in the central gauge section. In geometry d, the central 
reduction is increased, but this results in higher strain 
concentrations. 
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Fig. 2 Four tested and analysed specimen geometries and the 
corresponding first principle strain and shear strain fields from 

FE simulations. 

Geometry c, with a total length of 250 mm, an arm-width of 
25 mm, a corner fillet radius of 6.25 mm and a reduced central 
thickness, was validated as a proper specimen for biaxial 
failure testing (Fig. 3). The thickness of the arms and the 
central zone are respectively 6.57 mm and 3.59 mm. 
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Fig. 3 Cruciform specimen design. 

B. Results 

1) Full field measuring techniques 

The calculation of the stress field of the cruciform specimen 
is not straightforward due to the uncertainty of the load 
transmitting area size. Therefore, it is easier and more accurate 
to work with strains for the analysis of the experiment and the 
formulation of the failure envelopes. In order to get an idea of 
the surface strains of the entire specimen, full field measuring 
techniques instead of local techniques have to be used. In the 
author’s work, the most frequently used technique is the 
Digital Image Correlation Technique (DICT), but also 
experiments using Electronic Speckle Pattern Interferometry 
(ESPI) were performed. 
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DICT offers the possibility to determine displacement and 
deformation fields at the surface of objects under any kind of 
loading, based on a comparison between images of the applied 
speckle pattern taken at different load steps. The software 
processes and visualizes the data gathered in order to obtain 
an impression of the distribution of displacements and strains 
in the measured object. 

 

Fig. 4 Principle of the Digital Image Correlation Technique. 

Each picture taken with a CCD camera corresponds to a 
different load step. The cameras of the current set-up use a 
small rectangular piece of silicon, which has been segmented 
into 1392 by 1040 pixels. Each pixel stores a certain grey 
scale value ranging from 0 to 4095 (12 bit), in accordance 
with the intensity of the light reflected. Two images of the 
specimen at different states of loading are compared by using 
a pixel grey value in the undeformed image and searching for 
the pixel in the deformed image, in order to maximize a given 
similarity function. A grey-value is not a unique signature of a 
pixel, so neighbouring pixels are also used. Such a collection 
of pixels is called a subset. The displacement result, expressed 
in the centre of the subset, is an average of the displacements 
of the pixels inside the subset. The step size defines the 
number of pixels over which the subset is shifted in x- and y- 
direction to calculate the next result. The image correlation 
routine allows locating every subset of the initial image in the 
deformed image. Subsequently, the software determines the 
displacement values of the centres of the subsets, which yields 
an entire displacement field. Figure 4 depicts the use of the 
DICT for a biaxial experiment.  

2) Failure envelopes 
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Fig. 5 Failure envelope for the considered material in strain 
space (εxx - εyy). 

Many experiments were carried out on the cruciform 
geometry to determine the failure envelope for the considered 
material in tension-tension. Therefore, several quasi-static 
tests were carried out, using 9 different loading ratios. Failure 
was defined as total failure of the specimen, resulting in a 
sudden drop of the loading force. DIC allows us to determine 
the failure strains in the centre of each specimen. Plotting all 
the results gives us the failure envelope of the considered 
material in strain space (Fig. 5). The experimentally obtained 
failure envelopes can be compared with these obtained by 
existing failure criteria [11]. 

 
3) Experimental versus numerical strain fields 

An extended analysis of the strain distribution in the 
biaxially loaded cruciform specimen was performed by 
comparing experimentally obtained strain fields with 
numerical strain fields [4]. For the experimental results, 
several strain measuring techniques, namely Digital Image 
Corellation (DIC), Electronic Speckle Pattern Interferometry 
(ESPI) and strain gages were evaluated. For the numerical 
results, a 3D model was composed using the Abaqus software. 

Comparing the strain results shows there is a good 
agreement between all applied techniques (Fig. 6). The 
uniformity of the strains in the biaxially loaded zone can be 
confirmed. Nevertheless, there are strain concentrations 
present at the edges of the gauge section, near the tapered 
zone. These concentrations are a result of the surface 
discontinuity (due to the milling) and cause a delamination 
between the central gauge section and the upper layers of the 
arms. DICT and ESPI consider these cracks as large 
deformations and thus find large and inaccurate strain peaks 
near these cracks. For these zones, strain gages have to be 
used to retrieve the correct experimental strains.  

0 3εx  [%]

 

Fig. 6 ε11 field of a biaxially loaded specimen (glassfibre-
epoxy) obtained with DIC, FEM and ESPI. 

C. Discussion 

At present, acceptable results are obtained by biaxially 
testing the designed cruciform geometry. Nevertheless, the 
specimen can still be optimized. As pointed out in this section, 
the first cracks will appear at the edges of the central gauge 
section and not in the centre itself. In the following sections of 
this paper, we will focus on optimisation through adaptations 
in the specimen production method. The aim is to reduce the 
strain concentrations and delay or exclude the delaminations 
near the tapered zone.    
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IV.OPTIMISATION OF SPECIMEN PRODUCTION METHOD 

A. Milling or Tabbing 

Currently, the cruciform specimens are produced by 
manufacturing a plate with a thickness equal to the thickness 
of the arms and milling material away in the centre (Fig. 7a). 
Using this technique, which we will call the milling-method, 
the gage section can get damaged if fibres are pulled out. A 
more secure production method can be the tabbing-method 
(Fig. 7b). On the composite plate with the thickness of the 
central gauge section, the extra layers of the arms are glued on 
both sides. Consequently, there is no risk in damaging the 
central gauge section. On the other hand, bad adhesion of one 
of the layers can cause delaminations and an improper failure 
mode of the specimen. Therefore, we will compare results 
obtained on specimens produced by the two methods. 

 

(a) (b)(a) (b)  

Fig. 7 Production of the specimens : (a) milling of the centre 
(b) use of reinforcing tabs. 

B. Test set-up 

For the specimens produced with the tabbing-method, 
cruciform plates without a hole and tabbing plates with a hole 
were manufactured. To verify the influence of the adhesive, 
two different epoxy-glues are used. For one specimen, 
Araldite AW 106 with hardener HV953U was used. We will 
refer to it as adhesive A. For the other specimen, Epicote 828 
LVEL with hardener Lab 2053 H was used. We will refer to it 
as adhesive E. The second adhesive was used because it is 
more ductile as adhesive A. Also, it is frequently used for 
gluing tabs to uniaxial specimens and cures at room 
temperature. Before gluing the tabs, the plate surfaces were 
prepared properly. 

 

Fig. 8 5-element strain gage and corresponding DIC-zones on 
the other side of the specimen. 

For this analysis the loading ratio 3.85/1 was applied, i.e. a 
3.85 times higher load is applied in the x direction as in the y 
direction. The specimens are observed by DIC to obtain the 
strain fields in every loading step. On the other side of the 

specimen, a uniaxial 5-element strain gage with elements of 
1mm was glued to measure εx from the edge to the centre of 
the biaxially loaded zone (Fig. 8). All these results are 
compared with earlier results of specimens produced by the 
milling-method.  

C. Results 

In table 1, the failure loads and average strains at failure in 
the gauge section are summarised. It can be observed that the 
specimen with adhesive A obtains a higher failure load and 
failure strains compared to the specimen with adhesive E. 
Nevertheless, the values for both tabbed specimen are 
significantly lower as these for the milled specimen. 

Figure 9 presents the εx, εξy and εy fields at a certain load 
(17.3 kN/4.5 kN) for the three specimens. Examining the εx 
field, one can notice that the strains in the gauge section for 
the tabbed specimens are a little bit higher compared  to these 
of the milled specimen. Combined with the fact that in the 
arms in x-direction no or only low loads are present, it can be 
stated that the tabs are at this load already partly debonded. 
Most of the load is transferred through the middle layer in the 
cases (b) and (c) while in case (a) the total thickness of the 
arms is used to transfer the loads from the clamp to the central 
gauge section. The higher shear in the corners of the tabbed 
specimens can also be related to this problem of debonding. 
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Fig. 9 εx, εy and εxy fields for (a) the milled specimen, (b) 
tabbed specimen with adhesive A and (c) tabbed specimen 

with adhesive E at a load of 17.3 kN/4.5 kN. 

D. Discussion 

Using the tabbing method to produce the specimen in stead 
of the milling method results in much lower failure loads and 
lower strains at failure in the central gauge section. This is the 
result of premature failure of the tabs. Already at an early 
stage in the loading process, cracking of the specimen due to 
debonding of the tabs can be heard. When we examine the 
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tabbed specimens after failure, we can notice that the tabs are 
totally separate from the central layer (Fig. 10). No fibres are 
pulled out of the laminates, only the glue failed.   

 

   

Fig. 10 Specimen failure : debonding of the tab. 

V.TAB LAYUP DESIGN 

A. Modification of tab layup 

In the previous section IV, the layup of the specimen 
remained in all cases [(±45° 0°)4 (±45°)]. With this layup, 
there are strain concentrations near the edges of the gauge 
section [12]. Between the upper ±45° lamina of the central 
laminate and the lower 0°  lamina of the tab interlaminar shear 
strains are present. These strains can cause delaminations of 
the lamina.  

Reversing the tab layup, in order that the lower tab lamina 
has the same ±45° orientation as the upper central lamina, 
reduces the interlaminar shear strains significantly. This was 
verified with a 3D finite element model. In Fig. 11, one can 
notice that the strains in x-direction are reduced significantly 
by reversing the layup of the tabs. The efficiency of this 
intervention in practice will be examined in this section. 
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Fig. 11 FE results of the εx strain field (upper central lamina) 
with standard and reversed tab layup. 

B. Test set-up 

The influence of the tab layup on the strain field and on the 
failure loads of the specimen was investigated on specimens 
manufactured by the tabbing method. Two specimens with 
reversed tab layup (further referred to as tabbing R) were 
manufactured, both with a different adhesive as in section IV. 
The specimens were loaded till failure at a load ratio of 
3.85/1. Strains are measured by strain gages and DIC. The 
results are compared with the previously obtained results for 
the standard layup, further referred to as tabbing N.  

C.Results 

TABLE I 

FAILURE LOAD AND AVERAGE FAILURE STRAIN (DICT AND 

STRAIN GAGES) FOR ALL SPECIMENS 
 

 Fx,failure 
Dict,avg 
εx,failure 

Dict,avg 
εy,failure 

SG,avg 

εx,failure 

SG,avg 

εy,failure 

 [kN] [%] [%] [%] [%] 

Milled 
Arms N 

44 2.09 -0.68 - - 

Adhesive A 
Tabbing N 

30.6 1.85 -0.66 1.82 - 

Adhesive A 
Tabbing R 

33.7 1.89 -0.58 1.87 - 

Adhesive E 
Tabbing N 

24.8 1.13 -0.47 - -0.41 

Adhesive E 
Tabbing R 

25.6 1.32 -0.40 1.39 - 

 

The failure loads of all specimen, shown in table 1, can be 
compared. For both adhesives, higher failure loads are 
obtained for specimens with tabbing R compared to specimens 
with tabbing N. Also for the failure strains in x direction, 
higher values are obtained with the reversed tabbing. Although 
the failure loads and the strains in the central gauge section of 
the specimen are closer to these obtained by the milled 
specimens, there is still a big difference between milled and 
tabbed specimens. 
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Fig. 12 Force in the x-direction versus strain in the x-direction. 
Specimen with tabbing R and adhesive A. 

 
As an additional investigation, the strains obtained by strain 

gages can be compared with the strains obtained by DIC. In 
table 1, one can already notice the good agreement between 
the two measuring methods for the average strain 
measurements. When we compare the separate strain 
measurements at the 5 strain gage locations (Fig. 12), we can 
observe that the results correspond well. For the specimen 
with reversed tabbing, slightly higher strains are present in the 
centre as near the edge of the central gauge section. This is a 
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good result considering that biaxial failure has to occur in the 
centre. It also points out the efficiently of the reversed tab 
layup, since with tabbing N εx was higher near the edge as in 
the centre of the biaxial zone. 

D. Discussion 

Using a reversed tabbing layup proves his benefit in higher 
failure loads and higher strains at failure. The tabs debond in a 
later stage in the loading process compared to the standard tab 
layup. This can be validated by DIC measurements. Also, the 
cracking sounds of debonding tabs are noticed at higher loads. 

VI.CONCLUSIONS 

The design of a suitable specimen for in-plane biaxial 
testing is not straightforward. Some conditions, like failure in 
the biaxially loaded central zone of the specimen, have to be 
fulfilled. A proper specimen with reduced central thickness 
and an adapted corner fillet radius was developed at the Vrije 
Universiteit Brussel.  

In order to optimise the specimen production method, 
results obtained on specimens produced by a milling method 
were compared with results obtained on specimens produced 
by using tabs. Problems occurred with the tabbing method in 
the form of debonding of the tabs. Consequently, lower failure 
loads were obtained and failure did not occur in the biaxially 
loaded central zone. Additional studies on the adhesion of the 
glue on the glassfibre epoxy laminate surface are necessary.  

In order to reduce strain concentrations which are present at 
the edges of the central gauge area, the use of a reversed 
tabbing layup was investigated. Interlaminar shear strains 
between the upper lamina of the central area( ±45°) and the 
lower lamina of the tab (0°) case εx strain concentrations. It 
was proved numerically and experimentally that these 
concentrations are reduced significantly by reversing the tab 
layup. Consequently, higher failure loads are obtained. 
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Turning Point Based Control of Pneumatic Artificial Muscles for Fatigue Testing
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Abstract— This paper introduces the idea of using pneu-
matic actuators based on Pneumatic Artificial Muscles for
applications such as fatigue testing. These muscles are most
commonly used for robotic applications. Since they have
some interesting advantages such as a high force-weight ra-
tio and low operating pressures (about 6 bar), their applica-
tion domain can be increased to the field of fatigue testing.
The only disadvantage here is their nonlinear behavior.
Time Waveform Replication (TWR) is commonly used as a
control strategy to impose a given force (or displacement)
target during fatigue testing. TWR belongs to the class of
(linear) Iterative Learning Control strategies, which in gen-
eral works well for systems with an approximately linear be-
havior. Larger errors occur when the nonlinear effects are
more pronounced. To correctly perform a fatigue test, how-
ever, only the so called turning points of the signal need to
be accurately controlled. Indeed, the controlled force sig-
nal should have the same turning points as the target sig-
nal; they do not have to be exactly equal to each other for
all time samples. This relaxation of the problem formula-
tion allows for an easy-to-implement control strategy based
on the on-off control of the pneumatic muscles. This will be
illustrated by means of experimental fatigue test results per-
formed on an airplane component, using an actuator based
on the Pneumatic Artificial Muscles. It will also be shown
to be possible to reduce the testing time significantly by con-
trolling the PAMs in this way.

Keywords— Turning Points, Fatigue Testing, Pneumatic
Artificial Muscles, ON/OFF control

I. INTRODUCTION

A. Standard Fatigue Testing of Airplane components

THE structural dynamics and life time expectancy of
airplane components are very important research

subjects. In this paper we consider the case study of
performing a fatigue test on a slat track of an Airbus
A320 airplane using Pneumatic Artificial Muscles (or
PAMs) as actuators. A slat track is the component of
the airplane that, together with the slat, enables the pi-
lots to increase/decrease the area of the wings during take-
off/landing. Figure 1 shows the whole mechanism: the
leading edge of the wing and the slat, connected through
the slat track, which is operated with a rack and pinion
combination and supported by 4 main rollers and side
rollers in the fixed wing and connected to the slat through
its linkage.

Fig. 1. The slat tracks of an A320

To quantify the fatigue life of slat tracks, extensive tests
are performed on a test rig. Because the fatigue strength of
slat tracks is very high, fatigue tests will typically take sev-
eral weeks. To reduce the amount of testing time, adapted
tools (for instance from the LMS TecWare software pack-
age) can be used [1]. In this paper, a procedure that is
standard practice in fatigue testing is used to perform this
task for the slat track fatigue test:
• A measurement of the operational load of the slat track
is recorded in-flight.
• The data is transformed into so-called rainflow cycles
(RFCs) [2].
• From the rainflow cycles, the cumulative damage is cal-
culated (for instance using the Basquin relations [3]).
• Then, all rainflow cycles that do not contribute signifi-
cantly to the total damage are eliminated.
• Finally, reduced time data are reconstructed from the fil-
tered rainflow cycles. This can be done either with [4] or
without [5] preservation of the time order of the original
signal.

The procedure presented above is a standard practice
in fatigue testing. The result is a set of so-called turning
points (TPs), which has a much smaller size than the orig-
inal load signal. Between two consecutive turning points
an interpolation is implemented to convert the digital series
of turning points into an analog input signal. This analog
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signal will be considered the target or reference trajectory
yr(t) and is shown in Figure 2.
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Fig. 2. Analog input signal extracted from the turning
point series for the slat tracks of an A320

Essentially these turning points are characteristics of the
measured signal that determine the damage done to the
structure when applying this signal. It is commonly ac-
cepted that any applied force signal having these turning
points as maxima (respectively minima), will result in the
same damage to the structure as the original measured
force. It is therefore very important that during testing the
turning points are reached with as much precision as pos-
sible.
The standard fatigue test of an Airbus A320 slat track is
performed on a hydraulic test rig, operating at a high pres-
sure and temperature. In this paper we will consider a test
setup based on Pneumatic Artificial Muscle actuators.

B. Concept of the Pneumatic Artificial Muscles

The Pneumatic Artificial Muscles, or PAMs, are gen-
erally applied in the field of robotics, to simulate human
muscle behavior. These muscles are lightweight actuators
that can apply several kN of pulling force, depending on
their size. It is therefor very interesting to use them as ac-
tuators in applications other than robotics.

Fig. 3. Design of the Fluidic Muscle DMSP by Festo AG
& Co.KG

Different types of PAMs exist, e.g. the second generation
Pleated Pneumatic Artificial Muscle (or PPAM), which
was developed at the department of Robotics and Multi-
body Dynamics at the Vrije Universiteit Brussel ([6]),
and the Fluidic Muscle DMSP developed by Festo AG &
Co.KG which is commercially available ([7]. The mus-
cle considered in this implementation is the commercially
available Festo DMSP (see Figure 3).
This actuator comes in different sizes and configurations.
The basic concept lies in the combination of an impervi-
ous, flexible hose and a covering of woven fibres as tensile
material in a rhomboidal mesh. This results in a three di-
mensional grid structure. The pressurized air flowing in-
wards changes the shape of the grid structure by expan-
sion, thus generating a tensile force in the axial direction.
The grid structure causes the muscle to shorten up as inter-
nal pressure is increased. This corresponds to a stroke of
approximately 25 percent of the initial unloaded length.

Fig. 4. Pulling force versus contraction of the DMSP40

Figure 4 shows the force-contraction relation of the PAM
which was used during this research. At low contractions
the allowed force is restricted to protect the pressed end fit-
tings from damage. The force-contraction relation shown
is that of a DMSP40 (this means that the contractible mem-
brane’s inner diameter is 40 mm) which has a total nominal
length of 30 cm and weighs less than 0.800 kg. It can exert
up to 1500N of pulling force at a pressure of only 6 bar.
The muscle can only exert pulling forces, due to its de-
sign principle explained above. This has to be taken into
account when designing a test setup.

C. Controlling the fatigue test

Most often an algorithm called Time Waveform Repli-
cation (or TWR) is applied in fatigue testing. This algo-
rithm, however, does not always result in the desired ac-
curacy. Especially when the controlled actuator exhibits a
nonlinear behavior such as e.g. the behavior of the PAM,
it is possible that the algorithm converges before reaching
the desired accuracy. This paper will therefore introduce
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a new algorithm, based on an on/off control of the pneu-
matic muscle, that provides better results. In Section II
the setup using a PAM as actuator will be described which
is used to perform a fatigue test on a slat track of an Air-
bus A320 airplane. This setup will be used to compare the
different control methods with respect to accuracy and ap-
plication speed of the designed force signal. Section III
gives a short introduction to TWR and presents our new
method, . Section IV compares the experimental results
of these algorithms performed on the setup described in
Section II. All conclusions will be summarized in the last
section.

II. TEST SETUP

Fig. 5. Fatigue test setup for the slat tracks of an A320
using an hydraulic actuator

To perform fatigue tests on a slat track a hydraulic test
rig is commonly used (see Figure 5). This setup is now
adjusted slightly by replacing the hydraulic actuator by a
PAM. The result is shown in Figure 6. To compare the
introduced A2TWR algorithm to the classical TWR algo-

Fig. 6. Fatigue test setup for the slat tracks of an A320
using a PAM as actuator

rithm this altered setup is considered in both cases. The
specimen under test is an A320 slat track which is clamped
at an angle consistent with the slat setting during take-
off/landing. The control signal is sent to the proportional
valve which is actuated in an on/off fashion and connected
to the pneumatic muscle which actuates the slat track at the
end point. The resulting forces are measured and stored.
For this setup the original rack and pinion, and the origi-
nal side and main rollers are used to obtain a reliable result.

III. THE CONTROL ALGORITHM

A. The TWR updating rule

Iterative learning control (ILC) is based on the notion
that the performance of a system that executes the same
task multiple times can be improved by learning from pre-
vious executions (trials, iterations, passes).The objective
of ILC is to improve performance by incorporating error
information into the control for subsequent iterations. In
doing so, high performance can be achieved with low tran-
sient tracking error despite large model uncertainty and
repeating disturbances. Since fatigue testing applies the
same reference trajectory (the analog signal resulting from
the turning points of a single flight) for hundreds of thou-
sands of times, a single trajectory can be considered to be
one period of a periodic signal.
Several good surveys on ILC are available ([8], [9], and
[10]).

Assuming a linear model P̂ is available for the unknown
system P − this can be a nonparametric model (for exam-
ple a measured FRF matrix) or a parametric model (for
example an experimentally identified state space model)
− a widely used ILC algorithm in the frequency domain is
given by

U j+1(k) = U j(k)+ P̂−1(k)E j(k) (1)

where j is the iteration index,U j(k) is the control input
and Yj(k) is the measured output. The error is defined
as E j(k) = Yr(k)−Yj(k) and U0(k) = P̂−1(k)(Yr(k)), with
Yr(k) the reference trajectory. As mentioned al signals are
considered in the frequency domain. To guarantee conver-
gence a relaxation factor λ can be introduced, with a value
0 < λ≤ 1.

U j+1(k) = U j(k)+λP̂−1(k)E j(k) (2)

This update law is called Time Waveform Replication. It
is the solution for tracking a periodic signal currently ap-
plied in the industry. Figure 7 shows the flow chart of the
TWR algorithm.
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Fig. 7. Flow chart of the TWR algorithm

B. The On/Off Control algorithm

Since only the turning points are significant in determin-
ing the damage done to the structure, it is not necessary to
control the entire analog target signal (as is the case with
the TWR algorithm). It is therefore quite logical to control
the setup in an on/off fashion. Two ways of on/off control
are possible:

• The controlled input signal is a block wave with con-
stant time intervals and varying amplitudes. This means
that the time during which the valve is opened is a constant
for each block and equal to the time the valve is closed. To
control the magnitude of the output signal the amplitude of
the blocks wave is adapted. Figure 8 illustrates this princi-
ple on a simple targetsignal. The limitations for this strat-
egy are the fact that the input signal is a pressure signal,
which means it should not exceed the maximum working
pressure of the pneumatic muscles and it can never become
negative.

• The controlled input signal is a block wave with con-
stant amplitudes and varying time intervals. This means
that we start with a block wave with maximum amplitude
and adapt the opening and closing times of the valve to
achieve the correct control. It is very important to start
with a relatively small period of the input signal to avoid
overshooting the turning points and thus overdamaging the
specimen under test. Figure 9 illustrates this principle on
our simple exemplary target signal.
It should be noted that the principle of on-off control is fea-
sible because the pneumatic muscle have a first order dy-
namic behavior. If this was not the case, overshoots would
be possible and therefore damage to the actuator or setup.
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Fig. 8. Illustration of the variable amplitude approach on
a simple example
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Fig. 9. Illustration of the variable time approach on a sim-
ple example

By comparing Figures 8 and 9 it can be seen that the
second approach gives a similar result to the first one, but
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with a smaller period. In other words, the seconds method
allows us to perform the same fatigue test faster than the
first method. For this reason we chose to implement this
method and test it on the test setup of Section II.

IV. EXPERIMENTAL RESULTS

In this section both the classical TWR and the newly
introduced on-off control will be applied to the setup of
Section II. Taking into consideration that only the turning
points need to be controlled to perform an accurate fatigue
test, the accuracy of the proposed algorithms is checked by
looking at the so-called “turning point” errors. The turn-
ing point errors are defined as the deviations of the turn-
ing points of the measured force signal with respect to the
turning points of the desired signal. Two types of errors are
considered: the rms value of the turning point errors (the
2-norm, ‖‖2) and the maximum turning point error occur-
ring (‖‖∞).

Fig. 10. Turning point errors for the classical TWR algo-
rithm for different application speeds

Figure 10 gives the 2-norm and infinity norm turning point
error of the classical TWR algorithm for different applica-
tion speeds. With this control strategy it was impossible
to apply the signal with a period of less than 7 seconds,
due to convergence problems. When applying the on-off
algorithm the resulting period is T = 2.48s and the turn-
ing point errors are ‖‖2= 0.47kN and ‖‖∞= 0.18kN. The
magnitude of these errors are consistent with the errors for
the classical TWR algorithm, but with a period of 9s for
the 2-norm error and 10s for the infinity norm error. The
new algorithm therefore enables us to reduce testing time
with a factor four.

The resulting forces applied to the slat track are shown in
Figure 11 together with the turning points to give an idea
of the magnitude of these turning point errors.

V. CONCLUSIONS

In this paper we discussed the use of Pneumatic Artifi-
cial Muscles as actuators for performing a fatigue test on
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Fig. 11. Desired turning points and forces applied to the
slat track using the on-off algorithm

an A320 slat track. A pneumatically driven setup based on
the commonly used hydraulic setup was presented as well
as an on-off type of control as the control strategy for this
setup. Experiments were performed comparing the turning
point errors of both the classical TWR algorithm and this
introduced on-off control. These experiments have shown
that the classical TWR control method has a minimum pe-
riod of 7s to perform a single fatigue test cycle. To achieve
acceptable turning point errors this periods should even be
9s. The on-off algorithm does however enable us to per-
form a fatigue test faster with the same accuracy as the
classical TWR algorithm. In this case a period of only
2.47s is erequired.We can therefore conclude that the pro-
posed control strategy delivers a very good speed up of the
testing process.
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Abstract: To use laminated glass as a structural building 
material, a better understanding of its mechanical properties is 
necessary. The Laboratory for Research on Structural Models is 
performing experimental tests and numerical simulations to gain 
a better insight into the influence of the viscoelastic interlayer 
(PVB and SG) on the mechanical behaviour of glass laminates. 
Among others, the study determines the resistance taking the 
time- and temperature dependent behaviour of the laminate into 
account. 

For this research, an optimised torsion test set-up has been 
built based on numerical simulations with different support 
types. Also three-point bending tests are being performed in a 
climatic chamber in which temperature and humidity are 
controlled. Further comparison of these test results at different 
temperatures should produce a complete image of the stiffness of 
laminated glass, which could be used as a basis for safe but 
economic design recommendations for laminated glass 
components. 

Keywords:  Viscoelasticity, Laminated glass, Experimental 
 

INTRODUCTION 

Since the early 90’s of the previous century, the traditional 
building material glass has gradually been given an extra 
function. After serving for many centuries as a transparent 
infill panel for openings in buildings, it was discovered that 
this brittle material was strong enough to carry a significant 
load. By transferring important building loads through glass 
elements - to fulfil the increasing architectural wish for 
transparency - the concept of Structural glass was born. 

LAMINATED GLASS 

The most applied technique to increase the post-failure 
behaviour of the brittle glass is to laminate multiple glass 
sheets together with a soft interlayer material. This way, some 
plasticity is added to the component. In case of an impact on 
the element, the interlayer can partially absorb the impact 
energy, which will hopefully limit failure to only one glass 
sheet. Additionally, the glass fragments remain attached to the 
interlayer, so the probability that people get injured is 
drastically reduced. 

The lamination technique is derived from the automotive 
sector, where the window shield needs to keep its integrity 
during a car crash. For this, generally glass/Polyvinyl Butyral 
(PVB) laminates are used. Because this PVB interlayer is 
relatively soft, it is not ideal for structural glass, because here 
usually, the laminate must be as stiff as possible to restrict the 
deflections. For this reason, DuPont de Nemours developed an 
improved ionomer interlayer material: SentryGlas®, or shortly 
SG (formerly known as SentryGlas® Plus, or briefly SGP). 

EXPERIMENTAL PROGRAMME 

This SG is a visco-elastic material, which means that the 
material properties vary in function of the loading duration 
and the temperature. Because these properties have a large 
influence on the strength and stiffness of the laminated 
product, it is important to have a good insight in this complex 
behaviour. Consequently, the Laboratory for Research on 
Structural Models executed an experimental programme. 

In this, three point bending tests are complemented with 
torsion tests at different temperatures between 5°C and 65°C. 
The loading durations varied between two days and multiple 
weeks. 

 

 

Fig. 1. Basic principle of the test programme. 

To incorporate the influence of the lamination process - a 
cycle of high temperatures and high pressures – on the SG 
material properties, all tests are performed on glass/SG 
laminates. This way, the tested material has an identical 
history as in reality. 

THREE-POINT BENDING TESTS 

Three-point bending tests are relative simple tests to define 
the bending stiffness of a material. For the multi-layered 
glass/SP laminates, test series are executed about the weak 
axis (largest influence of interlayer properties). To avoid the 
influence of the self-weight of the test specimens, they are 
placed vertically on two supports while the force is introduced 
horizontally, as illustrated in Figure 2. 
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Fig. 2. Large three-point bending test setup.

Because the length of the span between the supports
determines the test accuracy, tests are executed on 
and 3 m long test specimens. The changing accuracy between 
these two similar test series is caused by a
proportional behaviour of the laminate to an identical change 
in the properties of the interlayer material.
in Figure 3, representing the relative bending stiffness 
theoretical stiffness in proportion to the stiffness o
monolithic glass plate – in function of the material properties 
of the interlayer, independent of the type of interlayer 
material. 

 

Fig. 3. Relative bending stiffness of the test specimens in 
function of the shear modulus of the interlayer.

TORSION TESTS 

To check if the derived material properties are applicable 
for different loading conditions, also torsion tests are executed 
simultaneously. With this, it is possible to compare two 
different stress distributions and to verify the existing theories 
to calculate the bending and torsion stiffnesses.

The torsion test setup for this test programme 
Figure 4) is mainly based on the setup used by Kasper [
Hereby, the test specimen is clamped between a fixed support 
and a rotating support. The applied torsion 
introduced as a concentrated force on a lever arm with a fixed 
length. 

span = 
2950mm 

span = 
1050mm 

 

point bending test setup. 

span between the supports 
test accuracy, tests are executed on both 1.1 m 

test specimens. The changing accuracy between 
these two similar test series is caused by a different 
proportional behaviour of the laminate to an identical change 
in the properties of the interlayer material. This is illustrated 
in Figure 3, representing the relative bending stiffness – the 
theoretical stiffness in proportion to the stiffness of a 

in function of the material properties 
, independent of the type of interlayer 

 

Relative bending stiffness of the test specimens in 
function of the shear modulus of the interlayer. 

To check if the derived material properties are applicable 
torsion tests are executed 

simultaneously. With this, it is possible to compare two 
different stress distributions and to verify the existing theories 

ulate the bending and torsion stiffnesses. 
torsion test setup for this test programme (shown in 

is mainly based on the setup used by Kasper [1]. 
Hereby, the test specimen is clamped between a fixed support 

torsion moment is 
introduced as a concentrated force on a lever arm with a fixed 

Fig. 4. Torsion test setup.

EXPERIMENTAL PROCEEDI

All tree test setups were built up in a closed chamber with 
controlled temperature and air
control always started at least 60 hours before the beginning 
of the first test. This ensured the right temperature of the 
interlayer for each test. 

To investigate the influence of different kinds of 
progressions, both creep as relaxation tests were executed. For 
this, respectively a constant load 
or a constant deformation was applied to the test specimen.

DISCUSSION

A thorough comparison between the torsion and bending 
results, complemented with an extensive FEM analyse, should 
result in a safe and applicable material
interlayer. With this, also other loading conditions than pure 
torsion or three-point bending should be examined. This way, 
it can be verified if these two simplified loading conditions 
are appropriate for a full expe
interlayer materials. 
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Abstract: The simulation of a resin flow through a porous 

medium by FE-models has become a very important aspect for 

the design of a high-performance RTM produced composite part. 

The key parameters to perform RTM flow simulations are the 

permeability values of the fibre reinforcement. The measurement 

of this material parameter is still not standardized and many 

different set-ups have been proposed. This paper presents an 

inverse method, or a so-called mixed numerical/experimental 

technique, for the identification of the permeability values. In this 

iterative inverse technique an experimental observation on a 

highly automated central injection rig, called “PIERS set-up” 

(Permeability Identification using Electrical Resistance Sensors), 

is compared with a computed observation using a numerical 

model that simulates exactly the same experiment. In this model 

the permeability values will appear as parameters which will be 

iteratively tuned in such a way that the computed observation 

matches the experiment. The inverse method with the PIERS set-

up allows a fast and accurate identification of the permeabilities. 

Moreover, this article presents a solid test specimen, produced 

with a stereolithography technique, which can be used as a 

reference sample for calibration and comparison of permeability 

measurement set-ups and for validation of numerical 

permeability computation software. 

Keywords:  permeability, Fabrics/textiles, Numerical analysis, 

Resin transfer moulding (RTM) 

 

I.INTRODUCTION 

The science and technology of composite materials has 

generated a large number of processes by which components 

can be manufactured. Interest in the Resin Transfer Moulding 

(RTM) production technique has risen significantly over the 

past few years, due to increased demands with respect to finish 

quality, production volumes, cycle times and environmental 

impact. 

In RTM, the fibre reinforcement is initially dry and is often 

assembled outside the mould, as a preform in the shape of the 

finished part. After the mould is closed with a dry fibre 

preform inside, a liquid resin is injected, which polymerizes to 

yield a rigid composite. The driving force for the flow of the 

resin is a pressure difference. One of the key issues in RTM 

process design for a good impregnation is accurate knowledge 

of the flow behaviour of the resin through the reinforcement. 

Although it is often feasible to find a reasonable injection 

strategy by trial and error, this method is risky and costly, 

especially if expensive moulds need to be manufactured, or 

when the material costs are very high.  

Therefore flow simulation software has been developed, 

which assists the designer in the development of a new mould 

design [1, 2]. Through injection simulations performed on a 

computer, the problem areas in a mould can be identified and 

the mould layout, i.e. the positions of resin injection points 

and air vents, as well as the injection strategy, can be adapted 

accordingly [2, 3]. Moreover, the software can assist the 

designer in optimizing the injection process in order to obtain 

a robust production process with the shortest possible cycle 

time [4].  

However, these simulation codes need reliable input data 

like mould geometry, fluid viscosity, reinforcement porosity 

and reinforcement permeability. The permeability of a porous 

medium is a material parameter, which may be described as 

“the ease with which a fluid flows through the reinforcement” 

[5] and is expressed by a symmetrical tensor [6, 7]. 

Measurement of the permeability is not yet standardized, and 

many different set-ups have been proposed. Moreover, the 

measurements are very sensitive to various factors and hence 

prone to error [4]. 

 

This article describes a new method for the identification of 

the in-plane permeability tensor. The proposed inverse method 

is a so-called mixed numerical/experimental technique 

(MNET) for material property identification. MNETs have 

been previously used at dept. MeMC, e.g., for determining 

anisotropic thin plate rigidities and in a non-destructive 

procedure for identification of stiffness [8] and damping 

properties [9] of orthotropic materials (Resonalyser). The 

principle of the MNET is to compare experimental 

observations from a test set-up with computed values from a 

numerical model which simulates the experiment. In this 

numerical model the permeability values will appear as 

parameters which will be iteratively tuned in such a way that 

the computed observation matches the experiment [10]. The 

relevant experimental data is obtained via the highly 

automated “PIERS” (Permeability Identification using 

Electrical Resistance Sensors) central injection rig and the 

numerical model is, in fact, a customized finite element model 

of the experiment.  

 

This paper also presents a textile-like solid specimen that is 

produced with a stereolithography technique. It is designed as 

a reference for calibration and comparison of permeability 

measurement set-ups and for validation of numerical 

permeability computation software [11, 12]. 

 

Note that this paper actually only briefly discusses the 

MNET for permeability identification and the reference 

material. For more detailed information, the reader is referred 

to [10] and [11, 12] respectively, on which this paper is based. 
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II.THE MIXED NUMERICAL/EXPERIMENTAL TECHNIQUE 

(MNET) FOR PERMEABILITY IDENTIFICATION 

A summary of the mixed numerical/experimental technique 

is given by the following flow chart (Fig. 1): 

 

 

Fig.1. The inverse method. 

 

In a two-dimensional central injection experiment the flow 

front arrival times at a number of precisely known positions 

are recorded. On the other hand, there is a numerical model 

that simulates exactly the same experiment. In this model the 

permeability values will appear as parameters and the results 

are compared with those of the actual experiment. In general 

there will be a discrepancy between the two results. The 

parameters of the numerical model are then updated and the 

simulation is run again. The results are compared with the 

measurements, and if the agreement is not yet sufficient, the 

model parameters are updated again and the simulation is 

repeated. This iterative solving process is continued until 

satisfying agreement between experiment and simulation is 

reached. The parameter values that were used in the last 

simulation are taken as the permeability values of the object 

under study. 

A.Experimental Part (PIERS set-up) 

The experimental part of the proposed MNET is represented 

by the PIERS set-up. This set-up (Fig. 2) was described in 

detail elsewhere [13, 14]. As shown in Fig. 2, the mould cavity 

in the set-up consists of two so-called sensor plates (300 mm x 
300 mm). These steel plates each hold 60 electrical sensors 

which are positioned on radial lines, every 30°. Each radial 

line has five sensors, at 25, 55, 85, 115 and 145 mm from the 

centre of the plate (Fig. 3). 

The sensor plates are built into a hydraulic press which lifts 

the lower sensor plate and spacers (Fig. 4) until the spacers 

contact the upper sensor plate. The four spacing rods are 

specifically developed to assure the correct cavity height 

between the two sensor plates for the placement of the 

reinforcement. After placing the reinforcement and closing the 

mould, the test fluid can be injected. This is done centrally in 

the reinforcement through a hole of Ø 6 mm in the middle of 

the lower sensor plate. As the flow front propagates through 

the reinforcement, the fluid will make contact with the 

electrical sensors. Since a somewhat electrically conductive 

fluid (corn syrup) is used, the wetting of these DC-resistance 

sensors will be observable as a sudden decrease of the sensor’s 

resistance. This decrease is recorded by a PC equipped with a 

data acquisition system and stored as an arrival time for that 

sensor. Major advantages of the PIERS set-up are its high 

bending stiffness and high testing rate. Five to ten experiments 

per hour can easily be achieved, which is tenfold the testing 

rate of many traditional set-ups [14]. 

 

 
 

Fig. 2. The PIERS set-up. 

 

 
Fig. 3. Sensor plate. 

 

 
 

Fig. 4. The set-up with the spacers. 

 

B.The numerical model 

The impregnation of a fibrous reinforcement, as occurring 

during the experiment, is usually modelled as a flow through 
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porous media. It is governed by Darcy’s law, i.e., the fluid 

velocity vector u is proportional to the pressure gradient 

 p
µ

∇−=
K

u  (1) 

where K is the permeability tensor (m
2
), p the resin pressure 

(Pa), and µ the fluid viscosity (Pa s) assumed constant for a 

Newtonian resin. Combining Eq. (1) with the continuity 

equation for incompressible flow, 0=⋅∇ u , gives an 

elliptical partial differential equation for the pressure field 

 0p
µ

=







∇⋅∇

K
. (2) 

In order to solve this equation, boundary conditions must be 

specified. In this case, Dirichlet boundary conditions are 

applicable: a given injection pressure on the circumference of 

the inlet orifice, which is stationary, and ambient pressure at 

the fluid front, which moves along with the fluid until it 

reaches the edge of the fabric. 

It should be noted that Darcy’s law was observed for the 

steady flow in a porous medium. Inside the saturated part of 

the mould and for relatively small time steps, it is reasonable 

to approximate the transient impregnation process by a 

succession of quasi-steady states satisfying Darcy’s law. At 

each time step, Eq. (2) is solved to obtain the pressure field. 

From this, the flow rates across each segment of the boundary 

can be computed by Eq. (1). The flow velocity, multiplied by 

the time increment ∆t, is used to update the position of the 

resin front, resulting in a new domain over which to calculate 

the pressure distribution for the next time step. 

 

The numerical model has been entirely programmed in a 

MATLAB
©
 environment. A finite element formulation using 

linear elements has been chosen [15] (Fig. 5). 

 

 
Fig. 5. The wetted part of the mould cavity is subdivided 

into a finite number of triangles. 

 

The numerical model has been validated with an analytical 

solution for an injection into isotropic material. It was 

observed that the simulated arrival times converge to the 

analytical times if the mesh is refined. For the last sensors, the 

relative error decreases underneath 0,1% without significantly 

jeopardizing the inverse method’s speed. 

C.The optimization algorithm 

In general for any optimization procedure, starting from 

some initial parameter value(s), a possibly improved set of 

parameters is generated, and this process is repeated until it is 

decided that the process has converged (Fig. 1). So there are 

three basic steps in the optimization algorithm: 

1)Selection of the starting values 

Before beginning the optimization procedure it is necessary 

to generate starting values. In practice the convergence region 

of most optimization methods is limited; if the starting values 

are selected outside this region, the method will not converge 

to the desired optimum. Even if there is convergence, the final 

result can depend upon the starting values if the cost function 

has local minima. 

The starting permeabilities along the principal axes are 

calculated via an analytical approximation of the injection 

[16–18]. This approach was initially used in the previous 

software program for permeability identification, called 

“PMPI” (porous media permeability identification) [14]. Its 

main limitation is that only data from sensors which are 

reached before the flow front reaches an edge of the 

reinforcement can be used because the analytical 

approximation assumes an infinitely large reinforcement 

geometry. This forms a significant drawback when the 

anisotropy (ratio of the principal permeability values) of the 

reinforcement is high and will be further elaborated in Section 

D. Nonetheless, the analytical approximation provides a good 

estimation of the permeability values. The starting value for 

the rotation angle is provided by visual evaluation of the 

experiment. 

2)Generation of an improved set of parameters 

The generation of the improved set of parameters is the 

kernel of the optimization algorithm. Several different 

techniques are possible. Here, the method of Levenberg–

Marquardt is used [19, 20]. This is a combination of the 

Gauss–Newton method and the gradient method. New 

parameter updates are generated using the formula 

 
( ) ( ) ( )( ) ( ) ( )( )jexpTj1jTjj

TTJIJJδ −λ+=
−

 (3) 

with which the updated permeability vector can be 

calculated using the formula: 

 
( ) ( ) ( )jj1j δKK +=+

 (4) 

where: 

K is the permeability column; 
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λ is a damping parameter, 
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 is the column containing the flow front arrival times at 

515



the sensors of the PIERS set-up, 

T
(j)

 is the column containing the calculated flow front arrival  

times at the sensor locations, 

J is the Jacobian matrix; 
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and n denotes the number of activated sensors and Ti the 

arrival time of the sensor i (with: i=1, …, n). 

 

The evaluation of this Jacobian matrix, is a delicate issue. 

The partial derivatives of the numerical model with respect to 

the permeabilities ( )yyxyxx ,, KTKTKT ∂∂∂∂∂∂  can be 

approximated using backward, centred or forward differences. 

The forward and backward finite difference approaches 

require less additional FE-analyses than the centred 

differences approach because the response ( )KTi  is anyhow 

known. Backward differences will be used in this procedure. 

So, the sensitivity coefficients, for a sensor i, are defined by: 

 
( )

j

jjii

j

i
),()(

K

KKKTKT

K

KT

∆

∆−−
≅

∂

∂
 (3) 

where Ti(K) is the ith response of the FE-model for a given 

parameter set in which parameter Kj has a slightly modified 

value. ∆Kj is the considered perturbation of the jth parameter 

and K is the entire set of permeabilities. 

Note that the Jacobian matrix needs to be calculated in 

every iteration step of the MNET. These calculations are not 

prohibitively time consuming due to the speed of the 

numerical model and the limited number of parameters. 

Furthermore, it appeared to be advisable to systematically 

normalize the Jacobian matrix. 

3)The halting criterion 

The iteration loop of the optimization method is halted when 

the halting criterion is met. There are a number of ways of 

choosing this criterion. The halting criterion programmed in 

the presented optimization algorithm is based on the 

evaluation of a least-squares formulation of the difference 

between the experimental and the numerical flow front arrival 

times. More specifically, the iteration loop is halted when 

there is no longer a significant decrease of the least-squares 

cost function with further iteration. 

D.Discussion 

Before the discussed inverse method was developed, the 

PIERS measurement data was processed via a commonly used 

analytical approximation of the injection, as was proposed by 

Adams and Rebenfeld [16-18]. However, since it assumes the 

preform to be infinite in extent, the measurement has to be 

aborted once an edge of the reinforcement is reached (Figure 

6a). Thus, sensors which are to be reached after the flow 

profile began to be affected by the edge of the reinforcement 

are rendered useless. The amount of unusable sensors, 

evidently, depends vastly on the degree of anisotropy of the 

fibre reinforcement. 

 

Since the finite element model (of the presented inverse 

method) changes the boundary conditions appropriately when 

the fluid front reaches an edge of the reinforcement, the 

experiment can usefully continue until all sensors are reached 

(Figure 6b). Hence, the full array of 120 sensors can be used 

in every identification process allowing for a more accurate 

determination of the entire permeability tensor. 

 

 
 

(a) 

 

 
 

(b) 
 

Fig. 6. The heart of the PIERS set-up with the fibre 

reinforcement and centrally injected fluid. The 60 sensors of 

the lower mould half are marked. 

 

As a direct result of using a greater number of sensors, the 

data processing scheme is more robust: if one sensor registers 

a deviant measurement, this will have a smaller influence on 

the final outcome of the calculation. In this context, it is worth 

noting that not all sensors contribute equally to the 

determination of the permeability tensor: data is weighted by 

reliability, and sensors in the direction of a principal 

component of the tensor contribute mostly to that component. 

In the experiments, it is observed that arrival times at sensors 

near the inlet are less reliable. Sensors further from the inlet 

already measure an average over a greater amount of time and 
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material, so that the variability of those results is inherently 

lower. Thus the ability of the inverse method to use all of the 

available sensor data is especially significant in the direction 

of the smaller permeability, where fewer sensors are reached 

in time to be used in the analytical approach. 

III.THE STEREOLITHOGRAPHY (SL) REFERENCE MATERIAL 

Permeability values often cause problems because there are 

no standardized methods for permeability measurements. 

Moreover, the measurements are very sensitive to various 

factors and large scatter in the identified permeability values is 

usually observed [14]. Such scatter is not surprising, since the 

permeability is affected by details of the geometry of the 

porous medium, which are highly variable for typical 

reinforcements. As the test specimen usually consists of a 

stack of layers, and each individual layer and the interface 

between layers allow a mixture of micro (filament level) and 

macro (fibre bundle level) flows, the variability is possibly 

created by [12]: 

• nesting of the layers; 

• mixture of micro and macro flows;  

• (non-uniform) shearing, stretching and compression 

of the textile layers;  

• production variability and sampling procedure in the 

textile production;  

• saturated and non-saturated fluid flow.  

  

Testing of a series of textile specimens therefore yields a 

statistical distribution of permeability values instead of 

deterministic values. The test rig itself also contributes to a 

broader distribution of identified permeability values due to 

errors on the pressure measurement, fluid viscosity values, 

limited mould cavity stiffness, boundary race effects and fluid 

velocity measurement. In practice, these sources of scatter will 

act simultaneously, making it difficult to distinguish the 

possible contributions. The maximum permeability value can 

easily be fourfold the minimum value, and relative standard 

deviations of 30% are common. Measured values obtained in 

different labs can differ even more (by a factor of 10). These 

issues are a problem for the calibration of test rigs and for 

comparison of results from different test rigs. Moreover, it 

presents a difficulty when numerical flow simulation software, 

for the numerical prediction of the permeability, is to be 

experimentally validated. 

Therefore, we developed a solid test specimen that can be 

used as a reference sample (Fig. 7) [11, 12]. This object was 

produced with a stereolithography (SL) production technique. 

The additive nature of the SL process allows the production of 

a structure with specific and complex internal features so that 

a kind of ‘‘artificial” reinforcement can be created in which 

the fluid flow path is curved much as it would be in 

conventional textiles. Moreover, this production technique 

enabled a design which, while it resembles typical 

reinforcements in important respects, avoids all of the 

aforementioned sources of variability, inherent to real textiles, 

and various modelling issues of the flow simulation software. 

Since the permeability properties of the specimen do not vary 

from test to test, an excellent repeatability of the experiments 

is expected; any discrepancy between different measurements 

will be attributed to the set-up and data processing. 

As a result, this SL specimen can be used as a reference 

sample for calibration of test rigs and for comparison of 

results from different test rigs. Additionally, the SL sample has 

a simple unit cell (Fig. 8 & 9), with accurately known 

geometry, which allows a correct and complete specification 

of the geometry in numerical permeability prediction software, 

allowing greater confidence in the experimental validation of 

such simulation programs than could be obtained with the 

various textiles used in previous validation efforts [21–23]. 

A SL specimen was produced for the 2D central injection 

rig, called “PIERS set-up”. Such specimen could be used for 

1D experiments as well and the structure can be easily adapted 

for through the thickness experiments and possible extra 

requirements of other test rigs to be used. 

A tolerance of 0.1mm can be easily obtained on all the 

dimensions. The same tolerances were found on subsequently 

produced specimens, confirming that the stereolithography 

manufacturing process offers the repeatability and precise 

control of geometry required for a standard reference 

specimen. 

The newly designed resin additionally allows a rigid 

structure, with a very good surface quality and a wear 

resistance, which can be cleaned with water.  

 

In [12], the first permeability measurements of the textile-

like solid reference samples are presented. The measurement 

data was processed using the presented inverse method and the 

analytical approach, which was used before. Given the 

reference specimens’ unique features, hitherto unproven 

differences in the effectiveness between both data processing 

schemes could be demonstrated. The variability of results 

from the inverse method, using the finite element model, is 

lower than with the analytical approach. This is primarily 

attributed to the fact that the finite element model continues to 

be valid after the fluid front reaches the edge of the specimen, 

so that all of the available sensor data can contribute to the 

comparison between calculation and experiment. 

Also, the experimental results are shown to be in good 

agreement with the values predicted using numerical 

permeability computation software. 

 

On a final note, a project is initiated to perform a round-

robin study between different research institutes. SL 

specimens will be sent to the participating partners such that 

results of permeability measurements can be compared on an 

objective basis. 

 

 
 

Fig. 7. A stereolithography test specimen. 
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Fig. 8. Unit cell with outer dimensions 6 x 3 x 3 mm. 

 

 
 

Fig. 9. CAD drawing of 16 joined unit cells. 

 

IV.CONCLUSIONS 

A mixed numerical/experimental technique for the 

identification of the full in-plane permeability tensor is 

proposed. The technique is based on an existing central 

injection rig and an inverse method, adjusting the parameters 

in a finite element model of the experiment to optimize the 

agreement between measured and calculated flow front arrival 

times. A least-squares formulation of the difference between 

the experimental and the numerical flow front arrival times is 

used, along with a Levenberg–Marquardt optimization 

algorithm. The full array of 120 sensors can be used in every 

identification process because the finite element model, in 

contrast to an analytical approximation, is more versatile and 

allows the advantages of the inverse approach to be used to 

the fullest. 

This paper also presented a reference material that is 

produced with a stereolithography technique. On the one hand 

it resembles typical reinforcements in important respects. But, 

on the other hand, it avoids the sources of scatter, inherent to 

real textiles, in the experiments and various modelling issues 

of the flow simulation software. Consequently, the specimen 

allows isolating the variability arising from measurement 

techniques per se and an objective comparison of the 

techniques. Moreover, it allows greater confidence in the 

experimental validation of simulation programs than could be 

obtained with the various textiles used in previous validation 

efforts. 
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Abstract: Fluidised beds are widely used in industrial 
applications, for example the coating of particles. Most of the 
research done on this process concerns the modelling of the 
hydrodynamics and the mechanics of the three-phase system 
(solid, gas and liquid) in a fluidised bed reactor, but little 
research has been performed on developing a quality model of the 
coating process. A quality model should be able to predict the 
quality of the process in terms of coating thickness and 
uniformity and the occurrence of unwanted side-effects, including 
agglomeration, attrition and spray loss. Therefore, a new quality 
model was developed for the coating process in a top-spray 
fluidised bed. The first step in the development of  the new model 
was the creation of an accurate spray model that describes the 
movement and the heat and mass transfer of the droplets in the 
coating process. As a first, qualitative, step in the identification of 
the spray model, a sensitivity analysis was carried out to verify to 
impact of different input variables on the output variables of the 
model. 

 

Keywords: sensitivity analysis, droplet evaporation, three-phase 
system 

 

I.INTRODUCTION 

Fluidised beds are widely used in industrial applications, 
with applications in the coating of particles. In the process of 
top spray coating, particles are fluidised by heated air that is 
coming from the bottom of the reactor. A nozzle placed above 
the fluidised bed sprays coating material towards the particles 
in the form of small droplets (Fig.1). While travelling through 
the bed, the particles and the droplets exchange heat and 
moisture with each other, with the air and with the reactor 
wall.  
 

 

Fig. 1. Fluidised bed coating reactor. 

Most of the research done on fluidised beds concerns the 
modelling of the hydrodynamics and the mechanics of the 
three-phase system (solid, gas and liquid) in a fluidised bed 
reactor, but little research has been performed on developing a 
quality model of the coating process. A quality model has to 

be able to predict the quality of the process in terms of coating 
thickness and uniformity and the occurrence of unwanted side-
effects, including agglomeration, attrition and spray loss. The 
first step in the development of  the new quality model is the 
creation of an accurate spray model that describes the 
movement and the heat and mass transfer of the droplets in a 
countercurrent airflow. The aim of this paper is to present a 
sensitivity analysis of the spray model to verify the impact of 
the different input variables on the output variables of the 
system. 

II.NOMENCLATURE 

ACV     Number of axial control volumes 
CV       Control volume 
Ddr       Mean diameter droplets at nozzle (µm) 
GRN(P)   Translation factor for a negative (positive) perturbation    
            with respect to the general reference value 
MLN      Mass flow liquid at the nozzle  (l/min) 
R          Radial Distance (relative to the central axis) 
RCV     Number of radial control volumes 
SRN(P)    Translation factor for a negative (positive) perturbation    
             with respect to the second reference value 
Tdr        Temperature of the water droplets (K)  
Tin        Temperature inlet air (K) 
TLN       Temperature liquid at the nozzle (K) 
Tout           Temperature outlet air (K) 
VIA        Velocity inlet air at the bottom (m/s) 
Xin        Absolute humidity inlet air (kg/kg) 
Xout       Absolute humidity outlet air (kg/kg) 
Z          Height (relative to the bottom of the reactor) 
ZN         Height of  nozzle (relative to the bottom of the reactor) 

III.M ODEL DESCRIPTION 

A.Reactor 

The reactor, in which the droplets move, was modelled as a 
2D axisymmetric volume which is divided in cylindrical shell 
control volumes. Thermodynamic behaviour (heat and mass 
transfer) of the gasphase, the walls and the droplets in the 
reactor was described by the equations given by Ronsse et al. 
[1]. A graphical representation of the division of the reactor in 
cylindrical shell control volumes can be found in Fig.2. 

B.Droplets 

The droplets are assumed to move freely in the reactor and 
are characterised by temperature, velocity and diameter. They 
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interact with the air or the wall. The droplets originate from 
the nozzle with a predefined statistical distribution (diameter, 
velocity and starting angle distribution). The spray model was 
largely based upon the work of Ronsse et al. [2], but several 
changes were added: instead of using an individual droplet sub 
model, the theory of population balances [3] was applied to 
model a large amount of droplets at the same time with 
different sizes, starting velocities and angles.   

 

 

Fig. 2. Discretisation of the reactor into control volumes:    (a) 
Side View, (b) Top View 

C.Gasphase 

The fluidisation airflow was modelled based on the fluid 
flow in circular pipes. Depending on the Reynolds number, 
this flow can be laminar (Re<2300), transitional 
(2300<Re<4000)  or turbulent (Re>4000).  

The atomisation airflow, which can be turned on or off in 
the spray model, was modelled as a jet flow. When the 
droplets at the nozzle are produced without an atomisation 
airflow, it is assumed that the motion of the droplets at the 
nozzle will develop an entrainment flow that is modelled as a 
jet flow with the same maximum velocity as the droplets at the 
nozzle and the same spreading characteristics as the nozzle. 
This means that the air inside the reactor will partly recirculate 
due to the entrainment airflow. The development of a jet flow 
is described by a Gaussian velocity profile with a linear 
increasing standard deviation as a function of the distance to 
the nozzle. Four important zones, related to the central 
velocity decay, can be distinguished [4] (Fig.3): 

 
• Zone 1, the initial zone, close to the nozzle, where the 

central velocity equals the outlet velocity.  
• Zone 2, the transition zone where the velocity decreases 

proportional to (ZN-Z)-0.5. 
• Zone 3, the fully developed zone where the velocity 

decreases proportional to (ZN-Z)-1. 
• Zone 4, the impingement zone at the bottom of the reactor  

or the termination zone where the velocity decreases to 
zero.   

 

 

Fig. 3. Atomisation Airflow. 

 
With both airflows a hypothetical airflow pattern was built 
based on conservation of mass flow in each control volume. 

D.Model Implementation 

The model was programmed in C++ (Microsoft Visual 
Studio).  

IV.SENSITIVITY ANALYSIS 

A.Introduction 

To verify the impact of the different input variables on the 
output variables of the spray model, a sensitivity analysis was 
carried out. The input variables taken into consideration for 
the sensitivity analysis are listed in Table I: 

 TABLE I 

INPUT VARIABLES AND THE CONSIDERED REFERENCE VALUES 

Input 
Variables 

General   
Reference 
Value 

Second 
Reference 
Value 

Perturbation Unit 

VIA 0.6 1.4 ± 0.1 m/s 

MLN 3.0 4.0 ± 0.1 l/min 

TLN 313.15 333.15 ± 1.00 K 

Ddr 1000 500 ± 50 µm 

Tin 293.15 303.15 ± 1.00 K 

Xin 0.01099 0.00362 ± 0.0005 kg/kg 

 
Tout, Xout and Tdr are the considered output variables. Tdr  is 

the temperature of the droplets at 0.1m above the bottom of 
the reactor at the central axis. The main characteristics and 
dimensions of the reactor, used for the simulations, are 
represented in Table II and describe the reactor that will be 
used to experimentally validate the spray model in the near 
future. 
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TABLE II 

CHARACTERISTICS AND DIMENSIONS OF THE REACTOR 

Dimensions Value Unit 
height reactor 3.0 m 

position nozzle 2.5 m 

Ø bottom reactor 0.48 m 

Ø top reactor 0.48 m 

wall thickness 0.01 m 

wall density 1390 kg/m³ 

ACV 30 / 

RCV 5 / 

  

B.Methods 

To describe the sensitivity of the model, each input 
parameter was varied individually. The translation factor, 
describing the relative change of an output variable Ω as a 
result of a relative change of the input variable ω (= 
perturbation), was calculated using the one-sided difference 
approach: 

 

( )
( ) ( )

ω
ωωω

ω
ω

ω ∆
Ω−∆+Ω⋅

Ω
≈

K

1
 (1) 

 
For the sensitivity analysis, a general reference set (GR) of 

values of the input variables was defined. For each input 
parameter, a second reference (SR) value was defined to 
investigate how the sensitivity changes for a different 
reference value of that input parameter. For each reference 
value, the translation factor was calculated for a negative 
(∆ω<0) and a positive perturbation (∆ω>0) of the input 
parameter. The reference values of the input parameters and 
the absolute changes can be found in Table I.  

C.Results 

C.1. Reference Case 

The atomisation flow was switched off for all simulations 
because in the first phase of the experimental validation of the 
spray model atomisation flow was not present. Each 
simulation was terminated after 18.0s, i.e. the time after which 
a steady state condition is certainly reached (Fig. 4). 

 

 

Fig. 4. Simulated evolution of the outlet air temperature and 
the outlet air absolute humidity for the two reference values of 

the velocity of the inlet air (VIA = 0.6 and 1.4 m/s).  

C.2. Sensitivity Analysis 

The results of the translation factor calculations for each 
output variable have been represented graphically in Figures 5 
to 7. The values of the output parameters that are used for the 
calculations are the values after 18.0s of simulation.  

 
1) Outlet air temperature 

 
For the input variable VIA, the translation factors all have a 

small negative value, which means that there is an negative 
proportional relation between these input variables and the 
output variable Tout. This can be explained by the fact that for 
higher inlet air velocities, the hot vapour from the evaporating 
droplets will be carried away much faster with the airflow, 
resulting in a decreasing air temperature and humidity at the 
top of the reactor. From Fig. 5 it can also be seen that TLN and 
Tin have a relatively large influence on Tout compared with the 
other input variables, which was expected. Although the 
evaporation rate of the droplets gets bigger for higher values 
of TLN, the influence of this input parameter on Tout and Xout 

(Fig. 6) becomes smaller because the relative change of the 
evaporation rate of the droplets becomes smaller for higher 
values of TLN. The absolute humidity of the inlet air has a 
negligible influence on Tout.  
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Fig. 5. Translation factors describing the predicted effects of 
variation on the outlet air temperature, Tout 

2) Outlet air absolute humidity 
 
Based on Fig. 6, it can immediately be seen that the 

influence of TLN on the output variable Xout is of a magnitude 
higher than the rest of the input parameters. This means that 
small variations in the liquid inlet temperature result in very 
large variations in the evaporation rate of the droplet. The 
input variables, Xin and Tin, related to the inlet air, also have an 
expected important influence on Xout. For increasing values of 
Ddr, Xout will decrease. This can be explained by the fact that 
the ratio between the droplet surface area and the droplet 
volume becomes smaller, which leads to a decrease of the 
evaporation rate. The positive value of GRP for the input 
parameter Ddr is a consequence of the small oscillations of the 
outlet temperature and absolute humidity at the steady state 
condition (Fig. 4). 

 

Fig. 6. Translation factors describing the predicted effects of 
variation on the outlet air absolute humidity, Xout 

 
3) Droplet temperature 

 
From Fig. 7 one can clearly see that the input variable TLN  

which is directly related to the droplets, has an important 
influence on the temperature of the droplets at 0.1m above the 
bottom of the reactor at the central axis.  

 

Fig. 7. Translation factors describing the predicted effects of 
variation on the temperature of the droplets, Tdr 

V.CONCLUSIONS 

For inclusion in a fluidised bed model, a spray model has 
been developed and a sensitivity analysis was carried out. 
Based on these results it can be concluded that the temperature 
of the liquid has the largest influence on all the considered 
output parameters. For the outlet air temperature as output 
parameter, the input air temperature has a comparable 
influence. The absolute humidity of the outlet air changes 
strongly for small changes in the temperature of the droplets at 
the nozzle. Except for the input parameter TLN, the translation 
factors for the second reference values were approximately the 
same as the ones for the general reference values, which 
indicates a more or less linear correlation. The sensitivity 
analysis was a first, qualitative, step in the identification of the 
model. In the near future experiments will be carried out to 
quantitatively validate the spray model. 
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Abstract: In the present study a comparative evaluation of 
several existing quality labels and standards for small scale 
biomass heating systems (BHS) and the biomass fuels they use 
was performed. With the introduction of pellet fuels, biomass 
heating technology achieved enough maturity to successfully 
compete with oil/gas heating devices in terms of ease of use, 
utilization of energy and pollutant emissions.

From indoor air quality and related health risks point of 
view, quality labelling of both BHS and fuel they use leads to 
stricter emissions, efficiency and safety requirements as 
compared to National and EU standards. Several measures 
supporting this green energy market in the active countries 
(Sweden, Nordic countries, Germany, France and Austria) were 
investigated. It was found that policies and financial incentives 
such as the Finance Law (2005-2009) in France and Market 
Incentives Programme (1999-2006) in Germany are the most 
successful. German regulations and quality label (Blue Angel) 
provide the stringent quality requirements for residential BHS.

In Belgium, Wallonia is the most active region for biomass 
energy utilization (83470 kW for residential heating in 2007). A 
quality label for small scale BHS however does not yet exist. An 
equivalent label (Optimaz) exists for oil fired residential boilers. 
Emphasis has been placed upon using Optimaz as a reference 
and to compare with other existing quality labels. As a result, an 
effort had been made to move ahead in the preliminary study for 
development of a quality label for Belgian.

Keywords: Quality labelling; quality standards; pellets
fuel; pellet boilers.

I. ABBREVIATIONS

1.BImSchV- implementation of the first federal emission 
control ordinance, Germany.

AEN/CTN- the national technical standardisation committee 
on solid biofuels, Spain.
BHS - biomass heating systems.

Boverket- the national board of housing, building and 
planning, Sweden.

CEN/TC- European committee for standardization.

CO- carbon monoxide.

DIN-CERTO- certification institute of DIN-Deutsches 
institute für normung- German standardisation institute.

EN- European standard.

EU- European Union.

kW- kilo watt.

MLE- medium and large energy systems.
NOx- nitrogen oxides.

OGC- organic gaseous carbon.

RES- renewable energy system.
SIS- the Swedish standards institute.

SME- small and medium energy systems.
UZ 37- eco-label directive-37, Austria.

Wt- weight.

II. INTRODUCTION

The potential benefits of biofuels (i.e. solid biomass, 
biodiesel and bioalcohols, including bioethanol and 
biobutanol, also called biogasoline) have been recognised 
throughout the 20th century with their local availability, 
environmental friendly image, lower global warming potential 
as compared to the fossil fuels. With the turn of the century it 
became clear that the fossil fuel age is coming to an end [1], 
and fossil residential heating accounts for about 15% of the 
total energy consumption in several European countries. In the 
1950s, oil fired residential heating became very popular in 
most of the European countries; however, oil heating 
enthusiasm decreased during the 1970s oil crises. Since then 
the interest in oil burning has continued to fall with increasing 
oil prices and environmental awareness, and biofuels like 
wood have become more popular being CO2 neutral [2,3,4]. 
Traditional residential wood heating systems are inefficient 
and emit large quantities of pollutants, especially particulate 
matter. Continuous progress in technology in pellet heating 
technology however reduced these emissions remarkably [2]. 
Already in the 1970´s, wood pellets were manufactured in 
USA and Canada and pellet burners were developed. In 
1980´s, for the first time wood pellets were introduced into 
North America and since then, wood pellet firing is
increasingly used in private households. In Europe, wood 
pellets were utilized for heating systems for the first time in 
Sweden and Denmark, also in the 1980´s [2]. In Germany
industrial wood pellet production started as recently as the late 
1990’s and the use of wood pellets as fuel is allowed since 
1996 also for small firing plants with a nominal load below 15 
kW. In Austria, (imported) wood pellets and pellet room 
heaters which were developed following the US-American 
models are on market since the 1990´s. Based on log wood 
and wood chips firings, the Austrian heating manufacturers 
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built additionally special pellet boilers in the last years [3]. 
The predictable raise in fuel prices and taxes, as well as high 
technical standards for BHS, their environmental friendly 
image and direct government incentives seem to be sufficient 
motivations to invest in this green energy technology, in 
several EU countries [1,2,3,4,5].

In the EU context, the majority of today’s small-scale 
biomass heating systems (BHS) are installed in Sweden, 
France (traditional matter, simple technology and cheap), 
Austria, Switzerland and Germany (sophisticated and more 
expensive technology), with a still raising tendency [4]. The 
Italian market is dominated by pellet stoves [5]. With the 
introduction of pellet fuels and pellet burners, biomass heating 
technology acquires enough maturity to successfully compete 
with existing oil/gas heating devices in terms of easy of use, 
utilization of energy and pollutant emissions in countries like 
Germany, Sweden, Austria, Switzerland and Italy. After 
having overcome initial barriers like familiarity, education 
and quality control, market in these countries has fully 
developed [2,4,5,6,7,8,9]. 

Compared to the conventional heating systems, such as 
oil or gas boilers, biomass heating technology still has some 
disadvantages in terms of more space demand, efficiency, 
emission and maintenance [3,4,9,10,11]. Another barrier is the 
adoption of widespread biomass fuels for combustion, which 
makes it difficult to setup particular fuel standardization
criteria as is the case with oil or gas fuel. However, intelligent 
design, sophisticated technology and use of high quality fuel
(wood pellets) can minimize these disadvantages. Further, the 
small water content and the small granulometry of the wood 
pellets lead to an optimal combustion with low emissions
[4,11]. 

However, extensive use of biomass fuels in the residential 
sector might lead to poor indoor air quality and related health 
risk if obsolete boilers are used or heating units are 
inappropriately used or poorly maintained. Emission 
regulations are necessary to protect inhabitants from 
hazardous gases, dust and to encourage the manufacturers to 
optimize their products for the lowest possible emissions
[4,10,12]. Therefore, quality labelling of such devices, as well 
as of the fuel they use, is one of the upmost important 
concerns [7,10]. Some European countries are active in the 
respective national/regional regulations and/or equivalent 
quality labels. In most of the countries either these regulations 
are inexistent (e.g. Belgium) or the countries have decided to 
wait (e.g. Spain) for common EU regulations, standards and 
quality labels for BHS and/or for biomass fuels [2,5]. In 
addition to this unequal approach, high capital cost and risk 
perception may hamper the growth of this green energy 
market [4,7,13] and it is important to understand the local 
regulations, policies, incentives and quality labels in countries 
with established biomass heating market, in order to establish
a balanced sustainable heat market [14].

Belgium is a federal state with three distinct regions and 
energy regulations, Flanders, Brussels and Wallonia. There 
are no national regulations for emissions from residential 
BHS, even in Wallonia is the most active region [13,15] for 
biomass energy utilization. Only a limited work has yet been 
done in order to provide the knowledge of existing regulations

and quality standards concerning residential BHS in the EU 
countries. Therefore, the present work concentrated on
comparative evaluation of the concerned matter. The Belgian
‘Optimaz’ label for oil heaters has been advanced as a 
reference to move ahead on the preliminary study for the 
development of a quality label for pellet boilers in Belgian 
situation. Furthermore, supporting factors for uplifting this 
green heating market were investigated.

III. METHODOLOGY
The research work presented here is based on the 

literature study from several National and International 
journals/conference proceedings. Informations on quality 
labels were collected from concerned quality label granting 
bodies and data are presented here with major emphasis on the 
pellet boilers only. Distinction has been made for the quality 
standards for pellet fuels and pellet fuel burning devices (i.e.
pellet boilers). The term ‘Pellet boiler’ used in this article 
represents a ‘Unit’ consisting of a pellet burner with a 
standard boiler. In Belgium, an equivalent quality label 
(Optimaz) exists for liquid fossil fuel burning residential 
boilers, which is considered here as a reference. Data on the 
Belgian pellet heat market were collected from 
http://www.cra.wallonie.be.

IV. RESULTS AND DISCUSSION

A. Government Regulations For Residential BHS
Governmental regulations are necessary in order to 

ensure a safe, environmental friendly and healthy operation of 
boilers via forcing the manufacturers to optimize their 
product’s performance. At the EU level, the European 
standard ‘EN 303-5, ‘Heating boilers for solid fuels, manually 
and automatically stocked, nominal heat output up to 300 kW-
Terminology, requirements, testing and marketing’ was 
published in 1999. However, countries like Germany, Austria, 
Great Britain, Switzerland and Sweden are active with their 
own national standards which are usually stricter in terms of 
emissions (CO, OHG, NOx and particulate matters), efficiency 
and safety requirements as compared to EU regulations (Table 
1).

The EU standard, EN-303-5 was published in Germany
as DIN-EN-303-5 in 1999 and identified three quality classes
of boilers, based on efficiency and emission requirements 
(Table 2). However, due to the emission limit values of
1.BimSchV- Germany (Implementation of the first federal 
emission control ordinance-Germany), only the class-2 and 
class-3 boilers of this table were authorized. In Table 1, only
limit values for class-3 boilers were listed to make an easy 
comparison. German regulations are the stringent among other 
exiting European and/ or national regulations in term of 
permissible efficiency and emission values. In Germany these 
standards are given by ‘German Ministry of Economic Affairs 
and Technology’. If a boiler or stove does not reach these 
standard requirements, no subsidy is given by German 
Government. For a small-scale pellet combustion units (3-50
kW) equipped with automatic pellet feeding, a subsidy of 55 
Euro per kW was given by German authority [16].

In Sweden, use of pellet boilers and pellets fuel for house 
hold heating purposes is regulated by Swedish regulations 
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given by ‘The National Board of Housing, Building and 
Planning’ (Boverket) [17] and ‘The Swedish Standards 
Institute’ (SIS). Boverket recommends limit values for small 
scale biomass combustions only, whereas SIS requires their 
compliance with the values given by European Standards EN-
303-5, which has since 1999 been applied as Swedish 
Standard (Table 1) [4]. 

TABLE I
OFFICIAL REGULATIONS FOR EMISSIONS FROM SMALL-SCALE 

WOOD COMBUSTION SYSTEMS.

Regulation Mode Nominal 
power 
(kW)

Limit value for emission (mg m-3 dry flue 
gas with 10 vol-% O2, 0°C, 1013 mbar)

CO OGC Dust

EN 303-5 M < 50 5000 150 150

A < 50 3000 100
Swedish 
Boverket

M/A < 50 2000 150a/
250b,c

100

German –
FME&Lc,d

M/A < 15 250e/
500f

- 50

BimSchVc,g M/A 15-50 4000 - 150

(Source: Fiedler F., 2004)
a For pellet boiler, 
b For pellet heating stoves.
c Limit values are defined for 13 vol-% O2 in the dry flue gas.
d Boiler efficiency has to be minimal 85%.
e Nominal load.
f Low load.
g No regulation for boiler/stoves smaller 15 kW.
M- Manual.
A- Automatic.
German –FME&L- Federal Ministry of Economics and Labour

In Austria, BimSch (Federal Low for Emission 
Protection- Austria) regulates the emissions from pellet 
burning appliances in addition to Ö-Norms-EN-303-5 as an 
equivalent EU regulation. Styria district Government applied
15a-B-VG to the independent domestic wood burning 
appliances with aim to optimize the energy conservation and 
was recognized in July 1998 as the Austrian federal standard
by the Austrian government. The requirements that an 
appliance had to meet were one of the most stringent in EU 
countries with extremely low emission rates of pollutants (CO, 
NOx, hydrocarbons and dusts) and a compulsory minimum 
heat output efficiency of 78% [18].
EN 12809 (Residential independent boilers fired by solid fuel-
Nominal heat output up to 50 kW- Requirements and test 
methods) was published in 2001 and specified the 
requirements related to the design, manufacture, construction, 
performance (efficiency and emission), safety and user 
instructions together with associated test methods and test 
fuels [19]. CEN/TC-57 (Pellet burners for small heating 
boilers- Definitions, requirements, testing and marking) is 
under preparation, which will cover pellet burners with a 
nominal thermal load of not more than 70 kW, intended to fit
with appropriate boilers for hot water generation in 
compliance with EN-303-2 and EN 303-5, fired with high 
quality pellets as defined in prEN-14961-2 (CEN/TC 
335/WG2 N143-Dated 12/2007). This standard will cover all 
the external equipments which influence the safety of systems;
and will describe the requirements and test methods for safety, 
combustion quality, operating characteristics and maintenance. 
In addition, EN-14785 (Residential space heating appliances 
fired by wood pellets- Requirements and test methods) was 
approved by CEN in 2006. It also provides guidelines for a 

pellet burning appliance in order to fulfil domestic hot water 
and/or central heating hot water demands [20].
In Belgium, at present there is no National or Federal 
regulation for residential pellet boilers. However, “Royal 
Decree concerning output requirements for new boilers for 
warm water, fed with liquid fuels and with a nominal capacity 
which is equal to or higher than 4 kW and equal is to or lower 
than 400 kW” was published in 1997. It defined the output 
requirements for a liquid fossil fuelled fired boiler (4-400
kW). Similarly, the “Royal Decree governing NOX and CO 
emission values of flue gases from central boilers and burners, 
with a nominal thermal capacity equal to or lower than 400 
kW-(Belgian Bulletin of Acts, Orders and Decrees of 30 
January 2004” was published in 2004, which defines NOX and 
CO emission requirements for liquid fossil fuelled boilers and 
burners up to 400 kW [20,21]. 

TABLE II
QUALITY CLASSES OF BOILERS USING BIOGENOUS FUELS AS PER 
DIN-EN-303-5 (AUTOMATIC SYSTEM WITH A NOMINAL LOAD < 50 

KW).

Parameter Class 1 Class 2 Class 3
Boiler efficiency 47+ 6 log QN 57+6 log QN 67+6 log QN

COa (mg m-3) 15000 5000 3000
OGC (mg m-3) 1750 200 100
Dustb (mg m-3) 200 180 150

a Limit values are given for both at nominal and low load.
b Values are given only at nominal load.
QN Nominal heat output.
OGC- organic gaseous carbon.
Note: Limit values are defined for 10 vol -% O2 in the dry flue gas.

B. Government Regulations For Biomass Fuel (Wood Pellets) 
For Residential Heating

Use of biomass pellets for residential heating incorporates
benefits such as reduced CO2 emissions from combustion of 
fossil fuels [22], reduced SO2 formation through a decrease in 
fuel bound sulphur and reduced NOx formation through a 
reduction in fuel bound nitrogen [11,23,24]. Because of lower 
emission values, small-scale wood pellets burning appliances
(up to 15 kW) were exempted from air quality regulations in
Germany [16]. However, high quality of pellet fuel is 
desirable for high combustion characteristics of any appliance
[3,56,12,25,26]. The higher is the water content, the lower 
will be the density and consequently the heating values [25]. 
Alkali metal contents of pellets affect ash properties and are 
responsible for slagging problems of boilers [27,28,29,30].
Physico-mechanical properties (diameter and mechanical 
durability) of pellets play an important role in pellet supply 
from hopper to burner. Higher fine contents of pellets may 
cause blockage of the pellet supply system, therefore,
additives/ binding agents can be used to improve the pressing
(mechanical durability) properties of raw materials used wood 
pellets production [31,32]. Such a binding agent could be 
natural substances, such as corn or maize starch, but also 
chemical glues, which should not be used but are tolerated by
Swedish standard (SS 187120- Table 3). In order to ensure
high combustion efficiency with the least gaseous and 
particulate emissions, high quality of pellet fuel is a 
prerequisite [4]. 

In most of the European countries, national quality 
standards for wood pellets are inexistent either because;
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 There is no or only a small domestic pellet heat
market established, the market is too young and 
amounts of domestic consumption is too 
unimportant.

Or
 Some countries with a vital pellet market have 

stopped or even not started national standardisation 
activities, as they decided to wait for the European 
standard.

Many European Countries, such as Estonia, Latvia, 
Lithuania, Greece, Cyprus, Poland, Portugal, Spain, Malta, 
Netherlands, Luxemburg, Belgium, Ireland, Hungary, Czech 
Republic, Slovakia, Slovenia or Bulgaria do not have any 
National standard as there is no well established pellet market. 
However, some countries such as Spain has started developing 
standards for solid biofuels via ‘The National Technical 
Standardisation Committee on Solid Biofuels (AEN/CTN 
164)’ [2,4].

Finland and Denmark, the biggest pellets producers have 
decided to wait for the European pellets standard (CEN/TC 
335). In Denmark, ‘Biomass Regulation (BEK-638, 
03/07/1997)’ is the only legislation in this area, which 
directed that wood pellets must be produced from clean wood 
without any kind of contamination. A maximum of 1% (by 
wt) remains of glue (fibre board’s) is allowed, however, there 
is no regulation for e.g. water or ash content which are 
important parameters for the combustion properties [2,4,10].

A document (prEN-14961-2) has been prepared by the 
Technical Committee CEN/TC 335/WG-2-N143 ‘Solid 
Biofuels- Fuel specifications and classes -Part 2: Wood pellets 
for domestic consumers’ to put forward a common EU
standard for pellet fuel for domestic applications [33]. 
Meanwhile technical standards prCEN/TS-14588: 2003(E)-
Solid biofuels, terminology, definitions and description, as 
well as prCEN/ TS-14961: 2004(E)- Solid biofuels- Fuel 
Specifications and classes, which also include pellets, are 
available. National standards for pellet fuel so far exist in 
Switzerland, Sweden, Germany, Austria, U.K. and Italy with 
variations from prEN-14961 (Table 3). As the EU standard 
come into existence, member countries will discard their 
National standards [2].

The Italian standard, CTI-R-04/5, was published in 
March-2004 for solid biofuels and defined the quality 
requirements of bio-pellets for energetic purposes. This 
standard already relates to the technical specification defined 
by CEN-TC335.

The Swedish standard (SS-187120) differentiates wood 
pellets into three groups (Table 3) based on the dimensions
and ash content [18,35]. It is thought that a diameter of 6mm 
is optimal for most of the transport systems in Austria and 
Germany. However, in Sweden a diameter of 8 mm is more 
common. An important quality parameter, the abrasion value 
which determines the mechanical stability of pellets, is tested 
in Austria, by so called lingo-test. Austrian regulations (Ö-
Norms) provide the stringent quality requirements for pellet 
fuel [2,4]. In Belgium, DINplus certification of wood pellets 
is the dominated one in absence of appropriate Belgian quality 
labels/standard. Pellets-mandi (www.pellets-mandi.be) was
the first to get DINplus certification [36].

C. Quality labelling of residential BHS: Optimaz Vs others

In addition to these governmental regulations, some
customer made regulations exist in several EU countries in the 
form of ecolabel /quality label/marks which strengthen the 
biomass heating market. Globally, the earliest labelling for 
wood stoves seems to be the U.S. EPA-labelling, which is 
well described in EPA-600/R-98-174a. In Europe,
Scandinavian countries (Swan), Sweden (P-mark), France 
(Flamme Verte), Germany (Blue Angel), Austria (UZ-37) and 
Ireland (SEI) are active with quality labelling of residential 
BHS. Most of the quality labels stricter requirements of 
efficiency, emissions (CO, OGC, NOx and dust) and safety as 
compared to the respective National or EU regulations (Table 
4). Therefore, a quality labelled boiler has a better reputation 
in any of these market. For the sake of convenience only 
quality requirements for boiler are presented in Table 5. 

TABLE IV

QUALITY LABELS STRICTER THE EMISSIONS REQUIREMENT (mg m-3 DRY 
FLUE GAS WITH 10 VOL-% O2) OF BIOMASS BOILERS AS COMPARED TO THE 

NATIONAL REGULATIONS.

Boiler Sweden Germany Austria
Au Swan 

label
Au Blue 

Angel
Au UZ-37

mg/MJ
Heat 
range

≤50 
kW

≤100 
kW

≤15 kW ≤15 kW 15-50 
kW

≤400 kW

OGC 150 70 - 5e/5f - 3e/3f

CO - 1000a/
2000b

250e/
500f

100e/
300f

4000 60e/
135f

Dust - 70 50 20e/
SVf

150 15e/SVf

a Automatically fed boiler.
b Manually fed boilers.
e Nominal load
f Low load.
SV-Value must be specified.
Au- authority.

Swan-mark is a common label for environmentally 
friendly products in Nordic countries (Sweden, Norway, 
Denmark, Iceland and Finland), which also specifies the 
requirements for pellet boiler, stoves and pellet fuel, but so far 
only one manufacturer had certified its pellet boilers (LIN-KA 
Maskinfabrik A/S, Denmark). A Swan labelled product has 
advantage to be sold in all member countries with an 
environmentally safe reputation. Swan, in addition to the 
requirements of safety, emission and efficiency (while 
burning Swan labelled wood pellets), restricted the use of 
halogenated plastic components and heavy metal pigments in 
manufacturing/ packaging of the boilers. Minimum size
requirements for a hot water storage tank to be attached to a 
Swan labelled boilers is a plus (Table 6).

Sweden is active with P-marking of pellet burners (≤ 25 
kW) and boilers (≤ 100 kW) which additionally require the 
minimum number of safety devices against blow back fire for
pellet boilers with (at least two) or without (at least three) an 
integrated pellet hopper [37]. P-mark limits the maximum 
allowable auxiliary power consumption by a pellet boiler (≤
1 % of thermal output) as by Blue Angel and UZ-37. This 
does not cover any requirement for external fuel transport 
systems (feed systems) between the fuel store and the burner.

Ireland is active with SEI (Sustainable Energy Ireland) 
with minimum allowable efficiency of 80 %, however, for 
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emissions, the boiler must fulfil the requirements of EN-303-5
in addition to compliance with the Low Voltage Directive (TH 
42075; Directive 73/23/EEC) and the Machinery Directive 
(TH 42073; Directive 98/37/EC) of CE marking [38].

In 2003, requirements for certification of wood pellet 
heating systems with the label ‘Blauer Engel’ have been 
introduced by the ‘German Federal Environmental Agency’. 
The first certified products were the pellets stoves of the 
company Wodtke. Blue Angel defines the most stringent
emission and efficiency requirements and strictly recommends
the use of DINplus certified pellets as fuel [39]. Maximum 
1 % auxiliary power consumption of the total heat output is 
allowed. UZ-37 is an equivalent quality label in Austria which 
allows ≤ 2.5% radiation heat losses from a pellet boiler (Table 
5) while using O-NORM-M 7135 certified wood pellets
(Table 3). In France, ‘Flamme Verte’ is the active label for 
residential BHS, however; emission requirements of this label 
are poor as compared to the other existing quality labels in 
European countries (Table 5).

In Belgium a quality label for pellet boilers does not yet
exist. The Optimaz label 
(http://www.informazout.be/nl/home/optimaz_webdoc) 
represents an equivalent label for liquid fossil fuelled
residential boilers (condensation and non condensation boiler, 
≤ 70 kW) which could be taken as a reference point for the 
development of quality label for pellet boiler in Belgian 
situation. Inspirations to select Optimaz as a reference point
came from its good reputation on Belgian market, 
involvement of the same testing laboratory (www.aardgas.be/
www.gaznaturel.be) for pellet boiler testing and maximum 
output range (70 kW) of Optimaz for residential boilers. 
Furthermore, a pellet boiler should be comparable for ease in 
use and performance (emissions and efficiency) to an existing 
oil boiler, where Optimaz provided an excellent example in 
Belgian context.

DINplus certified and/or prEN-14961 equivalent wood 
pellets could be recommended as standard pellet fuel to be 
used for residential heating purposes in Belgian situation, as 
DINplus certified pellets have advantages, being the stringent, 
dominated over Belgian pellet marker with its good reputation 
and quality characteristics close to prEN14961. The Belgian 
biomass heat market represents a potential LACK/ NEED of 
‘Belgian Quality Label’ for pellet fuel as well as for pellet 
boilers by the fact that in absence of ‘Belgian Quality label’, 
DINplus certified pellets dominated over Belgian pellet 
market (http://www.pellets-mandi.be/; 
http://www.badgerpellets.com/; http://www.granilux.eu; 
http://www.distripellet.be/) and pellet boiler manufactures 
apply for quality labelling of their boilers to nearby countries.

At EU level, a quality label named ‘Eco-Label with a 
flower logo’ had been developed based on criteria specified 
by the EU Eco-labelling Board (EUEB), however, limit values 
for emission and efficiency have not yet been finalized. The 
concerned work is ongoing under the supervision of bio-
intelligence services [40,41].

D. BHS: market driving factors with special reference to 
Wallonia- Belgium market

In most of the EU countries pellet fuel is cheaper than 
fossil fuels, even though, there are a few crucial factors which 
hamper the biomass heating market in several EU countries 

even being potentially rich in biomass resources available for 
biomass heating purposes (e.g. Belgium). At national level, 
the two most important factors to accelerate or slow down
pellet heating market are;

 Regulations/ policies and
 Financial incentives

Only a few European countries (Denmark, Sweden, 
Austria, and more recently, Germany and France) have 
national policies that encourage biomass for heat. Regulations 
such as ‘Federal Building Code and Federal Land Utilization 
Ordinance’ in Germany or ‘Permit Procedure’ in Sweden 
limited bioheat development whereas regulations like ‘Wood 
Fuel Programme’ in France or ‘Energy Saving Ordinance’ in 
Germany had a positive impact [42]. Increased sale of pellet 
heating devices in Ireland was directly related to the Irish 
Government aggressively subsidized, ‘Bioheat Development 
Programme’. The scheme started with massive grants for 
wood fuel boilers which in some cases covered nearly the 
total cost. As a result, the sale of Irish boilers was increased 
more than 50 % [42]. Financial help for replacing old oil or 
wood boilers with modern pellets technology was made 
available within the framework of ‘Swedish Local Investment 
Program (LIP)’ for environmentally friendly technologies up 
to 2002. Meanwhile a new programme called ‘The Local 
Climate Investment Program (KLIPM)’ has been started 
containing similar incentives. In France ‘Finance Law (2005-
2009)’ introduced a tax credit for sustainable development 
and rational use of energy via promoting high efficiency 
equipment and represents an excellent example of direct effect 
of financial support on pellet heat market (Fig. 1). BHS are
eligible for a tax credit up to 50 %, however, a minimum 
efficiency of 65 % is a prerequisite and equipments have to 
meet a certain technical standard.

In Germany, the MAP (Market Incentives Programme, 
September, 1999) has supported automatically feed wood 
pellet heating systems in a range of 8-100 kW with a grant of 
25 euro per kW and at least 1000 euro for systems that 
reached an efficiency of 90 %. In addition, the systems which 
met particularly challenging environmental requirements (i.e.
secondary measures for emission reduction) got a double 
amount of this basic grant. However, stop of this subsidy 
affected the growth of pellet boiler market drastically (Fig. 2)
in second half of 2006 [8,42].

The Government of Vorarlberg (one of the smallest and 
the westernmost of nine Austrian federal provinces) had been 
promoting various kinds of biomass energy technologies since 
early 1990s, mainly by means of non-refundable capital grants. 
In the Energy Concept Vorarlberg 2010 (“News from the 
Future”), the goal was stipulated to increase the use of 
biomass for energy between 1996 and 2010 by 30 % [7,43]. 
The Austrian government recently introduced a promotion 
programme, ‘Förderaktion Holzheizungen-2008 (Promotion 
action for wood heating-2008)’ from 1 April to 30 November 
2008. The programme supported all central heating systems in 
private houses that were fuelled with pellets, wood chips or 
firewood. Grants were 800 euro for pellets systems and 400 
euro for systems using wood chips or firewood. This grant 
could be combined with other subsidies from municipal or 
provincial bodies. In order to receive a grant, thermal output is 
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limited to 50 kW and emission limits must satisfy the  
Austrian Ecolabel-UZ 37 [44].
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Fig. 1. Effect of financial support on pellet heating market in France.

Germany: Impact of subsidy stop on pellet boiler sale
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         (Source: www.aebiom.org)
Fig. 2. Effect of stop of financial support on pellet heating market in 
Germany.

In Belgium, financial incentives have been setup for
investment on renewable energy systems (RES) at federal and 
regional levels such as the ECHOP programme (Wallonia
region). Subsidies are granted to companies investing in 
renewable energy systems (20 percent for SME and 10
percent for MLE). In the Flemish region, a Research & 
Development programme and incentives for renewable 
electricity market [0.05 euro per kWh produced from wind 
and hydro energy and 0.025 euro per kWh produced from 
other resources (mainly biomass)] are available (www.erec-
renewable.org). Similarly, the Wallonia region is supporting 
an NGO called ERBE whose objective is to promote wood 
biomass utilization for heat. ERBE, in addition to carrying out 
information campaigns, proposes audits and feasibility studies 
for biomass heat projects. Following supports are available in 
the Wallonia region for pellet heating devices by authorities 
[13,15,36,42,45].

Full automatic pellet boilers = 1750 euro
Full automatic pellet stove boilers = 1500 euro
Pellet stoves = 250 euro
Tax deduction at federal level 

However, to receive these grants equipments have to 
comply with European Standards. New Wallonia subsidies for 
biomass devices requested these devices to respect quality 
criteria in terms of efficiency and CO emissions. The devices 
which respect these criteria are brought together in a list 
regularly updated and available on websites 
http://energie.wallonie.be or http://www.valbiom.be. 

Evolution of pellet heat market in Wallonia
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Fig. 3. Pellet heat market growth in Wallonia-Belgium.
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Fig. 4. Biomass heat (kW) market growth in Wallonia- Belgium.

As a result of these promotions schemes, the Wallonia 
biomass heating market is exponentially growing (Fig. 3 and 
Fig. 4). At the end of 2007, the number of boilers and stoves 
sold in Wallonia market was 16 and 23 times higher than in
2004. The number of sold combi-stove-boilers multiplied 10 
times over the same period of time. Residential heat 
generation from biomass was 18 times higher at the end of 
2007 (83 470 kW) as compared to 2004 (4746 kW). Even 
after such a potentially growing biomass heat market, there 
are no National regulations or quality labelling scheme for 
BHS in Belgium. Therefore, the Belgian pellet heat market 
represents a potential lack of ‘Belgian Quality Label’ for
pellet fuel as well as for pellet boilers by the fact that in 
absence of ‘Belgian Quality label’, DINplus certified pellets 
dominates over Belgian pellet market (http://www.pellets-
mandi.be/; http://www.badgerpellets.com/; 
http://www.granilux.eu; http://www.distripellet.be/)) and 
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boiler manufactures apply for quality labelling of their boilers 
to neighbouring countries. Quality labelling might be helpful
to further uplift this green energy marker by winning the trust 
of local people/consumers without the boundaries of federal 
regulations and to promote this green energy in other federal 
states of Belgium in absence of National regulations. The 
other regions are poor in terms of information systems and
financial incentives to promote pellet heating market.

V. CONCLUSIONS

Biomass heating systems from an energetic perspective
can provide a very attractive and feasible option for 100
percent renewable domestic hot water and space heating 
demands. In several European countries existing technology is 
working reliably and most of the products are tested and 
certified. The technology, design of pellet stoves/boilers and 
quality of pellet fuels sold across Sweden, Austria,
Switzerland, Italy, Germany and so on differs only marginally. 
Some regulations at EU level have already been published and 
some are on their way; which mainly concern efficiency,
emissions, safety techniques and installation in homes.
German standards as well as quality label (Blue Angel) 
provide the stringent permissible limits for emission and 
efficiency for the pellet boilers. 

Financial incentives play a key role in development of 
pellet heating market. The pellet heat market is booming in 
several EU countries however, lack of sufficient information/
promotion systems for local public and governmental 
financial supports (incentives) are slowing down this growth, 
even after having great biomass resource potential e.g. 
Belgium. Furthermore, strong political regulations and 
financial incentives needed to financially support the 
consumers willing to use this green heating technology but 
high capital cost of the system slows down their enthusiasm. 

The Belgian pellet heat market suffers from a potential 
lack of ‘Belgian Quality Label’ for pellet fuels as well as for
pellet boilers. A Belgian Quality Label might help to uplift the 
pellet heat marker by winning the trust of consumers. In 
Belgian context, the “Optimaz label” could be taken as a 
reference point to move ahead for the development of a 
quality label for residential pellet boilers. Future research
work will compare real life emissions from selected boilers
with the laboratory measurements.
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TABLE III

QUALITY REQUIREMENTS OF PELLET FUEL AS PER THE RESPECTIVE REGULATION/QUALITY STANDARD/QUALITY LABEL.

a No more that 20 % of the pellet may be longer that 7.5 x diameter.
b Particle in weight % < 3.15 mm.
c Initial temperature (IT) tested on ash produced at 550°C.
G1 and G2 represent the respective pellet group as per Swan mark.
C1, C2 and C3 represent the respective pellet class as per Swedish regulations.
TS- type and amount should be specified.
In Belgium most of the suppliers get their certification by DINplus.

Parameter DINpl
us

DIN5173
1

Ö-
Norm

M-
7135

Swan Label SS 187120 Swiss 
PelletG1 G2 C1 C2 C3

Diameter(mm) 4-10 4-10 4-10 ≤ 6 ≤ 8 ≤ 25 ≤ 25 ≤ 25 5-7
Length (mm) 5×Da ≤ 50 5×D 5×D 5×D 4×D 5×D 6×x

D
< 50

Density (kg dm-3) ≥ 1.12 ≥ 1-1.4 ≥ 1.12 0.63 < x ≤ 
0.7

0.7 < x ≤ 
0.78

≥ 
0.6d

≥ 
0.5d

≥ 
0.5d

≥ 1.15-1.4

Humidity (% wt) ≤ 10 ≤ 12 ≤ 10 < 9.0 < 9.0 ≤ 10 ≤ 12 ≤ 12 ≤ 10
Ash (%  wt) ≤ 0.5 ≤ 1.5 ≤ 0.5 ≤ 0.5 ≤ 0.5 ≤ 0.7 ≤ 1.5 ≤ 1.5 ≤ 0.5
Heating value (MJ kg-1) ≥ 18 15.5-

19.5
≥ 18 ≥ 16.9 ≥ 16.9 ≥ 

16.9
≥ 
16.9

≥ 
15.1

≥ 18

Sulphur content (% wt) ≤ 0.04 ≤ 0.08 ≤ 0.04 ≤ 0.04 ≤ 0.04 ≤ 
0.08

≤ 
0.08

- ≤ 0.04

Nitorgen content (% wt) ≤ 0.30 ≤ 0.3 ≤ 0.3 ≤ 0.3 ≤ 0.3 - - - ≤ 0.03
Chlorine content (% wt) ≤ 0.02 ≤ 0.03 ≤ 0.02 ≤ 0.02 ≤ 0.02 ≤ 

0.02
≤ 
0.02

- ≤ 0.04

Abrasian/fine content (% wt) ≤ 2.3 - ≤ 2 ≤ 2b ≤ 2b ≤ 
0.8b

≤ 
1.5b

≤ 
1.5b

≤ 3.8 

Mechanical durability (% wt) ≥ 97.5 - ≥ 97.5 ≥ 97.5 ≥ 97.5 - - - -
Binding agent/additives (% 
wt)

< 2 - < 2 - - TS TS TS Not 
allowed

Ash melting behaviour °C - - - IT ≥ 1300c

HT ≥ 1400c
- - - - -
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TABLE V

QUALITY REQUIREMENTS OF PELLET BOILERS AS PER THE RELEVANT QUALITY LABELS.

Quality Label Efficiency
(%)

Power
(kW)

Operation Mode CO2

(%min)
Limit value mg m-3, 10 vol-% O2 in the dry 

flue gas, 0°C at 1013 mbar
CO OGC NOx Dust

P-mark ≥ 80a/ ≥ 86b ≤ 25c/ 100d automatic ND 2000 75 - -
Swan mark** ≥ 79 ≤ 100 nominal ND 2000 70 340 70

low ND 2000 70 - -
Blue Angele ≥ 90/ ≤ 15 nominal ND 100 5 150 20

≥ 88 low ND 300 5 150 SV
≥ 90/ 15-50 nominal ND 100 5 150 30
≥ 88 low ND 250 5 150 SV

UZ-37-Austriaf ≥ 90 ≤ 400 nominal ND 60 3 100 15
low ND 135 3 - -/SV

Flamme Verte** ≥ 70 ≤ 50 manual ND 6500 225 - 165
automatic ND 4000 150 - 165

≥ 70 50-70 manual ND 3750 150 - 165
automatic ND 3500 115 - 165

SEI-Ireland** ≥ 80 ≤ 10 automatic ND 2500 80 - 150
Optimaz** ≥ 89 ≤ 70 nominal 12.5 110 - 120 1Bacharach

≥ 89 low
Optimaz-el** ≥ 91 ≤ 70 nominal 12.5 110 - 120 1Bacharach

≥ 97 low
EU-ecolabel NYD NYD NYD NYD NYD NYD NYD NYD

a When tested according to sections 5.2 and 5.3 of SP-METHOD 2502.
b when tested according to sections 5.2 and 5.3 of SP-METHOD 2503.
c Burners only.
d Boilers with or without hot water tank. 
e Values measured in the dry exhaust gases (0°C, 1013 mbr) with oxygen content of 13 %.
f Values are given in mg MJ-1.
SV-specify the values; NYD- Not yet defined; Optimaz and Optimaz el values in mg kWh-1 and fuelled with liquid fuels; ** Permissible efficiency based on the heat out put.
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TABLE VI

SPECIAL REQUIREMENTS/ FEATURE OF EACH QUALITY LABEL.

Parameter Optimaz P-mark Swan Blue Angel UZ-37 SEI-Ireland Flamme Verte

Heat output range (kW) ≤70 ≤25a/ ≤100 ≤100 ≤ 15/ 15-50 ≤100 ≤ 10/ 10-200 ≤ 50/ 50-70

Plastic component √ √
Surface treatments
(not allowed)

Heavy metal pigment √ √

Organic solvents √ √

Packaging (prohibition of Cl-plastic) √ √
Auxiliary PD (% Heat output) ≤1 ≤1 ≤1
Maintenance use (% Heat output) ≤ 0.8
Radiational losses (% Heat output) ≤2.5
Surface temperature (°Cmax) ≤ 35 at 20 AT
Blow back burn protection √ √
Hot Water Tank √b

High emissions limit value √

a Burners only.
b 5× size of firebox.
AT- Ambiant temperature.
‘√’ sign is an indication of the presence of a defined/ special requirement by the respective quality label.
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Abstract: Solid phase modelling coupled to gas phase 

combustion of volatiles helps to investigate the flame 
spread over solids. The present work focuses on the 
solid phase. Numerical simulations of pyrolysis of wet 
charring materials are performed.  When the solid is 
exposed to an external heat flux, the moisture is 
assumed to flow out first, leaving behind dry solid. This 
solid then further heats up and after a while generates a 
mass flow rate of combustible volatiles during the 
'pyrolysis' process, i.e. the degradation of the solid 
material. Evaporation and pyrolysis, possibly occurring 
simultaneously, are assumed to take place in infinitely 
thin fronts. Pyrolysis is thus modelled as an infinitely 
fast, irreversible endothermic process at the 'pyrolysis 
temperature', ignoring all kinetics. The cases 
considered are one-dimensional. Enthalpy is the basic 
model variable. The temperature distribution inside the 
material, along with the evaporation and pyrolysis front 
positions, are reconstructed from the enthalpy 
distribution. 

Keywords:  pyrolysis, wet charring, flame spread 
 

I.INTRODUCTION 
Flame spread is important during the development 

of a fire. In order to perform numerical simulations, it 
is important to keep the model for the degradation of 
the solid phase (‘pyrolysis’) simple. Calculations in 
the solid phase can then be combined with gas phase 
turbulent combustion simulations. In [1-4], such a 
simple pyrolysis model is developed and applied to 
some basic test cases. Here we very briefly repeat the 
most important features and apply the model to a wet 
charring material. 

Depending upon the residue left after pyrolysis, 
there are two categories of materials, namely non-
charring and charring. In non-charring solids, no 
residue (char) is left. The focus of our study is on 
charring materials, although the model is also 
applicable to non-charring materials [3,4]. We do not 
discuss this in-depth here. 

II.MODEL DESCRIPTION 
The physical process is as follows. The solid is 

heated, resulting in an increase in temperature. When 
the material contains unbound moisture and the 
temperature becomes sufficiently high, the liquid 
moisture starts to evaporate (assumed at 373K here). 
Dry ‘virgin’ material is left behind after the moisture 

left. The temperature increases further and the 
pyrolysis process starts. The dry virgin material 
degrades and volatile combustible gases are 
generated. These move towards the heated surface 
and can react in the gas phase as they mix with the 
oxygen. 

The possible inward flux of water vapour and 
pyrolysis volatiles is ignored in our model. 

 

 
 

Fig. 1. One-dimensional configuration. 
 

In our model, the solid material is divided into 
three zones (fig.1): 

• Wet virgin material, 
• Dry virgin material, 
• Char material. 

These different layers are separated by the 
mentioned fronts. The evaporation front is, during 
evaporation, constantly at evaporation temperature 
‘Tevap’ (= 373k), while the pyrolysis front temperature 
‘Tpyr’ is also kept constant during the pyrolysis 
process. During a cooling phase, the front 
temperatures can be lower than Tevap and Tpyr. 

As mentioned, an enthalpy based model approach 
is followed in the simulation of the pyrolysis process. 
We do not consider finite rate kinetics. In [5] it is 
explained how Arrhenius type models can be 
‘translated’ into the model type we use.  

Our approach, based on a thermodynamic 
description of the phenomena, is an elaboration of 
the theory as described in [6] into an enthalpy-based 
pyrolysis model on a fixed computational mesh [2]. 

We consider five constituents: 
- (dry) virgin solid material; (v) 
- char; (c) 
- combustible volatiles; (g) 
- liquid water (‘moisture’); (w,l) 
- water vapour. (w,v) 
For each of the five constituents, the relation 

between enthalpy and temperature reads: 

char
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front 

One-dimensional Numerical Investigation of an Enthalpy based model for the Pyrolysis of 
Wet Charring materials 

 
Shivanand R. Wasan1, Pieter Rauwoens1, Jan Vierendeels1, Bart Merci1,2 

1 Department of Flow, Heat and Combustion mechanics (IR03), Ghent University-UGent, 
 Sint-Pietersnieuwstraat-41, B-9000 Ghent, Belgium  

2 Postdoctoral Fellow of the Fund of Scientific Research – Flanders (Belgium) (FWO-Vlaanderen) 
email: Shivanand.Wasan@UGent.be, Pieter.Rauwoens@UGent.be, Jan.Vierendeels@UGent.be, Bart.Merci@UGent.be 

Proceedings of the 8th National Congress

on Theoretical and Applied Mechanics,

May 28-29, Brussels, Belgium.

534



 

( ) ( ) ( )
ref

To
i i re f iT

h T h T c T dT= + ∫       (1) 

The total specific enthalpy (kJ/kg) is the sum of 
the formation enthalpy at a reference temperature Tref 
and the thermal enthalpy. For gases and water 
vapour, the thermal capacity at constant pressure is 
used. 

The specific enthalpy at position (x) can is a 
mass-weighted sum of the specific enthalpies of the 
constituents, present at (x): 

( ) ( ), ( , ) ( , )i i i
i

h x t x t h T x tα=∑                        (2) 

with ( , ) ( , )/ ( , )i ix t x t x tα ρ ρ=  and 

( , ) ( , )i
i

x t x tρ ρ=∑ . Here ( , )i x tρ  denotes the local 

mass concentration of this constituent. We assume 
that the specific enthalpy of each constituent only 
depends on the temperature. 

We use the concept of ‘heat of pyrolysis’: the 
isothermal process at T = Tpyr consumes an amount 
of energy equal to (mv-mc)ΔQpyr, producing (mv-mc) 
pyrolysis gases from mv virgin material and leaving 
behind mc char, all at T = Tpyr. Evaporation is 
modeled similarly as an isothermal process at T = 
373K. Evaporation of a unit mass of liquid water 
consumes Lv, the latent heat of evaporation. 

The solid material is divided into ‘n’ fixed control 
volumes ‘V’. The energy equation for a fixed volume 
reads: 

''

V S

hdV q n dS
t

ρ∂
= − ⋅

∂ ∫ ∫                           (3)     

with ‘
''

q n⋅ ’ the sum of the conductive and 
convective heat fluxes out of the volume ‘V’ through 
its boundary ‘S’. The convective fluxes concern 
transport by the water vapour and/or pyrolysis gases, 
generated at the evaporation and/or pyrolysis front. 
We assume that all gases leave the solid as soon as 
they are generated and that they are always in local 
thermal equilibrium with the solid. Conduction is 
modelled by Fourier’s law.  

    

III.SOLUTION PROCEDURE 
The entire solution procedure is described in [3]. 

Starting from the initial conditions, time steps tΔ are 
taken. Stepping is performed in an iterative manner. 

Here, we describe what must be done when there 
is an evaporation and/or pyrolysis front. 

If the evaporation and/or pyrolysis process is 
ongoing, the evaporation and/or pyrolysis front 
temperature is constant, equal to 373K and/or pyrT . 

Thus, the enthalpy update leads to a new temperature 
field and a motion of the evaporation and/or 
pyrolysis front to a new position. The front is 
allowed to move backwards during the iterative 
procedure in stepping from the previous physical 

time to the next physical time, but it must not move 
backwards, compared the most recent position in 
physical time, as evaporation and/or pyrolysis is an 
irreversible process. Note that evaporation is treated 
as an irreversible process because the water vapour 
leaves immediately. 

It is possible that the evaporation and/or pyrolysis 
process stops due to insufficient incoming heat flux. 
Then the evaporation and/or pyrolysis front does not 
move and the new temperature field and evaporation 
and/or pyrolysis front temperatures are computed. In 
the case of heating, it is possible that the fronts are 
allowed to move again. 

From the latest situation, the conduction and 
convection fluxes are computed for each 
computational cell. From the fluxes, the enthalpy 
update is computed from Eq. (3). 

From the new enthalpy field, the temperature 
field, the positions of the evaporation and/or 
pyrolysis front and the evaporation and/or pyrolysis 
front temperatures are reconstructed.  

As long as no evaporation is taking place, only 
the temperature field must be reconstructed.  

IV.RESULTS AND DISCUSSION 
In [1], we applied the model to a wide range of 

one-dimensional configurations of dry charring 
materials. We very briefly mention some of the 
results and then apply the model to wet charring 
material. Ambient temperature and initial 
temperature in the solid are set to 300K. 

A.Influence of solid thickness 
We illustrate that the model captures well the effect 

of the solid thickness. We use the numerical moving 
grid reference results of [7]. The solid material 
thickness varies from 2mm (thermally thin) to 50mm 
(thermally thick).  

The front surface undergoes a constant externally 
imposed heat flux of 50kW/m2. The back surface is 
perfectly insulated.  

The physical time step size in the simulations is set 
to 0.1s. 40 cells are used. In [3] we illustrate that the 
sensitivity of the results to these choices is small. 

   The thermo-physical properties for particle board 
are used [7]: 

( ) ( )
( ) ( )
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=1.0, =15W/m K.
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k c Q T

h

ρ ρ

ε

=

Δ

 Figure 2 proves good agreement with the moving 
grid results over the entire range of thicknesses. 

Pyrolysis starts earlier for the smaller thickness, 
due to more rapid heating of the material up to the 
pyrolysis temperature. For thicknesses larger than 10 
mm, the onset of pyrolysis remains practically 
unchanged. The heating process is then as if the solid 
were of infinite thickness. 
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Fig. 2. Mass flow rate of pyrolysis gases (different material thicknesses). 
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Fig. 3. Influence of back surface boundary condition (hbs) and fixed front surface boundary condition (hs = 

10W/m2K); mass flow rate of pyrolysis gases (left); zoom (t = 200s - 400 s, top right). 
 

For the thermally thin materials (L<10 mm), the 
mass flow rate evolution in time contains a single 
peak. The peak is higher for the smaller thicknesses: 
the heating process is faster and, consequently, the 
pyrolysis front moves faster. 

For the thermally thick materials, there are two 
peaks.  The second peak is due to the so called ‘back 
effect’ [8].  

B.Effect of boundary condition on the back side 
As second illustration, we vary the back side 

boundary condition: 
  '' ( - )bs bs bs ambq h T T=            (5) 

We use the same model parameters and material 
properties as in the previous section. Radiative 
emission at the back surface is ignored. 

Figure 3 (left) confirms the agreement with the 
moving grid model results again. The back effect is 
only observed for sufficiently low values of the back 
boundary convective heat transfer coefficient. 

In [9], it is reported that with the integral model the 
mass flow rate curves cross each other when ‘hbs’ is 
varied.  This unphysical feature is not observed with 
the present model, as illustrated in the zoom (figure 
3, right). 
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C.Wet charring materials 
We now discuss simulation results for wet charring 
materials, using the material properties from [10]. 
The solid is 30mm thick. The external heat flux is 
40kW/m2. We compare results for dry material and 
for a moisture content of 14%. 
The thermo-physical properties of the material 
considered are:  
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The indices v,w and v,d indicate wet virgin and 

dry virgin respectively. The time step size is 0.5s and 
50 cells are used. 

Figure 4 shows the mass loss rate evolution in 
time. The right figure is a zoom for the first 100s.   

In the wet material, first the water evaporates when 
the surface temperature reaches 373K (after 2s).  The 
moisture clearly leaves the solid much earlier than 
flammable volatiles, as pyrolysis does not start until 
the surface temperature reaches Tpyr. From that 
moment onwards, the two fronts move and the total 
mass flow rate (dash-dotted line) equals the sum of 
the two mass flow rates. In the dry material (solid 
line), pyrolysis starts earlier (after 11s) than in the 
wet material (after 32s). Indeed, the evaporation 
process consumes energy in the wet material. When 
the evaporation front reaches the back side of the 
solid, there is a drop in the total mass flow rate, but 
rapidly the pyrolysis mass flow rate increases, 
because from then on, all heat is used for the 
pyrolysis process. The pyrolysis front moves slower 
than the evaporation front. It is also slower for the 
case of wet material than for the dry material (lower 
peak in the wet material). 

 

  
Fig.4. Mass flow rate in time: up to 10,000s (left); bottom row: up to 100s (right). 

 

537



 

V.CONCLUSIONS 
 
We applied an enthalpy based pyrolysis model. Numerical 
reference results, obtained with the more complex moving 
grid model, are well reproduced. 
Effects of variable boundary conditions and presence of 
moisture are well reproduced. 
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Abstract: Co-utilization of fossil fuels and biomass is a 

successful way to make efficient use of biomass for 

power production. When replacing only a limited 

amount of fossil fuel by biomass, measurements of net 

output power and input fuel rates will however not 

suffice to accurately determine the marginal efficiency 

of the newly introduced alternative fuel. The present 

paper therefore proposes a technique to determine the 

marginal biomass efficiency with more accuracy. The 

co-utilization of natural gas and a small perturbing 

fraction of biomass in an existing Combined Cycle Plant 

(500MWth Drogenbos, Belgium) is taken as case study. 

In this particular plant, biomass is introduced into the 

cycle as fuel for a primary steam reforming process of 

the input natural gas.  

This paper proposes a perturbation analysis that has 

been developed to allow for an accurate assessment of 

the marginal efficiency of biomass by using only 

accurately measurable variables. To achieve this, effects 

of co-utilization were studied in each component of the 

gas turbine down to its steam bottom cycle to identify 

the components most affected by the limited perturbing 

amount of biomass. The procedure is validated through 

process simulation, where accurate marginal efficiencies 

can be compared with the efficiency obtained from the 

perturbation analysis. A full off-design simulation is 

required to achieve this result, which was validated 

through experiments at part load and at variable air 

inlet temperatures. Through the use of process 

simulation, the accuracy of the mathematical model 

could be verified for each formula and each assumption. 

The model was found to accurately predict marginal 

efficiencies of the introduced biomass for biomass shares 

as low as 0.1%. 

 

Keywords: energy, co-utilization, biomass, 

perturbation analysis, steam reforming 

 

1.NOMENCLATURE 

 

Abbreviations 

bc  Bottom cycle 
CC  Combined Cycle 

pC
 kJ/kgK Constant heat capacity 

e  Excess 
f  Function 
h kJ/kg Specific enthalpy 
HP bar High Pressure 

K / Heat capacity ratio 
W  kW Power 
m&  kg/s Mass flow rate 
LHV kJ/kg Lower Heating Value 
LP bar Low Pressure 
p kPa Static pressure 

Q&  kW Heat rate 
SMR / Steam to Methane Ratio                       
T K/ºC Temperature 
TIT K Turbine Inlet Temperature 
TOT K Turbine Outlet Temperature 

W&  kW Power 
 
 
Symbols 

 
α  Slope of pressure in compressor 

map 
ψ  % Biomass input fraction 
η  % Efficiency 
y % Molar fraction 
 
Prefix 

 
∂   Perturbation  

(adapted scenario – reference 
scenario) 

∆   Difference 
 
Superscripts 

 
o  Reference state 
i  Specie i 
mar  Marginal 
mol  Molar 
ref  Reference 
th  Thermal 
 
Subscripts 

 
air  Air (relevant to the air feed) 
aspen As calculated by process 

simulation tool Aspen 

Detailed study of the impact of co-utilization of biomass in a natural gas combined 

cycle power plant through perturbation analysis 
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bio  Biomass (relevant to the biomass 
feed) 
biostack Exhaust gas from the bioburner 
BB  Redirected to the bioburner 
cold  Cold side of a heat exchanger 
comp,C  Compressor 
hot  Hot side of a heat exchanger 
in Entering the specific component, 

inlet 
net  Net 
NG Natural Gas (relevant to the 

natural gas feed) 
out Leaving the specific component, 

outlet 
refo  Reformer 
water Water (relevant to the water 

feed) 
stack Stack (relevant to the exhaust 

gas feed) 

steam Steam (relevant to the steam 
feed) 

turb  Turbine 
 

2. INTRODUCTION 

The co-utilization system simulated in the present 
paper combines the advantages of external 
combustion (no gas cleaning) with the advantages of 
internal combustion (higher efficiencies). The full 
process is treated in the details in references [1,2]. 
Co-utilization is realized by using the heat from the 
external combustion of biomass to achieve the partial 
endothermic primary reforming of natural gas into 
mainly hydrogen and carbon monoxide (see Figure 
1). The obtained syngas is then routed to the gas 
turbine.  
 

 
 
Biomass, air 

Syngas, with hydrogen 

Biomass 
combustor 

Natural gas 

Hot tail gases 

Steam 

Heat  

Reformer, partial 
conversion of 
methane 

 
Fig 1: Concept of steam reforming based on external biomass combustion [1,2] 

 
 
The main chemical reactions involved are ([1,2]) 
 
CH4 + H2O ↔ CO + 3H2     ( 206 kJ.mol-1)    

    (1)  
 
CO + H2O  ↔ CO2 + H2      ( -41 kJ.mol -1)   

    (2) 
In this way, the biomass energy is transferred into 

syngas as chemical energy and the biomass exhaust 
gases are kept separate from the syngas and the 
internal parts of the gas turbine. The gas input, the 
obtained syngas and the biomass combustion tail 
gases all need further integration in a heat exchanger 
network for optimal energy recovery. The syngas 
must also be conditioned to meet the specifications 
given by the gas turbine supplier [1,2]. 
In order to determine the effects of the biomass 

combustion on gas turbine performance and 
efficiency, a marginal biomass efficiency must be 
defined. The reference lower heating value (LHV) 
efficiency ηref is determined for the original and 
unperturbed gas turbine cycle in which all the energy 
input is natural gas. By means of ηref, the remaining 

fossil fuel in the adapted cycle would provide a 
power output equal to Ẃref and the surplus work can 
be attributed to the biomass combustion. A marginal 
LHV efficiency ηmar of the biomass can thus be 
defined as follows: 
 

biobio

NG

refref

netmar

LHVm

mLHVW

&

&& η
η

−
=

 

refref

NG

ref

netref

LHVm

W

&

&

=η
   

    (3) 
 
The biomass input fraction is defined as follows: 

bioNG

bio

bio
mm

m

&&

&

+
=Ψ

  (4) 
Through this proposed route, an absolute maximum 

of 20% of the energy input can be replaced by 
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biomass1. Practical shares are expected to be in the 
range of 5 to 10%. With these small fractions, the 
relative errors of the measured power and fuel result 

in an inaccurate calculation of
marη . The problem 

arises in the numerator where two large numbers have 
to be subtracted. As the absolute errors of both terms 
need to be added, the relative error of the numerator 
can easily reach high values of 50% or more. The 
marginal efficiency will therefore have an intolerably 
large relative error and the obtained efficiencies are 
useless.     
 Mathematical modelling of gas turbines 
has been applied to a large extent in the past, mainly 
to predict and understand the off design behaviour of 
the different gas turbine components [3-10]. Under 
different circumstances, simplified linearized techno-
economic models were developed to have a quick but 
fairly accurate tool to estimate performance and 
electricity cost [11-16]. Large efforts have been made 
in order to expand these simplified models to 
incorporate transient behaviour during start-up or 
brusque load changes [17-22]. 
An estimation of the transient gas turbine behaviour 

or the electricity cost, fall outside the scope of the 
perturbation model. It is mainly the focus to allow 
accurate determination of performance and efficiency 
using only accurately measurable parameters. Then, 
the components most affected by the introduction of 
biomass through the proposed route are to be 
identified and discussed.  
 

3. THE REFERENCE AND ADAPTED POWER CYCLES 

 
The reference Combined Cycle (CC, Drogenbos, 

Belgium) is shown in Figure 2. A series of heat 
exchangers in the Heat Recovery Steam Generator 
(HRSG) preheat, evaporate and superheat steam. 
Feed water (1) supplied from the condenser by the 
feed water pump is heated in the preheater and 
rerouted until the temperature of ~105°C, suitable for 
the deaerator drum, is reached (2). The water is split-
up (3) into a low pressure (LP) and a high pressure 
(HP) circuit and preheated before entering the 
appropriate pressure drum. Saturated water in the LP 
drum is recirculated through the LP evaporator (4). 

                                                           
1 To determine the maximum biomass input 

fraction, all the available natural gas was rerouted to 
the reformer to react at 600°C and SMR of 2 into 
syngas. A higher biomass input fraction can be 
achieved by increasing the operating temperature in 
the reforming reactor, but this would decrease the 
biomass marginal efficiency as more redundant heat 
needs to be recycled in the heat exchanger network 
[2]. 

Water is drawn from the deaerator drum and passed 
through the HP economizer (6) before entering the 
HP drum (7). Steam is produced in the HP drum and 
superheated through the HP superheater (8) before 
being expanded in the HP steam turbine for power 
generation (9). The LP steam is superheated (5) and 
added to the expanded HP steam to generate 
additional power in the LP steam turbine (10). The 
steam turbine exhaust is finally condensed before re-
entering the bottom cycle (11). 
This CC can next be adapted to partially replace a 

limited fraction of natural gas by biomass [1]. The 
introduction of biomass through primary steam 
reforming interacts with the existing combined cycle 
in a particular way. The concept of co-utilization of 
biomass through steam reforming, simplified on 
display in figure 3, is explained more in detail as 
follows:  
Part of the input fuel is diverted and premixed with 

enough water to reach a steam-methane ratio (SMR) 
of 2 before entering the reforming reactor. The 
steam-methane ratio is kept as low as allowed by 
coking problems [23]2. The pre-mixing is done in a 
saturation tower where steam is evaporated more 
gradually leading to better aligned composite curves 
[1]. The pressure in the reformer is adjusted to yield a 
slight overpressure to the combustion chamber of the 
CC. The endothermic reforming reactions are fed by 
the heat of combustion from the biomass burner. The 
combustion air is taken from the turbine exhaust gas. 
Its flow rate is adjusted to yield 6% of excess oxygen 
in the combustor. The heat in the combustion tail gas 
is to be used as a heat source within the heat 
exchanger network of the adapted cycle. The syngas 
is cooled to a temperature suited for the combustor. 
The gas turbine cooling is considered by routing 10% 
of the compressor mass flow directly to the turbine 
(which in fact does not affect the results of the 
present exercise). 
The compressor was modelled in Aspen Plus using 

a generic compressor map, as displayed in Figure 4. 
At the design point, the relation between the 
compressor pressure and flow rate can be linearized 
(see Eq. 11). 
 

4. PERTURBATION METHOD 

 
The CC is adapted to partially run on biomass and 

it will therefore operate under off-design and non 

                                                           
2 Yamazaki experimentally lowered SMR to 1 

without resulting in severe coking problems, but as 
the considered catalyst would require special 
treatment under these conditions, a more 
commercially applied surplus of 100% water was 
used in our Aspen simulations. 
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optimal conditions. A perturbation analysis is 
developed to accurately determine the marginal 
efficiency of the biomass using only accurately 
measurable variables, and taking into account all off-

design conditions. To achieve this, effects of co-
utilization are studied in each component of the gas 
turbine down to its steam bottom cycle to identify the 
components most affected by the perturbation.  

 

 
Fig. 2: Simplified schematic diagram of the simulated CC 

 
Fig. 3: Simplified schematic diagram of a co-utilising CC 
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Fig. 4: Typical generic compressor performance map with a linearization of flow rate versus pressure ratio at the 

design point 
 
 
When comparing a gas turbine cycle operated at its 

design and at off-design conditions, all the variables 
of the off design process can be expressed as follows: 
 

XXX ref ∂+=  (5) 
 
Where Xref is the value of the variable in the 

reference cycle (design conditions) and X the value of 
the variable in the perturbed cycle (off-design 
conditions). The difference between both is the 
perturbation created by adapting the cycle or by 
running it at non optimal conditions. All the 

perturbations will hence be preceded by the letter 

‘∂ ’ in this paper. 
 
The problem in Eq. (3) is the numerator where a 

difference between two large numbers needs to be 
calculated. The measurement errors on both will be 
larger than the difference itself, making it impossible 
to use the formula as such. As a solution it is 
proposed to apply a perturbation analysis, as follows: 
 

net

ref

netnet WWW &&& ∂+=
  (6) 

NG

ref

NGNG mmm &&& ∂+=
  (7) 

 
 
Eq. 3 can now be rewritten as follows: 
 

biobio
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NGnet

ref

netmar

LHVm

LHVmW

LHVm
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  (8) 
 
The numerator now shows a subtraction of numbers 

that are much smaller. As can be seen in this 
equation, the marginal efficiency can be calculated 
using the perturbations of the natural gas mass flow 
rate and the perturbation of the net power generated 
in the entire cycle.  It is therefore possible to reduce 
the relative error induced in the numerator 
significantly, leading to an accurate estimation of the 
marginal biomass efficiency. 
 

The perturbation on W&∂ consists of several 
contributions: 

- compW&∂
, the perturbation of the power 

demand of the compressor, 

- turbW&∂
, the perturbation of the generated 

power of the gas turbine, 

- steamW&∂
, the perturbation of the generated 

power in the bottom cycle, and 
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- auxW&∂
, the perturbation of the auxiliary 

power demanded in the gas turbine cycle 
 
The first three are strongly dependant upon the 

perturbations on flow rates. The mass flow rate 
through the gasturbine is governed by the gas turbine 
choking condition: 
 

Cte
p

TITm

inturb

turb =
,

&

  (9) 
 
Or, after differentiation 
 

ref

inturb

inturb

refref

turb

turb
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 (10) 
 

For the time being, it will be assumed that TIT∂ = 

0 through appropriate adjustment of the TOT. turbm&∂
 

and inturbp ,∂
 are both non zero, and linked to the 

compressor characteristics. Since only small 
perturbations are considered, it can be assumed that: 
 

ref

comp

comp

ref

outc

outc

m

m
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∂
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,
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  (11) 
 
Where the constant α corresponds to the slope of 

the pressure characteristic in the compressor map (see 
Figure 4). The flow rates are linked through the mass 
balance 
 

NGrefowatercompturb mmmm &&&& ++= ,  (12) 
 
Or, after differentiation 
 

NGrefowatercompturb mmmm &&&& ∂+∂+∂=∂ ,  
    (13) 
 
In order to obey the first law of thermodynamics, 

the overall energy balance of the complete cycle must 
be respected. In this overall system, inputs are natural 
and biomass, and outputs are the net produced power 
and both the natural gas and biomass combustor 
stacks (see Figure 3). Therefore, Equation (14) 
displays the different energy flows in and out of the 
cycle: 

( ) )()( 5.312
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biobioNGNG
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          (14) 
or, after differentiation 
 

)()()( 5.312
,,

K
watervsteambiostackbiostackpbiostackstackstackpstacknet

biobioNGNG

HmTCmTCmW

LHVmLHVm
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 (15) 
 

Where 
K

watervH
5.312∆

is the enthalpy of vaporization 
of water at 0.055 atm and 312.5K and where: 
 

steamcompturbnet WWWW &&&& ++=
  

    (16) 

bioBBairbiostack mmm &&& += ,   (17) 
 
The two stack temperatures in equations 14 and 15 

can be assumed constant. Hence the only remaining 

unknown variables are netW&∂
, stackm&∂

and 

steamm&∂
which will be computed in more detail in the 

sections below. 
 
 

 

Compressor 

( )inc,outc,compcomp hhmW −= &&

 (18) 
 
Where, assuming a perfect gas: 

( )c,inc,outp,c TTC∆h −≅
~

 (19) 
 
For the purpose of this paper, environmental 

conditions were frozen in order to attribute all 
perturbations solely to the influence of biomass and 
its by-product syngas. Consequently, 

inCPC ,, and inCT ,  are constant.  
Differentiation of equations 18 and 19 yield: 
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    (20) 
 
The change in flow rate is dictated by the choking 

condition of the turbine downstream (Equation 10). 
The perturbation of the outlet temperature can be 
found from the Poisson equation in combination with 
the isentropic efficiency: 
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Or, after differentiation: 
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    (24) 
 
The change in efficiency should be obtained from 

the compressor map (Figure 4) in the same way as the 
pressure change in equation (11). 
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With outlet conditions estimated, outCPC ,,  can be 
calculated iteratively. The perturbation on the 
compressor work can now be computed from known 
variables. 
 
Turbine 

The perturbation on the turbine work output is 
more complex due to changes in the gas composition 
as well as differences in temperature and pressure. 
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The change in flow can be rewritten using Eq. 13. 

The enthalpy changes must be further detailed 
through 
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    (28)  
 
where yi are the molar fractions of the different 

species. The turbine outlet temperature (TOT) is 
measured and kept constant in the actual gas turbine 
cycle, and the change in composition will inflict a 
difference in turbine inlet temperature (TIT).  It will 
however be assumed that the TOT control is modified 
to keep TIT constant for purposes of maintaining 
efficiency and turbine output power. Hence only the 

outlet i
h∂  will be affected by temperature change, 

which can be found in exactly the same way as for the 
compressor. The turbine inlet pressure is also 
perturbed, but the pressure loss in the combustion 
chamber is assumed to be unaffected: 
 

CteTIT =    (29) 

outcinturb pp ,, 95.0 ∂=∂
  (30) 

 
The perturbations on the molar fractions yi can 

easily be determined from the species mass balances 
as follows: 
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Or, through differentiation: 
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There are only four species in this flow, namely N2, 

CO2, H2O and O2. By mass balance, these flow 
perturbations can be written as: 
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All variables in the equations are known values. 
 
Bottom cycle 

( )insteamoutsteamsteamsteam hhmW ,, −= &&

 (37) 

CteT inturb ≅,    (38) 
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Knowledge of the variation of the steam turbine 

inlet temperature inturbT ,  requires modelling the heat 
exchanger network (HRSG) with information that is 
usually unavailable to the end-user. A mathematical 
model of the heat exchanger could increase accuracy 

of the perturbation calculation. As will appear from 
the results the induced error is small, which can be 
explained by the limited impact of the flow rates on 
Reynolds and Nusselt numbers in the heat exchange 
process. 
The bottom cycle is designed in such a way that 

when more or less heat is offered in the stack gases, 
more or less steam is produced. Furthermore, the 
design of most bottom cycles is such that the exit 
stack temperature is held constant, where the TOT 
can be assumed constant as well. The same can be 
said for the steam cycle where on one hand the water 
is condensed at a constant temperature and the steam 
turbine inlet temperature kept nearly constant on the 
other hand. As the heat offered by the stack gases is 
equal to the heat demanded by the steam generation 
and superheating, one could model this relation in a 
simple way as: 
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BBairturbBBairrefowaterNGcompstack mmmmmmm ,,, &&&&&&& −∂=−+∂+∂=∂
 (43) 

 
 
In order to determine the perturbation of the stack 

flow rate, it has been found that the greatest 
perturbations are the added water in the syngas 
content and the combusted air, diverted and recycled 
to combust biomass in the bio-burner.   
 
Full process simulation 

As a reference basis, the CC was simulated in 
Aspen, based upon technical sheets, readouts and 
measurements done in the existing CC of Drogenbos, 
Brussels, Belgium. This CC with a net power 
generation of ~500MW is constructed using two gas 
turbines and a single, two pressure-level steam cycle 
of 75/6.5 bars and a maximum injection temperature 
of 525°C in the HP steam turbine.  

Table 2 describes the reference data used to 
simulate the reference cycle and later on the adapted, 
co-utilizing cycle (only one of the two gas turbines 
was simulated).  It shows the input and output data 
for the model on pure natural gas or in mixture with 
syngas.  
The adiabatic turbine efficiency was set at 0.86 to 

produce the exhaust temperature close to 560°C (833 
K), which is the value published for the existing CC 
[24]. The compressor is simulated to work under an 
adiabatic efficiency of 88.5% to match compressor 
outlet conditions to the values published by the gas 
turbine manufacturer. 
 

 
Table 2: Comparison of simulation data (as predicted by Aspen) 

 
   Pure NG           1% bio-input            3% bio-input        6% bio-input 
Ambient pressure (atm) 1  1  1  1 
Compressor pressure ratio  9.63  9.64  9.65  9.67 
Turbine backpressure (atm) 1.02  1.02  1.02  1.02 
TIT (°C)  1047  1047  1047  1047 
TOT (°C)  560.0  560.0  559.8  559.8 
Cooling air fraction (%) 10.00  10.00  10.00  10.00 
HRSG outlet temp. (°C) 519.2  519.3  519.3  519.3 
(Mixed) Fuel composition (%mol)       

Ctep inturb ≅,
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 CH4  100.0  86.26  64.49  44.51 
 CO  0.0  0.88  2.27  3.55 
 CO2  0.0  2.03  5.24  8.19 
 H2  0.0  10.75  27.79  43.41 
 N2  0.0  0.00  0.00  0.00 
 H2O  0.0  0.08  0.21  0.34 
Stack temperature (°C) 97  97  97  97 
Biostack temperature (°C) /  97  97  97 
Flow rate NG (kg/s) 10.29  10.20  9.99  9.70 
Diverted NG (kg/s) /  1.27  4.00  7.76 
Flow rate air (kg/s) 547.8  547.5  546.9  546.1 
Flow rate turbine (kg/s) 558.0  558.3  558.9  559.7 
Flow rate syngas (kg/s) /  1.92  6.02  11.69 
Flow rate steam (bc) (kg/s) 83.24  82.58  81.30  79.28 
Net power (MW)  255.7  255.3  254.9  254.2 
Cycle efficiency (%) 49.56  49.50  49.40  49.20 
Marginal efficiency (%) /  43.44  43.44  43.45  
 

5.RESULTS 

 
This paragraph summarizes the results from the 

comparison of the reference CC and the CC co-

utilizing natural gas and biomass in a variety of ψ  
values. The main goals of this comparison are first to 
identify the components most perturbed by the intro-

duction of biomass through primary steam reforming, 
to determine the marginal biomass efficiency in an 
accurate manner and finally to validate the 
perturbation method. The errors propagating from 
simplified equations and formulae are indicated on 
the figures. The common rules of error analysis and 
propagation were used. 
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Matlab was used to solve the perturbed equations 

using only the three accurately measurable 

variables biom&
, refowaterm ,&

 and BBairm ,&
.  

Figure 5 shows the comparison of the relative 
perturbations of all the computed flow rates. The 
solid lines represent the values predicted by the 
perturbation model whereas the dashed lines 
represent the values predicted by Aspen for the 
compressor, turbine, steam and natural gas flows. The 
errors induced by simplification are neglectable for 
the compressor and turbine flow rates, and their 
predicted solid and dashed lines coincide.  The 
biggest error can be found for the steam flow rate, 
where the assumption of constant turbine inlet and 
stack outlet temperatures is oversimplified. For all the 
flow rate calculations, the perturbation model 
predicts closely to the values simulated by Aspen, 

with the largest relative error being 5.2% for steamm&∂
.  

It is to be observed that some irregularities are visible 

on the ASPEN steam flow rates which are due to 
convergence uncertainties. 
The compressor airflow lowers as more syngas is 

combusted. Because of the relatively low heating 
value of syngas, gas turbines fired on syngas have a 
significantly larger fuel gas mass (and hence, volume) 
flow rate compared to a pure natural gas case. The 
balance follows from the choked conditions at the 
inlet of the turbine (Equation 18).  
 
The air diverted from the turbine exhaust gases, 

causes a decrease in the amount of heat offered to the 

bottom cycle. As a consequence steamm&
 is lowered 

significantly. The loss of power, generated by the 
steam turbine, is compensated in the turbine as is 
explained further down. 
The fuel mass flow rate is controlled by the turbine 

inlet temperature, which needs to be fixed at 1047 °C 
at full load. As a result of the co-utilization of 
biomass, syngas fulfills part of the condition and a 
reduced amount of natural gas is demanded.  
Figure 6 displays the comparison of power 

perturbations predicted by the perturbation model 
(solid lines) and simulated by Aspen (dashed lines) in 
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the different gas turbine components. The accuracy of 
the calculated power in the different components 
strongly follows the accuracy of the associated flow 
rates (as can be seen from the perturbed equations). 
Therefore, the predicted and simulated values for 
compressor and turbine nearly coincide, and the 
biggest induced inaccuracy is found in the steam 
turbine perturbation. Once more, the perturbation 
model seems to follow Aspens simulations closely. 

With a maximum relative error for netW&∂
of 3.5%, 

the model is assumed to be satisfactory in predicting 
power perturbations in the adapted gas turbine cycle. 

As can be expected from equation 7, a reduced 
compressor flow rate requires less compressor power. 
As the airflow diminishes, the compressor will 
operate (according to its performance map in figure 
4) at higher outlet pressures. At constant shaftspeed, a 
deviation from the operating point will cause a 
reduction in compressor efficiency, translated in an 
increased outlet temperature. As the airflow passing 
through decreases, the compressor power demand is 
lowered linearly. For 5% biomass input fraction, the 
net power output is lowered roughly 0.1%. 

 

 
Fig. 5: Comparison of the flow rate perturbations (solid), relative to their reference flow values (dashed) versus 

biomass input fraction 
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Fig. 6: Comparison of the gas turbine component power perturbations (solid), relative to their reference values 

(dashed) versus biomass input fraction 
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Figure 7: Comparison of the marginal biomass efficiency as calculated by Aspen (dashed line) and as predicted 

by the perturbation model (solid line). 
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The increased mass flow rate through the turbine and the 
decreased turbine outlet enthalpy result in a considerable 
power increase. When 5% of natural gas is replaced by 
biomass through the proposed route, the turbine will generate 
roughly 0.7% more power. 
The strongest influence of the co-utilization can be found in 

the bottom cycle. The diversion of stack gases causes a 
significant reduction in the heat available for the HRSG. 
Consequently, as seen in Figure 5, the amount of superheated 
steam lowers considerably. As a result, the power generated in 
the bottom cycle reduces with the biomass input fraction: per 
percent biomass energy input, ~0.75% steam turbine power is 
lost. This reduction is compensated by the increased flow rate 
in the turbine and a reduction in compressor power, but the net 
outcome is still a small reduction in net output power. 
 During the simulations, it was noted that the 

perturbation auxW&∂
could be neglected without losing 

accuracy in the calculation of netW&∂
. Consequently auxW&∂

 
was not included in the perturbation model. 
 
Figure 7 displays the relevant gas turbine efficiencies. With 

a reference cycle efficiency of 49.5%, the marginal efficiency 
seems to lose roughly 5% according to both simulated and 
predicted values. This can be explained by: 
• The fact that part of the fuel is diverted to a different 

route through the combustor and next to the stack, without 
being expanded in the turbine. 

• The diversion of part of the water from the steam cycle.  
The marginal biomass efficiency remains fairly constant 

throughout the entire simulated range of biomass input 
fraction. 
The propagation of errors throughout the perturbation model 

ends up in a maximum relative error of ~1% in the marginal 
biomass efficiency. The model systematically overshoots the 
efficiencies given by Aspen, but it is satisfactory accurate, 

even in the lowest ψ  values of 1% or smaller. 

6. CONCLUSIONS 

 
A perturbation model using only thermodynamic and 

chemical laws was setup to quantify the impact of biomass 
addition in a power cycle, starting from measurable quantities. 
Compared to the results predicted by process simulation, the 
model generally produces accurate estimates of the perturbed 
mass flow rates, power generation and marginal biomass 
efficiency. The maximum relative error on the marginal 

biomass for ψ  = 0.5% was estimated at 1%, making it 
possible to quantify the effects of nearly any fraction of 
alternative energy on performance and efficiency of the 
adapted gas turbine cycle. 
The effect of co-utilizing biomass on the different cycle 

components is most pronounced in the bottom cycle and 
turbine. The compressor is fairly untouched and will work 
close to its design point, even at a biomass input fraction of 
5% or more. The changes in fuel composition result in 
enthalpy changes at the turbine inlet and outlet, as well as a 
significant change in TOT (assuming the TIT is constant). The 

effects of the perturbation on the turbine were estimated 
accurately with a maximum relative error of 0.2%. The route 
for biomass as proposed in this article requires recycling of a 
part of the turbine exhaust gases, thus diminishing the heat 
offered to the bottom cycle. As a result, the power generated 
by the steam turbine is lowered significantly. As the bottom 
cycle is operated in a complex way, characterized by the 
installation, simplifications had to be made, lowering the 
accuracy of the predicted power to a maximum relative error 
of 4.8%. 
This study demonstrates the possibility to accurately deduct 

the marginal efficiency of biomass using only accurately 
measurable variables. 
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Modified actuator disk with non-uniform loading and blade wake velocity deficit
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Abstract— The present work intended to develop an ac-
tuator disk to efficiently model running propellers in more
complex systems in those cases where the flow in the pro-
peller itself is not on focus. Modern actuator theory is used
in conjunction with novel features such as finite disk thick-
ness, radial load distribution and blade wake velocity deficit
modelling. The model is then validated by comparison with
numerical studies of an isolated propeller as these compar-
isons clearly show the ability of the present actuator to de-
liver reliable flow estimates together with specific periodic
flow features.

Keywords—propeller, actuator disk

Nomenclature

A Disk area perpendicular to axis
a(.), b Correlation coefficient
CT Thrust coefficient CT ≡ T/(ρ∞n2D4)
c(.) Correlation coefficient
c Local blade chord
cm Blade mean chord
D Propeller diameter D = 2Rtip
e(.) Correlation coefficient
F(.) Generic function
f(.) Correlation coefficient
J Advance ratio J = v∞/(nD)
M∞ Free-stream Mach number
n Rotational speed in RPS
p Pressure
R Blade radius
∆R Blade radial span ∆R = Rtip −Rroot
r Local radius
∆r Local radial span
T Propeller net thrust
t Local net thrust
v Velocity
βref Blade angle at 75% radius
ω Angular velocity ω = dθ/dt = 2πn
ρ Specific mass
θ Angular coordinate in a ortho-axial plane
∆θ Angular sector between two blades
ξ Reduced radial coordinate ξ = r/Rtip
Sub- and superscript
.d Quantity at downstream face of propeller disk
.i Induced quantity
.p Propeller related quantity
.r Radial quantity
.s Quantity infinitely far downstream of propeller disk
.u Quantity at upstream face of propeller disk
.x Axial quantity
.out Quantity at blade root
.root Quantity at blade root

.tip Quantity at blade tip

.∞ Free-stream quantity

.θ Angular quantity

.′ Iterative quantity

.∗ Corrected quantity

I. Introduction

THIS paper presents work conducted toward a modified
actuator disk model to be used in a preliminary de-

sign process or in optimisation of more complex structures.
Indeed, recent work by Malard et al[1], Moens and Gar-
darein[2], Goble and Hooker[3] or Zhang et al[4] stressed
the need for a cheap but reliable model that should be
used to simulate the flow from a running propeller onto
other airplane surfaces in those situations where the flow
in the propeller itself is of no or little importance.
Most efforts use some variant of the actuator disk that re-

places the running propellers quite efficiently except for the
unsteady flow features of propeller slipstream. The aim of
the present study is to develop an accurate actuator disk
modified to reproduce some of the non-uniform features
as radial load distribution and blade wake velocity deficit.
Doing so, some of the major shortcomings of the actuator
disk, i.e. the uniformity both in radial and ortho-radial di-
rections, are relieved while preserving its major advantage:
numerical cheapness. This renders the tool very useful for
preliminary studies or optimisation as both require cheap
and almost ’interactive’ models that allow for fast decision
making based on reliable results.

II. Modified Actuator Disk

A. Actuator disk model

The starting point is the general momentum theory first
proposed by Froude. This very classical actuator disk the-
ory includes contraction of the streamtube and rotation in
the slipstream ([5], [6]). It relies on two basic assumptions:
1. inviscid and incompressible flow,
2. and uniform axial and tangential velocity distributions
in each axial section of the streamtube.
Additionally, the flow in the slipstream is supposed to be
irrotational except along the axis so that the circulation is
constant for different radial positions.
The introduction of rotation or swirl in the slipstream

causes the common hypothesis concerning uniformity of
the pressure field in axial sections to be relaxed but is the
origin of high average static pressures in the slipstream.
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Fig. 1. Classical momentum theory model with rotation
of the slipstream.

According to Schouten[7], this is relaxed when wake roll-
up is introduced instead of a rigid wake. But the effects
on propeller efficiency, henceforth on propeller thrust and
torque are limited. So the authors shares the advice of
Ribner[8] that neglect of wake roll-up only slightly affects
the velocities induced over the propeller blades.
In the frame of the preceding hypotheses, and when wake

roll-up is neglected, axial and tangential velocities are com-
puted from propeller data such as thrust, RPM and area
together with flight data as specific mass at flight altitude
and flight velocity. Figure 1 sketches the model with the
streamtube divided into a section extending from infinity to
the upstream face of the propeller plane (which is infinitely
thin) and a section extending from the downstream face to
infinity.
The induced velocity vi is computed from propeller

thrust T , propeller angular velocity ω and propeller tip
radius Rtip together with the free-stream velocity v∞ and
free-stream fluid density ρ:

vi =

√√√√v2
∞
4

+
ω2R2

tip

4

(
1−

√
1− 4T

Apρω2R2
tip

)
− v∞

2
(1)

where Ap is the propeller disk area and where the thrust
T is obtained either from a preliminary study, or some
experimental results or even an isolated propeller numerical
study.
The induced velocity vi is then used to compute the axial

velocity at the actuator disk:

vxd = vxu = v∞ + vi (2)

Note that in general momentum theory, there is no jump in
axial velocity between the upstream and downstream face
of the actuator disk as in the basic actuator theory known
as axial momentum theory (developed by Rankine).
The angular velocity of the slipstream infinitely far

downstream ωs is computed through:

ωs =
4(v∞ + 2vi)vi

ωR2
tip

(3)

Fig. 2. Introduction of a finite thickness disk.

And finally, the tangential velocity downstream of the
disk vθd is computed:

vθd =
v∞ + vi
vxs

rωs (4)

with
vxs = v∞ + 2.vi

where vxs is the axial velocity infinitely far downstream
and r is the radius of the considered streamline. In con-
tradiction to the axial velocity, there is a jump across the
disk for the tangential velocity due to the angular momen-
tum imparted to the fluid through the propeller disk, since
vθu = 0.

B. Modifications

B.1 Finite thickness

The first modification to the classical theory is the in-
troduction of a finite thickness to the actuator disk so that
the flow around the actuator should be as close as possible
to the flow outside the envelope of the propeller.
The actuator disk is therefore replaced by an actuator

cylinder (the shaded area on figure 2). A hole is pierced
through the actuator cylinder so that it fits onto the spin-
ner. The disk thickness cm is the mean chord of the blades
computed by:

cm =
1

Rtip

∫ Rtip

Rroot

c.dr

where c is the local chord, but no account is taken for high
blade sweep that would make the volume swept by the
blades extend further downstream.
In order to ensure mass conservation through the disk,

the axial velocity vx in a section A of the cylinder located
between Au and Ad is adapted by a factor Ad/A derived
from incompressible mass conservation theory such that
the downstream face of the cylinder carries the classical
induced velocities:
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vx = Ad

A (v∞ + vi) (5)

where Ad

A = F(x) (6)

with F(x) depending on the spinner profile expressed in
axial coordinate x.

B.2 Radial load distribution

The second modification concerns the introduction of a
radially distributed propeller load. This way, the propeller
induced axial and tangential velocities become dependant
on the radius.
Unlike Zhang et al[4] who use a sixth order Bessel func-

tion to model radial load distribution, the present model
uses a second order polynomial inspired by blade element
theory ([6], [9], [10], [11], [12]) and found to match ade-
quately both experimental and numerical data ([13], [14]).
This load distribution is compared to the uniform case in
figure 3. The radial load distribution is given by:

t(ξ) = a(ξ − 1 )(ξ − ξ2 ) +
T .Rtip

∆R
(7)

where t is the local net thrust and ξ = r
Rtip

is the reduced
radial coordinate and ∆R is the blade span. This equation
must satisfy∫ 1

ξroot

t(ξ)dξ =
∫ 1

ξroot

[
a(ξ − 1 )(ξ − ξ2 ) +

T .Rtip

∆R

]
dξ = T

(8)
which yields ∫ 1

ξroot

[a(ξ − 1)(ξ − ξ2)] dξ = 0

where a is chosen so that the thrust produced at the root is
25% of the maximum local thrust tmax and ξ2 is chosen so
that equation 8 is satisfied. Doing so the maximum local
thrust occurs around 75% radius. Note that the last term
of equation 7 is precisely the local thrust tmean in the case
of a uniform load distribution as in the classical actuator
theory.
As any ring of the actuator cylinder outlet surface, with

thickness ∆r centred around r, is enclosed between two
streamlines, the local thrust produced by this ring can be
used to compute the induced velocity of the corresponding
disk increment (see [11]):

vi(r) =

√√√√√v2
∞
4

+
1
4

ω2
s

v∞ + v′i
v′xs

r2 +
t
r+∆r/2
r−∆r/2

πρr∆r

− v∞
2

(9)

where v′i is obtained from equation 1, v′xs = v∞ + 2v′i and
t
r+∆r/2
r−∆r/2 is the thrust produced by this ring and is approxi-
mated by a step approach. The induced velocity vi is now
radially dependent and replaces equation 1. Of course, a
similar development leads to the expression of the radially
dependent angular velocity ωs(r) that replaces equation 3:

Fig. 3. Comparison of load distributions in the classical
and modified actuator models.

ωs(r) =
2(v∞ + 2vi)vi

ωr∆r
(10)

B.3 Wake velocity deficit

The last modification consists in implementing periodic
blade wake velocity deficits. As boundary layer develop-
ment on the suction and pressure faces of real propeller
blades results downstream in a wake; ’fictive’ blades are
introduced in the modified actuator by implementing lo-
cal deficit profiles at the considered positions of the blades.
Nevertheless, no actual solid blade surface is implemented
in the actuator disk, so there is no need for real boundary
layer modelling. Although the velocity deficit profiles de-
pend strongly on geometrical features of the blades such as
their thickness at the considered radial section, these pro-
files have shown to be adequately approximated by Gaus-
sian curves depending on purely flow related quantities. So
even when the blade wake model is used in the actuator,
no knowledge of the blade geometry is required.
Together with this axial velocity deficit, a tangential in-

crement exists. It stems from the bounded vorticity around
the blades. At first order, this increment can also be ap-
proximated by a Gaussian profile in the ortho-radial direc-
tion whose amplitude and width depend on the considered
radial section.
This modification offers the advantage of delivering the

main unsteady flow feature of propeller flow at extremely
low cost, indeed the numerical cost of implementing actua-
tor rotation is very low as no mesh modification nor moving
meshes are required. It is sufficient to set the velocity con-
ditions from the actuator theory at different mesh points
according to time as dictated by both the number of blades
and the propeller RPM.
All quantities necessary for the previous modifications

are extracted from numerical studies of isolated propellers
and are applicable over a wide range of operating conditions
for a given propeller geometry.
The wake velocity deficit is implemented in the axial ve-

locity by modifying equation 2 both by equation 9 and by
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Nb Type M∞ J βref CT T (N)
1 SR-1 0.6 3.08 60◦ 0.41 200
2 SR-1 0.7 3.04 59.5◦ 0.42 286
3 SR-1 0.7 2.86 59.5◦ 0.52 399
4 SR-1 0.8 3.08 58.5◦ 0.37 322
5 SR-3 0.6 3.00 60◦ 0.46 240
6 SR-3 0.7 3.06 59.5◦ 0.48 322
7 SR-3 0.7 3.26 59.5◦ 0.41 245
8 SR-3 0.8 3.08 58.5◦ 0.45 389
9 SR-6 0.75 4.36 66.4◦ 0.25 124

TABLE I
Test cases.

introducing a wake velocity deficit term so that the ortho-
radial uniformity is broken:

vxd(r, θ) = vxu(r, θ) = v∞ + v∗i (r)− a(T ) exp− (θ − b)2

c(r, T )2

(11)
where v∗i (r) is the induced velocity from equation 9 incre-
mented to satisfy mass conservation through the disk with
the deficits taken into account, a(T ) is a coefficient solely
depending on the thrust and imposes the magnitude of the
deficit, θ is the tangential coordinate, b is the periodic tan-
gential location of the blade deficit considered (b would be
π/4-periodic for an eight bladed propeller) and c(r, T ) is a
coefficient depending on r and T that influences the deficit
wideness.
The tangential velocity increment that develops past the

trailing edge of the blade can be efficiently modelled in
the same, although opposite, way. Nevertheless, this incre-
ment has not yet been implemented in the present results
as further investigations with regard to the behaviour of
the correlation coefficients is needed.

III. Study of the model parameters

Extensive studies have shown that the parameters a(T ),
b and c(r, T ) have interesting behaviour for a given fam-
ily of geometrically similar propellers. For example, the
NASA SR − 1, SR − 3 and SR − 6 propellers have dif-
ferent geometries though they present the same features:
thin swept blades. In the present work, 0.622m-diameter
propellers have been studied.
Correlation work done on those three propellers operat-

ing at three different free-stream Mach numbers with dif-
ferent advance ratios and blade angle as shown in table I,
conducted to formulate a(T ) as a linear expression of T in-
dependent of any other variable. This correlation is shown
on figure 4.
As shown on figure 5, the c(r, T ) parameter exhibits an

inverse exponential behaviour with respect to the radius r
given by an equation of the type:

c(r) = e exp (fr)

Fig. 4. Correlation for the a(T ) coefficient. Numbers
indicate the corresponding case from table I.

Fig. 5. Correlation for the c(r, T ) coefficient for three
cases.

where e is a positive non-dimensional number and f is a
negative non-dimensional number. Once again, correlation
work has shown that e and f are nicely correlated to the
thrust T by linear behaviour as can be deduced from figures
6 and 7. At present, no convincing explanation has been
found for the poor correlation of case 7. So, in the end,
c(r, T ) is written as:

c(r, T ) = e(T ) exp (f(T )r) (12)

The coefficient a(T ), together with equation 12 and lin-
ear expressions for e(T ) and f(T ) are implemented along
with equation 11 in the actuator disk to compute the axial
velocity. These equations have the advantage of depending
exclusively on parameters already needed for actuator disk
calculations, namely r and T as b depends solely on the
number of blades, so that no additional data is necessary
as long as a family of geometrically similar propellers is
used.

IV. Verification

Figure 8 gives a side and front view of the mesh used. It
shows the boundary layer mesh build around the spinner
but also the traces of the supposed location of the blades
due to the mesh refinement in the ortho-radial direction.
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Fig. 6. Correlation for the e(T )-coefficient. Numbers in-
dicate the corresponding case from table I.

Fig. 7. Correlation for the f(T )-coefficient. Numbers in-
dicate the corresponding case from table I.

Fig. 8. Front (top-right) and side (bottom) view of the
actuator mesh. Only one quadrant is presented.

Fig. 9. Mach number comparison for a NASA SR-1 pro-
peller at M∞ = 0.8, J = 3.08 and βref = 58.5◦ at 75%
radius.

Fig. 10. Radial Mach number comparison for a NASA SR-
1 propeller at M∞ = 0.8, J = 3.08 and βref = 58.5◦

at 75% radius.

The modified actuator disk results are compared to an
extensive numerical study of various isolated propeller con-
figurations. The results, shown on figures 9, 10 and 11, are
in good agreement and confirm the ability of the model
to retrieve good estimates for major flow features up- and
downstream of the propeller disk despite the fact that the
actuator volume itself is treated using incompressible as-
sumptions and that no corrections are applied. Indeed, the
(total) Mach number together with the tangential Mach
number are nicely correlated with the isolated simulation.
The radial Mach number results shown on figure 10 show
good agreement up- and downstream of the propeller disk
where the flow is treated as compressible. The zero ra-
dial velocity imposed in the current implementation in the
actuator disk, in order to enforce non-contraction of the
streamtube, is clearly the major source of discrepancy in
the close vicinity of the disk as is strongly suggested from
figure 10. This will be corrected in future versions of the
code by computing the radial velocity from mass conserva-
tion in three dimensions whereas mass conservation is now
purely realized through the axial and tangential velocities.
Despite this shortcoming, the present model is already pro-
ficient in predicting reliable flow estimates.
Figures 12 and 13 show a comparison of the axial velocity

deficit at four different radii. The agreement is convincing
through all the blade span. The underprediction of the
deficit magnitude at 39% radius, and the overprediction
at 99% radius are believed to find their origin both in the
shape of the actual blade and in the use of correlated val-
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Fig. 11. Tangential Mach number comparison for a NASA
SR-1 propeller at M∞ = 0.7, J = 3.04 and βref =
59.5◦ at 75% radius.

Fig. 12. Axial Mach number deficit comparison for one
blade of a NASA SR-1 propeller at M∞ = 0.7, J =
3.04 and βref = 59.5◦ at two radii (39% and 65%).

ues for the coefficients of equations 11 and 12. The same
agreement has been obtained for the other cases in table
I, with both depth and width generally close to isolated
propeller simulations. The agreement is considered satis-
facting given the approximations made and the cheapness
of the model.
Figures 14 and 15 show contours of Mach numbers at

four different radii respectively when computed with the
actuator disk and with the isolated propeller. These show
clearly the main difference between both approaches as the
local flow features in the blade passages are not included
in the mathematical model of the actuator. Up- and down-
stream of the disk, the agreement is good given the low or-
der model used. The agreement seems to get better along
the blade span although the strong flow features occurring
near blade tip seem to disturb the flow in a way that is not
caught by the actuator implementation. Nevertheless,the
actuator model delivers a correct averaged flow.
At low radius near blade root, the higher Mach number

region found aft of the disk in the actuator case is believed
to come from the fact that the boundary layer that devel-
ops around the spinner is modelled in this case while it is
not accounted for in the isolated simulation. The displace-
ment thickness associated to that boundary layer together
with centrifugal forces causes greater flow blockage at lower
radii, thereby increasing the Mach number at the radius of
the cut in the actuator model.

Fig. 13. Axial Mach number comparison for one blade of
a NASA SR-1 propeller at M∞ = 0.7, J = 3.04 and
βref = 59.5◦ at two radii (75% and 99%).

Fig. 14. Mach number contours with the actuator disk
at four radii (39%, 50%, 75% and 99%) for the NASA
SR-3 propfan at M∞ = 0.8 with J = 3.08 and βref =
58.5◦. Note that the constant radii sections have been
shrunk to facilitate comparison between radii.

These figures show acceptable agreement with respect to
velocity deficit. It appears to be nicely correlated both in
depth and width within the framework set in the discussion
of figures 12 and 13. As commonly accepted in actuator
disk usage and shown in the isolated contours, the flow be-
hind a blade is fully mixed at a distance of the order of
one blade radius. This distance is nicely retrieved with the
modified actuator except for the tip region. Implementing
non-zero radial velocities would not only enhance the pro-
file of figure 10, it could also retrieve more accurate flow
features at the tip as the presence of strong blade tip vor-
tices is the reason for the bigger mixing length.
Finally figure 16 shows Mach number contours at two

radii (39% radius close to blade root and 75% radius).
Good correspondance is obtained downstream of the pro-
peller disk and the major discordance concerns the flow in
the blade passage.
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Fig. 15. Mach number contours with the isolated blade
at four radii (39%, 50%, 75% and 99%) for the NASA
SR-3 propfan at M∞ = 0.8 with J = 3.08 and βref =
58.5◦. Note that the constant radii sections have been
shrunk to facilitate comparison between radii.

V. Conclusions

A modified actuator disk model has been developed. It
accounts for rotation in the slipstream, radial load dis-
tribution, finite thickness of the propeller disk and blade
wake axial velocity deficit. The model has been validated
through extensive comparison with studies of isolated full
propellers and offers the advantage to be extremely inex-
pensive for simulations of the effect of propellers on other
airframe structures in early design stages. The model is
extremely cheap and can therefore be used ’on-line’.
The modified actuator offers the advantage to raise the

limitations inherent to classical actuators. Indeed, blade
wake velocity deficit modelling offers the advantage to de-
liver major unsteady propeller flow features at low cost
hence unsteady effects on items placed within one radius
from the propeller plane can be assessed early in the design
or optimization cycle.
Future improvements consist in implementing non-zero

radial velocity in the actuator disk. Doing so, the flow
patterns should be even more accurately retrieved at all
radii, especially near blade tip.
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Fig. 16. Mach number contours at two radii for both
models (top, modified actuator disk model - bottom,
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Abstract— This paper presents the results of a two-
dimensional spatially developing shear-layer simulation. A
vortex method (VIC-FM), assuring no dispersion errors, is
used to capture correctly the turbulent structures. Several
outflow conditions are tested to measure their influence on
the results in the turbulent self-similar region. Two sizes of
the domain are used. The second domain, longer than the
first one, was initially created to increase the range of the
self-similar region independent of the boundary conditions
and to validate the results obtained on the shorter domain.
The different outflow conditions showed that there is no sig-
nificant influence on the results in the turbulent self-similar
region. The results on the extended domain have validated
those on the shortest. They have also unveiled the possibility
of multiple self-similar regions in such 2-D turbulence.

Fluid mechanics, shear-layers, self-similarity

I. INTRODUCTION

THE present contribution reports the results of a two-
dimensional numerical simulation of a shear-layer. One

of the canonical shear flows, the shear-layer is a technically im-
portant and scientifically interesting turbulent flow and has re-
ceived much attention because of the so-called “coherent struc-
tures”. The canonical free turbulent flows, which include jets
and wakes, are interesting not only because they are technically
important but also because their specification requires a mini-
mum of empirical coefficients and so makes them useful objects
for modeling and theoretical exploration. A central task for tur-
bulence theory is to predict the coefficients but what is important
is to define their experimental values accurately. In this case, the
two-dimensional shear-layer is defined as the meeting of two
flows with different velocity (U1 and U2). The upstream flows
are taken uniform and separated by a semi-infinite plate located
in y = 0. At the origin (x = 0), the flows meet and create the
so-called shear-layer.
The difficulties are connected with the initial boundary layers
from the splitter plate and with outflow conditions. The canon-
ical, self-similar flow should become independent of the initial
boundary layers at some reasonable distance downstream. On
the other hand, outflow conditions will have some upstream ef-
fects. In assessing the effects of this and other difficulties, it
is usually assumed that, if the growth rate dδ/dx is found to be
constant in some part of the mixing layer, then its value is candi-
date for definition of the self-similar flow. A stronger candidate
for the definition of the self-similarity is the constancy of the
maximum Reynolds stress −u′v′/(∆U)2. In the present work,
different configurations of the outflow condition were used in
order to evaluate their impact on the self-similarity area.

The simulations studied here are high-resolution simulations,
over a large spatial extent to allow self-similar development to
significantly high Reynolds number, and over a long time to
provide statistical convergence of mean values. The compact-
ness of the vorticity fields makes the use of the vortex method
very attractive as it only requires computational elements where
the vorticity is non-zero. Another advantage of this method is
the Lagrangian operator, eliminating the need to explicitly treat
the convection derivative : convection dominated flows are well
treated by vortex methods. Recent significant developments
have been made in the field or vortex methods. In this case,
the Vortex-In-Cell method, combined to Fast-Multipole method
developed by Cocle et al. [1] was used.

II. MATHEMATICAL FORMULATION AND NUMERICAL
PROCEDURE

A. Equations for two-dimensional flows

The velocity-vorticity formulation of the Navier-Stokes equa-
tions for incompressible flows is used (1) with a VIC-FM [1]
solver (Vortex-In-Cell, Fast-Multipole) here as developed by F.
Thirifay [2]. The equations are

Dω

Dt
= ν52

ω , 52
ψ =−ω (1)

where ω is the vorticity and ψ is the streamfunction (with u = ∂ψ

∂y

and v =− ∂ψ

∂x ).
The VIC method, using vortex particles, is very efficient for
convection dominated flows. Indeed, the Lagrangian treatment
eliminates the need to explicity treat the convection derivative.
Coupled with the VIC approach, the FM method provides the
correct boundary conditions for the stream function in order to
solve the Poisson equation (1) on the grid.
The particles are convected using

d
dt

xp = Up +ua +upart (2)

where Up = U1+U2
2 ex is the constant potential velocity, ua is the

velocity induced by the inflow and outflow conditions and upart
is that induced by the particles.
The diffusion of the vorticity are computed using a second order
centered finite differences. The particles are projected on the
grid to solve the Poisson equation (1).

B. Redistribution

The particles are redistributed every few time steps in order to
maintain a good spatial uniformity. A third order redistribution
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scheme, using the position and the strength of the particles, in-
terpolates the values on the grid. This grid goes smoothly from
uniform to polar to correspond to the growth rate of the shear-
layer (see Fig. 1). This “trumpet” mapping is given by

x =
h0

C
sinh(iC)cos( jC) ,

y =
h0

C
cosh(iC)sin( jC) , (3)

where h0 is the size of the smallest cell (in the uniform region)
and C is the growing rate parameter. The shape of each cell is
roughly a square, thus maintaining a good aspect ratio.

Fig. 1. Redistribution mapping. The simulation cells are
four times smaller than shown.

C. Inflow and outflow conditions

The inflow and outflow conditions are defined by two vortex
sheets. The stream function taking account of those sheets is
given by

ψa =
∆U
4π

(Z 0

−∞

log((x− x′)2 + y2 + ε
2)dx′

+
Z

∞

L
log((x− x′)2 +(y+ ys)2 + ε

2)dx′
)

(4)

with ε and E respectively the thickness parameter of the inflow
and the outflow sheets. The outflow sheet position is shifted by
−ys. The vorticity profile at the inflow is represented at Fig. 2
Various ε and positions of the outflow vortex sheet have been
tested to measure their influence on the results in the self-similar
region of the flow.

Fig. 2. Vorticity profile of the regularized vortex sheet

D. Computation parameters

The velocities at the inflow condition are taken as U1 = 1 and
U2 = 0.38. The value U2/U1 = 0.38 is chosen to correspond to
the case studied by Brown and Roshko [3]. The computational
domain extends from x = 0 to x = 2500 and up to x = 3500 for
the largest grid. The thickness parameter of the inflow sheet
is ε = 1, which gives an initial momentum thickness equal to
θ0 = π/4, with a Reynolds number Re = ∆Uθ0

ν
' 50. The re-

lation between the momentum thickness and the thickness pa-
rameter is usefull to set the thickness of the outflow sheet. The
position and that thickness of the outflow sheet are chosen to
correspond at the momentum thickness computed from previ-
ous simulations.
The timestep for the second order Runge-Kutta scheme is taken
as dt = 2h0/U2 ' 2.6, which satisfy well the accuracy condition
for vortex methods ωmaxdt ' 0.6 < 1.
Two parameters are used to define the vortex sheet at the out-
flow: the y-shift, ys and the thickness E. To measure correctly
their influence on the flow, the following computations are done:
• VIC1: the thickness parameter is the same as the inflow con-
dition (E = ε). The outflow sheet is located on y = 0,
• VIC2: the thickness parameter is computed from the VIC1
simulation. The outflow sheet is still located on y = 0,
• VIC3: the position of the outflow vortex sheet is deduced from
the VIC1 simulation. The tickness parameter is the same as that
of the inflow sheet,
• VIC4: the thickness parameter and the position of the outflow
sheet are both computed from simulation VIC1.
• VIC5: the parameters of the outflow condition are the same as
those of the VIC4 computation but the domain is extended up to
x = 3500.

III. MEAN FLOW DATA

The profiles of the mean velocity are obtained from long time
averaging: 140 tc are necessary to converge the statistics, where
tc is defined as the time required to travel once the computa-
tional domain at the global convection velocity Up. From each
converged mean velocity profile, U(y), the momentum thick-
ness θ, the vorticity thickness δw and the position of the dividing
streamline y• have been computed:

θ =
Z

∞

−∞

(U1−U)(U−U2)
∆U2 dy , (5)

δw =
∆U

(∂U/ ∂y)max
. (6)

The position of the dividing streamline is defined as the stream-
line along which a self-similar shear layer develops, and is de-
termined fromZ y•

−∞

U(U−U2) dy+
Z y•

−∞

(u′2− v′2) dy =Z
∞

y•
U(U1−U) dy+

Z
∞

y•
(u′2− v′2) dy . (7)

A snapshot of the statistically converged vorticity field on the
extended domain is shown in Fig. 3. The flow goes from lam-
inar to turbulent (yet, of course, 2-D). After the laminar part,

561



Fig. 3. Snapshot of the vorticity field

we observe a transition region where the Kelvin-Helmholtz in-
stability starts developing. The waves are seen to grow and de-
velop discrete vortex structures. Further downstream, beyond
x ' 700, we observe a different state of the shear layer which
can be interpreted as a “fully turbulent” self-similar state. This
interpretation is supported by the scaling which one obtains in
this region. The similarity variable is defined as

η =
y

x− x0
,

where x0 is the virtual origin of the self-similar turbulent shear
layer.
First of all, it is essential to define correctly this origin in order to

compute the growing rates with accuracy. For this, the y location
of the points having the same velocity at different positions x are
reported on a xy graph. The intersection of the linear fits of those
values gives the virtual origin of the turbulent shear layer (fig. 4).

Fig. 4. Origin of the turbulent shear layer for VIC4

A. Influence of the outflow condition

In this section, different outflow conditions are studied on
the first domain (extended up to x = 2500). The truly self-
similarity region goes from x' 1000 to x' 1400 for all compu-
tations. Fig. 5 shows the velocity profile for the VIC4 simulation
computed with the appropriate scaling η = y/(x− x0), where
x0 = 280 is the origin of the self-similar turbulent shear-layer.
The curves are indeed the same for all x-stations.

Fig. 5. Velocity profiles at different x-stations for VIC4.
Position of the dividing streamline (dotted line)

The good collapse of the data indicates an inviscid (and tur-
bulent) scaling law in the self-similar region. It follows that the
thicknesses θ(x) or δw(x), also grow linearly. Fig. 6 shows them
for the VIC4 simulation. The linear fits of the curves in the self-
similar turbulent region are also plotted. Only the slopes of the
curves are approximated, the origin of the line is set at the ori-
gin x0. At a first glance, the outflow condition seems to greatly
interfere with the results at the end of the domain, the simula-
tion on the largest domain will show that this is due to another
phenomenon.

Fig. 7 shows the dividing streamline y• at different x-stations
obtained by Eq. (7) and the few other streamlines obtained from
the mean flow (U,V ). Even tough the outflow condition influ-
ences the results downstream, it will be demonstrated that it does
not influence significatively the results in the self-similar region
of the turbulent shear-layer.
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Fig. 6. Momentum thickness and vorticity thickness and
their linear fits (solid line) for VIC4.

Fig. 7. Dividing streamline for VIC4. The solid lines
correspond to three streamlines of the mean flow.

The analysis of the self-similarity on the turbulent region for
the different computations gives the results in Table I. The val-

x0 dθ/dx dδw/dx −dy•/dx
VIC1 280 0.0177 0.0812 9.67 10−3
VIC2 300 0.0179 0.0829 9.68 10−3
VIC3 275 0.0178 0.0836 1.01 10−2
VIC4 280 0.0176 0.0838 9.79 10−3

TABLE I
COMPARISON BETWEEN THE DIFFERENT SIMULATIONS

ues obtained show an excellent agreement, meaning the results
in the self-similar region are not significatively dependent of the
parameters of the outflow condition.

B. Results on an extended domain

A computation on a domain extended up to x = 3500 (VIC5)
is done to validate the results of the simulations described above.
The parameters of the outflow condition are taken the same as
those of the simulation VIC4.
The analysis of the self-similarity of the velocity and of the
Reynolds stress highlights the existence of three different self-
similarity regions (a, b and c), each with its virtual origin. The
different self-similarity regions can be seen distinctly on the
plots of the growing rates, see Fig. 8. Futhermore, the third

Fig. 8. Momentum thickness, vorticity thickness and their
linear fits for the extended domain VIC5.

region appears to have the same growth rate as that of the first
one, see Table II. This means that the second, intermediate, re-
gion could be a transition region between the two others.

x0 dθ/dx −dy•/dx
Region 1 280 0.0839 9.69 10−3

Region 2 50 0.0664 9.65 10−3

Region 3 400 0.0806 1.16 10−2

TABLE II
COMPARISON BETWEEN THE SELF-SIMILAR REGIONS

FOR VIC5.

Fig. 9 shows the dividing streamline at different x-stations
and the linear fits in the turbulent region. It is seen that the slope
of the dividing streamline is roughly the same in the first and the
second regions and that it increases in the third one.
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Fig. 9. Dividing streamline for VIC5.

Table III compares the results obtained on the extended do-
main with those obtained on the shorter one. It confirms that the
results are indeed similar in the first self-similarity region. this
also confirms that the first set of simulations (VIC1 to VIC4)
was indeed a valid one. In Fig 10, the momentum thickness

x0 dθ/dx dδw/dx −dy•/dx
VIC5 280 0.0177 0.0812 9.67 10−3

VIC4 280 0.0176 0.0838 9.79 10−3

TABLE III
COMPARISON BETWEEN THE RESULTS OF THE

SIMULATIONS ON THE TWO DOMAINS

obtained in the shorter domain simulation (VIC4) is also over-
layed to the linear fits obtained in the extended domain simula-
tion (VIC5). Notice that the second region, was in fact already
visible in the results of the VIC4 simulation. Hence, it should
not be attributed to an artificial influence of the outflow condi-
tion, as was first proposed.

Fig. 10. Momentum thickness for VIC4 and the linear fits
of VIC5 (solid lines).

IV. CONCLUSION

Several outflow conditions of the computation have been
tested, showing that there was no significant influence on the
results in the turbulent self-similar region. The results obtained
on the extended domain have validated those on the shortest.
They have also unveiled the possibility of multiple self-similar
regions in such 2-D turbulence. To definitively confirm the ex-
istence of those regions, a simulation on a larger domain would

be necessary. It would also allow to see if this phenomenon
is repetitive. Exciting the shear-layer with a white noise at the
inflow condition could also further confirm that the values ob-
tained so farfor of the growing rates are “robust” (i.e., that they
are insenstive to the white noise).
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Abstract— As a process, fire can take many forms, all
of which involve chemical reaction between combustible
species and oxygen from the air. Properly harnessed, it pro-
vides great benefit as a source of power and heat to meet
our industrial and domestic needs, but, unchecked, it can
cause untold material damage and human suffering. In real
terms, the direct fire losses may not have increased signif-
icantly over the past two decades, but the holding action
has been bought by a substantial increase in other associ-
ated costs, namely improving the technical capability of the
fire service and the adoption of more sophisticaded fire pro-
tection systems [1]. Further advances in combating wildfire
are based on a fundamental approach which can be applied
at the design stage rather than relying on fire incidents to
draw attention to inherent fire hazards. Such approach re-
quires a detailed understanding of the fire behaviour from
an engineering standpoint. The substantial majority of fire
fatalities can be attributed to the inhalation of smoke and
toxic gases [8]. While many of these individuals may have
been overcome by combustion products while asleep, a large
number are found at points remote from the fire, perhaps
attempting to effect their escape. So, life safety systems in
buildings should incorporate means of protecting the occu-
pants from smoke as they make their way to safety. For this
to be achieved, the behaviour and movement of smoke within
the building must be understood.

Keywords— fire, smoke, buildings

I. I NTRODUCTION

THE present paper is focused on the smoke propaga-
tion in buildings during a fire [5], [6]. The main as-

sumption of the present work deals with the initiation of
flaming combustion and the spread of flame : we con-
sider that the compartment is in a fully developed fire
regime [2]. The present parper describes the smoke move-
ment in multiple interconnected spaces. In practice, a
model with two zones is considered in each room con-
nected with the compartment in fire : the upper zone is
a smoke layer and the bottom zone is composed of fresh
air. Each zone is defined by physic parameters such as
temperature, density, pressure and chemical components.
By writing the equilibrium equations of mass tranfer and
energy, all the parameters can be calculated during the sim-
ulation. So, the smoke layer is growing until an opening is

reached. Then the smoke is filling the adjacent room. The
smoke layer in this room is growing until an other window
is reached.
Thanks to the knowledge of the chemical components in
the smoke and its temperature, the visibility and the toxic-
ity of the smoke can be estimated.

II. A SSUMPTIONS

The fire has been confined in a closed room without
forced ventilation. Connections with adjacent rooms are
made by rectangular openings. A two-zones approach is
used to analysed the transfers between the smoke layer
and the fresh air. Each zone is characterized by its pres-
sure, density, volume and temperature.

The fire is modeled as a source point. Part of the pro-
duced energy coming from the flames is transfered by ra-
diation; the rest of the energy is directly transfered to the
smoke zone. Both zones transfer energy by convection
with the inner walls.

The model is based on transfer of mass and energy be-
tween the zones in the adjacent rooms. The radiative and
convection transfer modes are well-known and, for that
reason, are not described in this paper. However, the com-
bustion model and the flux in the openings are showed
hereafter.

III. C OMBUSTION MODEL

The main parameter for characterizing the power of the
fire is theheat released rate Q. It can be estimed through
the fire load of the building. If we consider a burning ma-
terial with a heat of combustion∆Hc, the rate of fuel in-
volved during the fire is given by :

Ṅc =
Q

∆Hc
(1)

For a given burning material, the chemical reactions in-
volving the oxidation of hydrocarbons produce water
vapour and carbon dioxide, but also carbon monoxide gas
and solid carbon as soot particles in the flames or in the
smoke. So the heat of combustion∆Hc refers to a complex
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combination of complete and partial calorific values that
take into account the lack of oxygen during the fire in a
closed room.
Usually the production of chemical entities during an in-
complete combustion should be given as assumptions of
the model. In our approach, the production of the soot par-
ticles, the monoxide carbon, the monoxide nitrogen and
the cinanide, is estimated through the research works of
Tewarson [7]. He has shown the correlation between the
production of chemical entities and the venting condition
(that it means the available oxygen). Such correlation is
based on experimental tests made on the main burning ma-
terials of the room. The figure 1 gives an example for the
combustion of the pyridine. A description of such correla-
tions can been found in [7].

Fig. 1. Production of chemical entities according to the
venting condition.

IV. FLOW ACROSS OPENINGS

Several flows are taken into account according the kind
of openings. Doors and windows are vertical openings
where the air flow is mainly horizontal. Stairs and ceil-
ing outlets are horizontal openings where the air flow is
mainly vertical. Long corridors and tunnels are particular
openings; so are mechanical ventilation systems. Thoses
are not considered in the present paper. Moreover, such
system is turn off by the automatic detection.

Air and smoke flows across the vertical openings are
calculated by the Bernouilli law taken into account the dif-
ference of pressure in the adjacent zones. The flow across
the horizontal openings is generally turbulent due to the
difference of density of the gas in the two zones (turbu-
lence appairs when the denser fluid is above the lighter
one).

A. Vertical openings

The velocity of the fluidv crossing an opening depends
on the difference of pressure∆P and a throw coefficient
Cd. The relation may be written as :

v = Cd

(

2∆P
ρ

)

(2)

A common value forCd is 0.7.
Of course, the difference of pressure linearly depends on
the height. Moreover, the density of the gas depends on
the zone but, at the boundary, the pressure of each zone
remains equal. So the profile of pression at the vertical
opening is chequered as shown on figure 2. The pressure
is given by the relation :

Pi(z) = Pi0−gρi(z−zi0) (3)

wherePi0 refers to the pressure at the reference levelzi0 in
the zonei; g is the gravity acceleration andρ the volumic
mass.
The neutral planes are calculated by resolving the equal-
ity of pressure in the horizontaly adjacent zones. When
the profile of pression is known, equation 2 is applied to
get the profile of the flow velocity. So the mass tranfer
between the rooms can be calculated.

Upper zone 1

Lower zone 1

Upper zone 2

Lower zone 2

Pressure

Neutral plane

Fig. 2. Pressure distribution along a vertical opening.

B. Horizontal openings

In this case, the motion of the gas across the opening
is due to, on one hand the difference of pressure and, on
the other hand, the difference of density. It is common to
considered the two phenomena distinctely in such a way
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the flow is given by the summation :

V = V(∆P)+VEX (4)

The termV(∆P) is due to the difference of pressure and
may be calculated from the equation (2) with an uniform
profile of pressure. The second termeVEX is due to the
difference of density between the top and bottom fluids.
Mercer and Thompson have made several trial about that
kind of problems and they have given empiric expression
of the flow for different kind of appertures [8]. In the case
of a rectangular openingAv, they have given the following
expression :

VEX = VEX,max(1−
|δP|
|∆PF |

) (5)

VEX,max= 0.1

[

2g∆ρA5/2
v

(ρTOP+ρBOTTOM)

]1/2

(6)

∆PF = C2
dg∆ρ

D5

2A2
v

(7)

D is the greater length of the rectangular opening;TOP
andBOTTOMrefer to the fluids above an below the open-
ing respectively.

V. M ASS AND ENERGY CONSERVATION

The transfers between the two zones and between the
adjacent rooms are regulated by the conservation of the
mass and of the energy. So we should write the balance
for each zone in each room.

For the lower zone, the transfers of gas depend on the
fresh air entering and throwing out and on the air carrying
away with the plume :

dNl

dt
= Ṅin,l − Ṅout,l − Ṅplume (8)

N refers to the moles. Several models have been proposed
to estimate the plume debit. Generally, the model proposed
by McCaffrey [8] is used but, for this preliminary stud-
ies, the plume debit is not calculated and is assumed to be
constant. As the gas are ideal, we may rewrite the latest
equation as :

dVl

dt
=

[

(Ṅin,l − Ṅout,l − Ṅplume)
R
Pl

T2
l +Vl

dTl

dt

]

1
Tl

(9)

So the height of the zone can be estimated through the
mass transfer, the temperature and the pressure.
For the upper zone, the same balance may be written but
the debit of fuel is added. We consider in the present pa-
per the combustion of pyridine that produces 9 chemical
species (CO2, CO, C, H2O, O2, N2, HCN, NO, residue

from combustion).

dVu

dt
=

[

(Ṅin,u− Ṅout,u + Ṅplume+Nf uel

(

9

∑
i=1

fi

)

)
R
Pu

T2
u

(10)

+ Vu
dTu

dt

]

1
Tu

Moreover, the total volume of the room remains constant.

Vu +Vl = Vroom (11)

The equations (9), (10) and (11) give the balance of mass
for the whole room. Such equations may be written for
all the rooms. In addition, the fraction of each chemical
species is taken into account by the relations below, re-
spectively for the upper and lower zone :

Ṅin,l fin,l ,i − Ṅout,l fout,l ,i − Ṅplumefl ,i =
Pl

R

d
(

Vl fl ,i
Tl

)

dt
(12)

Ṅin,u fin,u,i − Ṅout,u fout,u,i + Ṅplumefu,i+ (13)

Nf uel fi =
Pu

R

d
(

Vu fu,i

Tu

)

dt
fl ,i + fu,i = fi (14)

In our case where 9 chemical species are considered,
27 equations per room are added.

The balance of energy is written for each zone taking
into account on one hand the energy of the tranfering gas
and, on the other hand the convection and the radiation
with the solid surfaces. The energy of the gas is well de-
scribed by its enthalpy. So the equilibrium equations of the
upper and lower zone are :

Nl hl

dt
= ql + Ṅin,l hin,l − Ṅout,l hout,l − Ṅplumehl (15)

Nuhu

dt
= qu + Ṅin,uhin,u− Ṅout,uhout,u + Ṅplumehu + Ṅf uelhf uel

(16)

whereh refers to the enthalpy. It may be calculated accord-
ing the temperature of the gas and its chemical composi-
tion. The tranfers of energy with the walls, the floor and
the ceiling are mainly coming from radiation and convec-
tion. For the radiation mode, we make the assumption that
the transfer only concerns the upper zone with the smoke.
In practice, the lower zone is mainly composed of fresh air
that remains transparent. The solid surfaces and the smoke
are considered asgrey so that the emissivity doesn’t de-
pend on the frequency of the radiation. As the fire is mod-
eled as a point source, it can only produce radiations but
cannot receive them. The emissivity factor for the surfaces
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in contact with the smoke is 0.9 because they are covered
by soot particles. For the other surfaces, the value of 0.6 is
recommended. The emissivity of the smoke is calculated
taken into account the contribution of the carbon dioxide,
the water vapour and the soot particles.

The convection transfer mode is natural. Several empir-
ical relations have been establish for the convection with a
vertical surface. In this case, the temperature of the wall
has to be taken into account. So the transfer of heat by
conduction into the walls has to be taken into account too.

VI. RESOLUTION

The finite difference method is used to resolve the sys-
tem of differential equations. The data of the problem are
the inner geometry of the building, especially the openings
between the rooms and the characteristics of the building
materials. The localization of the fire and its power is
given. The unknows refer to two zones in each rooms :
temperature, pressure, volume (or thickness of the gas),
chemical components of the gas. In our case, we consider
9 chemical species.

VII. E XAMPLE OF RESULTS

Two adjacent rooms of 4.9m long, 4.0mwide and 4.0m
height are considered. The openings are identical (2.5m
height and 1.0m wide). The solid surfaces are made of
concrete. The fire occurs in room 1.
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Fig. 3. Fire power

The figure 3 shows the imposed power of the fire. The
temperatures reached in the zones are showed on the fig-
ure 4. The temperature of the ajdacent room remains con-
stant since the smoke hasn’t reached the opening. At time
t = 16.4s, the smoke is entering in the room (fig.5) and the
temperature is increasing in the upper zone of room 2.

During the simulation, the production of chemical
species is monitoring. For example, the figure 6 shows
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the quantity of carbon dioxide in the zones.

VIII. C ONCLUSION

The present paper is focused on the smoke propagation
in buildings during a fire. The main assumption of the
present work deals with the initiation of flaming combus-
tion and the spread of flame : we consider that the compart-
ment is in a fully developed fire regime. The present parper
describes the smoke movement in multiple interconnected
spaces. In practice, a model with two zones is considered
in each rooms connected with the compartment in fire :
the upper zone is a smoke layer and the bottom zone is
composed of fresh air. Each zone is defined by physic pa-
rameters such as temperature, density, pressure and chem-
ical components. By writing the equilibrium equations of
mass tranfer and energy, all the parameters can be calcu-
lated during the simulation.

Further progresses may be done. It concerns the model
of the fire itself. A more sophisticated model of fire has al-
ready been considered but it is not included in the present
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approach because of its complexity [5]. Moreover, a bet-
ter model of the ceiling jet and the fresh air carried away
with the plume should be taken into account. However the
present approach gives accurate results enough to quantify
the propagation of the smoke in the building and its toxic-
ity.

REFERENCES

[1] D. Rasbash, G. Ramachandran, B. Kandola, J. Watts et M. Law,
Evaluation of fire safety, Wiley, 2004

[2] M. L. Janssens,An Introduction to Mathematical Fire Modeling,
Southwest Research Institute, TECHNOMIC publishing co. inc,
2000

[3] Walter W. Jones, Richard D. Peacock, Glenn P. Forney et Paul A.
Reneke,CFAST Consolidated Model of Fire Growth and Smoke
Transport (Version 6), Technical Reference Guide, NIST Special
Publication 1026, December 2005, http://www.nist.gov

[4] Walter W. Jones, Richard D. Peacock, Glenn P. Forney et Paul A.
Reneke,CFAST Consolidated Model of Fire Growth and Smoke
Transport (Version 6), Users Guide, NIST Special Publication
1041, December 2005, http://www.nist.gov

[5] Gaetan Parmentier,Simulation dun incendie dans un compartiment
ventilation naturelle, travail de fin dtude, FPMs, 2006-2007

[6] Geoffrey Cambier ,Simulation dincendie de substances chimiques
dans un compartiment ventilation naturelle, travail de fin dtude,
FPMs, 2002-2003

[7] S. Brohez,Etude des feux de substances chimiques en milieu confin
, Thse de doctorat en science applique, FPMs, 2002

[8] D. Drysdale,An introduction to fire dynamics - 2d edition, Wiley
1998

569



Abstract: This paper describes an algorithm with two degrees 
of freedom that is used to simulate the dynamics of a rigid 
bileaflet prosthetic heart valve using fluid-structure interaction. 
The motion of each valve leaflet is calculated separately, taking 
into account their mutual interaction. The developed algorithm is 
implemented in FLUENT and is tested for a 2D bileaflet valve in 
an asymmetric geometry. 

Keywords:  FSI, bileaflet heart valve, algorithm 
 

I. INTRODUCTION 
When simulating bileaflet heart valves, the motion of the 

fluid, the movement of the leaflet walls and their interaction 
need to be taken into account. This can be done by fluid-
structure interaction. A description of FSI methods for 
bileaflet heart valves can be found in [4]. 
In previous work [1, 2], an FSI algorithm with one degree of 
freedom was developed, which implies that the two leaflets 
perform the same motion. This limitation is discussable, 
especially when the surrounding geometry is asymmetric. In 
this paper, an algorithm with two degrees of freedom is 
presented and tested. 

The paper is organized as follows. First, we derive and 
analyze the algorithm and its implementation in FLUENT. 
Subsequently, the algorithm is illustrated and tested by a 2D 
case of a bileaflet valve in an asymmetric geometry. 

II. THEORETICAL ANALYSIS AND FSI ALGORITHM 
The FSI algorithm is based on the ALE approach, which 

implies that the grid follows the motion of the structure and 
subsequently needs an update. Because this exact motion is a 
priori unknown, a coupling algorithm is necessary.  

The flow diagram of the algorithm is visualized in Figure 1. 
The implementation in FLUENT is done by journal files and 
UDFs. For each subiteration, the journal file updates the 
mesh, solves the Navier-Stokes equations and reads the data 
file of the time step. It solves the flow part of the problem. 
The UDFs, on the other hand, simulate the structural part. 
They perform calculations with the obtained flow solution in 
order to check convergence and to set the motion parameters 
for each subiteration. They interact with and steer the actions 
of the journal file and thus performing FSI.  
Next, the steps of the flow diagram are discussed into detail. 

A. Valve mechanics 
A bileaflet heart valve is modeled as a rigid casing wherein 

two separate rigid leaflets can rotate around their axis. 
Because the position of each leaflet is solely determined by its 
opening angle, the bileaflet valve has two degrees of freedom. 

The movement of a rigid leaflet is governed by the 
equilibrium between the moment around its hinge and the 
product of its angular acceleration with its moment of inertia: 

           M I θ= ⋅                                    (1) 
For two leaflets, this gives the following two equations with 
Mi, Ii and iθ  representing respectively the moment, the 
moment of inertia and the angular acceleration of leaflet i 
around its rotation axis: 

                                        

1 1 1

2 2 2

M I

M I

θ

θ

⎧ = ⋅⎪
⎨

= ⋅⎪⎩
                              (2) 

When a frictionless hinge is supposed, the moment acting on 
the leaflet is the pressure (and viscous) moment. 

In [1] is shown that an implicit coupling algorithm is 
necessary. Even within the subiterations of each time step, 
implicitness between the subiterations is needed to obtain fast 
convergence. Therefore, in each subiteration k+1 of a time 
step n+1, eq. (2) is linearized as follows, taking into account 
the mutual interaction between the leaflets:  

( ) ( )

( ) ( )

1, 1, 1 1, 1, 1 1, 1, 11 1
1 1 1 2 2 1 1

1 2

1, 1, 1 1, 1, 1 1, 1, 12 2
2 1 1 2 2 2 2

1 2

n k n k n k n k n k n k

n k n k n k n k n k n k

M MM I

M MM I

θ θ θ θ θ
θ θ

θ θ θ θ θ
θ θ

+ + + + + + + + +

+ + + + + + + + +

∂ ∂⎧ + − + − = ⋅⎪ ∂ ∂⎪
⎨ ∂ ∂⎪ + − + − = ⋅
⎪ ∂ ∂⎩
                  (3) 
These equations can be rearranged as follows : 

1, 1, 1, 1, 1 1, 1 1, 11 1 1 1
1 1 2 1 1 1 2

1 2 1 2

1, 1, 1, 1, 1 1, 1 1, 12 2 2 2
2 1 2 2 2 1 2

1 2 1 2

n k n k n k n k n k n k

n k n k n k n k n k n k

M M M MM I

M M M MM I

θ θ θ θ θ
θ θ θ θ

θ θ θ θ θ
θ θ θ θ

+ + + + + + + + +

+ + + + + + + + +

∂ ∂ ∂ ∂⎧ − − = ⋅ − −⎪ ∂ ∂ ∂ ∂⎪
⎨ ∂ ∂ ∂ ∂

− − = ⋅ − −
∂ ∂ ∂ ∂

(4)

⎪
⎪⎩

Which gives in matrix notation: 

1, 1, 1,1 1 1 1
1 1 2 1 1, 1

1 2 1 2 1
1, 1

1, 1, 1,2 2 2 2 2
2 1 2 2

1 2 1 2

n k n k n k
n k

n k
n k n k n k

M M M M
M I

M M M M
M I

θ θ
θ θ θ θ θ

θθ θ
θ θ θ θ

+ + +
+ +

+ +
+ + +

∂ ∂ ∂ ∂⎡ ⎤ ⎡ ⎤− − − −⎢ ⎥ ⎢ ⎥ ⎡ ⎤∂ ∂ ∂ ∂⎢ ⎥ ⎢ ⎥= ⋅ ⎢ ⎥⎢ ⎥ ⎢ ⎥∂ ∂ ∂ ∂ ⎢ ⎥⎣ ⎦− − − −⎢ ⎥ ⎢ ⎥
∂ ∂ ∂ ∂⎣ ⎦ ⎣ ⎦

 

                 (5) 
or 

 [ ] [ ]
1, 11, n kn kM
+ ++ ⎡ ⎤= Δ ⋅ Θ⎣ ⎦    (6) 

Thus, the   matrix 
1, 1n k+ +

⎡ ⎤Θ⎣ ⎦  contains the angular accelerations 

on time step n+1 and subiteration k+1. The matrix [Δ] is 
composed of the moments of inertia and the derivatives of the 
moments with respect to angular acceleration (i.e. the 
Jacobian). Matrix [M]n+1,k  consists of all the remaining factors 
(in time step n+1 and subiteration k). 
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For a well-posed problem, the matrix [Δ] is nonsingular. So 
the previous equation can be rewritten as: 

[ ] [ ]
1, 1 1 1,n k n kM
+ + − +⎡ ⎤Θ = Δ ⋅⎣ ⎦   (7) 

B. Estimating the Jacobian and calculating the valve motion 
In order to solve eq. (7) and calculate the angular 

accelerations of the new subiteration, the Jacobian has to be 
known. However, when a black box flow solver is used, the 
derivatives of the moments with respect to the angular 
acceleration are approximated by finite differences. Therefore, 
three subiterations are needed within each time step. In the 
first and second subiteration (k=0 and k=1) a small 
perturbation δ is given to each of the angular accelerations, 
while keeping the other one fixed. In the third subiteration 
(k=2) no perturbation is given at all. For each subiteration the 
moments acting on the leaflets are calculated and stored, 
which gives in summary: 
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The derivatives can now be estimated as follows: (i,j=1,2) 

                                        

i i

j j

M M
θ θ

∂ Δ
≈

∂ Δ                                   
(9) 

which gives for each component of the Jacobian: 
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          (10) 
For the following subiterations (k>2) the angular accelerations 
can now be calculated by eq. (7), until the convergence 
criterion is satisfied. For each leaflet i, this convergence 
criterion is given by: 

                          
1, 1 1, 1n k n k

i i iM I θ ε+ + + +− ⋅ <
                     

(11) 

The convergence threshold ε is set at one percent of 1, 1n k
iM + + : 

            
1, 1

100

n k
iM

ε
+ +

=
                                              

(12) 

When the convergence criterion is satisfied, the geometry and 
data of the time step is stored and the next time step is 
initiated. 
 

When going to a new time step, the initial angular 
accelerations are estimated based on a quadratic extrapolation 

of the accelerations from previous time steps. This estimation 
of the initial value will result in faster convergence.  
 

From the angular acceleration obtained from eq. (7), the 
angular velocity and position of each leaflet on the time level 
t t+ Δ

 
is calculated using a time-integration scheme. In [1] is 

shown that a backward Euler scheme is preferred for strongly 
FSI coupling: 
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(15) 

C. Behavior in fully opened / fully closed position 
The angular position of a leaflet is restricted by a maximum 

(fully closed) and a minimum angle (fully opened). In reality, 
this is usually done by a physical blocking mechanism 
incorporated in the design of the hinges. 
These limitations can be modeled by setting the position equal 
to the restriction and recalculating the angular velocity and 
acceleration. This is done as follows. When the calculated 
position of a leaflet exceeds its limitations, i.e. 1, 1

min
n k
iθ θ+ + <  

or 1, 1
max

n k
iθ θ+ + > , then the position is set equal to this limit, 

i.e. 1, 1
min

n k
iθ θ+ + =  or 1, 1

max
n k
iθ θ+ + = . In order to move exactly 

to the limited position in the time step, the angular velocity 
1, 1n k

iθ
+ +

 
and acceleration 1, 1n k

iθ
+ + needs to be recalculated 

(using the backward Euler scheme): 
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                         (16) 

 
The previously described convergence criterion must be 

changed when the position is limited. The convergence no 
longer has to depend on the absolute value of the subtraction 

( )1, 1 1, 1n k n k
i i iM I θ+ + + +− ⋅ , but merely on its sign. This can be 

understood by adding to the momentum equation the reaction 
moment of the blocking mechanism exerted on the leaflets, 
i.e.  r

iM : 
1, 1 1, 1r n k n k

i i i iM M I θ+ + + ++ = ⋅                     
(17) 

or 

( )1, 1 1, 1r n k n k
i i i iM M I θ+ + + += − − ⋅                  

(18) 

In order to sustain contact between the leaflet and the 
blocking mechanism, this reaction moment will be either 
negative or positive (depending on the case: minθ  or maxθ ). As 
convergence criterion, this sign is checked. 
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Fig. 1. Flow diagram of the implicit FSI coupling algorithm with two degrees of freedom, implemented in FLUENT.  
n = time step, k = subiteration step. Shaded: software executed using generated journal file. Unshaded: functions executed 
using compiled UDFs.  
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III. RESULTS 
This algorithm is implemented in FLUENT and tested for a 

2D model of a bileaflet heart valve.  
This 2D geometry is derived from a 3D model of a bileaflet 
aortic valve in a tube with solid walls and Valsalva sinuses, as  
depicted in Figure 2.a. The used aortic heart valve is a 
simplified model of the ATS Open Pivot Standard Heart 
Valve with size 25mm. The orifice inner diameter measures 
20.8mm. The geometry of the Valsalva sinuses is based on 
[3]. The presence of these sinuses gives an asymmetric 
geometry downstream of the valve. Such asymmetry will 
result in a different motion for each valve leaflet and therefore 
it is an effective test for the algorithm.  
Through this 3D model, a longitudinal 2D section was made 
perpendicular to the leaflet rotation axis (Figure 2.b). 

 

 
Fig. 2.a. View of the 3D model with Valsalva Sinuses. 
 

 
Fig. 2.b. In the 3D model a 2D longitudinal section was made. 

 
In GAMBIT, the fluid domain is partitioned into a 

deforming and a non-deforming zone. The deforming grid is 
laid in the rotation zone of the leaflets, as illustrated in Figure 
3.a. So, if applicable, it is updated in FLUENT using dynamic 
remeshing and spring smoothing. The non-deforming grid, 
however, is fixed during the subsequent time steps. Interior 
edges link the non-deforming and deforming zones. The 
geometry was meshed with triangular cells (Figure 3.b). 

 

 
Fig. 3.a. The geometry is subdivided into a deforming (light 
blue) and a non-deforming zone (dark blue). 
 

 
Fig. 3.b. The final grid is composed of triangular cells. 
 

This 2D grid is subsequently imported into FLUENT and 
the case is set up. Velocity and pressure profiles are applied at 
resp. inlet (at the right) and outlet (at the left) boundaries. The 
velocity profile is visualized in Figure 4 and corresponds to 
the aortic flow pulse used in [2]. Water was chosen as the 
working fluid. A no-slip condition was applied to the walls. 

 

 
Fig. 4. Inlet aortic velocity-time pattern of one time cycle 
 

The solution process shows that the algorithm is stable. For 
each time step, it reaches convergence within a few 
subiterations.  
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Figure 5 gives the resulting angular position of the upper and 
the lower leaflet as function of time. The fully opened position 
refers to 0º and the closing of the leaflets is restricted to 53.4º. 
The results clearly show the difference in motion between the 
leaflets. Although the upper leaflet closes much faster than the 
lower one, it opens at a slightly slower pace. It can be 
understood that the geometrical asymmetry triggers this 
asynchrony.  

 

 
Fig. 5. Angular position of upper and lower leaflet in one time 
cycle 

IV. CONCLUSIONS 
An implicit FSI coupling algorithm for two degrees of 

freedom is presented in this paper and used to simulate the 
(asynchronous) motion of each leaflet of a bileaflet valve, 
taking into account their mutual influence. 

The algorithm is successfully tested and implemented for a 
2D case. The grid domain is subdivided into a deforming and 
a non-deforming zone. Hence, when the leaflets move and the 
mesh must be updated, only the deforming zone needs 
modification. This will lower the computational effort. 
An FSI algorithm with one degree of freedom implies that the 
two leaflets are forced to perform the same motion. This paper 
shows that great asymmetry in the geometry can result in 
great differences in leaflet motion. In such cases, an algorithm 
with two degrees of freedom is preferred.  
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abstract

Different Mathematical models for cyclone separa-
tors with a tangential inlet were used to estimate the
effect of geometrical parameters on the pressure drop
and cut-off size. A prediction model for the pressure
drop and cut-off diameter was obtained based on the
response surface methodology by means of a statisti-
cal software. The results show that the vortex finder
diameter, the inlet height, the inlet width, and the
total cyclone height play an important role in influ-
encing the cyclone performance. Different mathemat-
ical models were used in this study. Nearly all led
to the same conclusions. For more understanding of
the effect of the geometrical parameters on the flow
field of cyclone separators, Large Eddy Simulations
are performed for six test cases.

I. Introduction

Cyclones are widely used for removing industrial
dust from air or process gases. They are the most fre-
quently encountered type of gas-solid separator in in-
dustry. The primary advantages of cyclones are econ-
omy, simplicity in construction and ability to operate
at high temperature and pressures. The principle of
cyclone separation is simple, where the gasdust mix-
ture enters from the inlet section. Then, the cylindri-
cal body induces a spinning(swirl), vertical flow pat-
tern to the gas–dust mixture. Centrifugal force sep-
arates the dust from the gas stream; the dust travels
to the walls of the cylinder and down the conical sec-
tion to the dust outlet. The gas exits through the
vortex finder from the top. In order to describe the
cyclone performance (pressure drop and collection ef-
ficiency) there are three approaches: Mathematical
models, Experimental Investigation, and Computa-
tional Fluid Dynamics (CFD). The cyclone perfor-
mance is affected by several parameters,Viz.: cyclone
geometry (dimensions, shape of inlet section, number
of inlets and vortex finder shape), inlet velocity (vol-
ume flow rate), dust mass loading, surface roughness.

This study is based on a cone cyclone with a tan-

Fig. 1. Schematic diagram for cyclone separator

gential inlet cylinder, where seven geometrical param-
eters affect the flow field and performance, Viz.
1. The inlet height, a
2. The inlet width, b
3. The vortex finder diameter, Dx

4. The vortex finder length, s
5. The dust outlet diameter, Bc
6. The cylindrical part height,h
7. The total cyclone height, Ht

as shown in Fig. I where D is the cyclone diameter
First the most important geometrical parameters

were determined using mathematical modeling and
statistical analysis, secondly, the effects of these fac-
tors were analyzed computationally using Large Eddy
Simulation (LES).

II. MATHEMATICAL MODELS

During the past 50 years, interest in particle collec-
tion and pressure theories has steadily increased [1].
For estimation of pressure drop the following models
were used
• Stairmand Model(1949) [2]
• Barth Model(1956) [3]
• Core Model presented by Lewellen (1971) [4]
• Shepherd and Lapple (1940) [5]
• Casal and Martinez-Bent (1983) [6]
• Empirical Correlation presented by Ramachandran
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et al. (1991)[7]
To estimate the cut-off particle diameter the follow-

ing two models were used
• Barth (1956) [3]
• Iozia and Leith (1989) [8]

A. Barth Model for Pressure Drop and Collection Ef-
ficiency

In 1956 Barth proposed a simple model based on
force balance(classified as one of the Equilibrium-
Orbit Models). This model enables to obtain the cut-
off size and the pressure drop values.

A.1 Estimation of pressure drop

Barth subdivided the pressure drop into three con-
tributions:
1. the inlet loss (this loss could be avoided by good
design [3]).
2. the loss in the cyclone body.
3. the loss in the vortex finder.

The pressure drop in the cyclone body can be esti-
mated from,

∆Pbody =
ρv2
x

2
Dx

D

 1(
vx
vθCS

− Ht−S
0.5Dx

f
)2 −

(
vθCs
vx

)2


(1)

where vθCS is the tangential velocity at the control
surface CS, Fig. 2

vθCS =
πRinRxvx

a bα+HCSπfRin
(2)

where f is the friction factor (f=0.05), Rx is the
vortex finder radius Rx = Dx/2, vx is the mean axial
velocity in the vortex finder vx = Q/(πR2

x) where Q
is the volume flow rate and HCS is the height of the
control surface extending from the bottom of the vor-
tex finder to the cyclone bottom, see Fig. 2. Rin is
the radial position of the center of the inlet (as shown
in Fig.( 3)), for a slot inlet Rin = R− b/2, where b is
the inlet width and R = D/2 is the cyclone radius.

In a cyclone with a slot type of rectangular inlet,
the inlet jet is compressed against the wall, resulting
in a decrease in the area available for the incoming
flow and an increase in the velocity. Barth accounted
for this by introducing α, which is defined as the ratio
of the moment-of-momentum of the gas in the inlet
and the gas flowing along the wall, see Fig.(3). Barth
introduced following formula to calculate α,

Fig. 2. The control surface concept in Barth model.

Fig. 3. Inlet flow pattern for slot inlet.

α = 1− 0.4(
b

R
)0.5 (3)

The pressure drop in the vortex finder can be esti-
mated using a semi- empirical approach as ,

∆Px = (0.5ρv2
x)

((
vθCS
vx

)2

+K

(
vθCS
vx

) 4
3

)
(4)

where K is the vortex finder entrance factor (K =
4.4). The total pressure drop ∆P = ∆Pbody+∆Px can
be made dimensionless using the average inlet velocity
vin = Q

ab leading to the so-called Euler number based
on the area average inlet velocity Euin.

Euin =
∆P

0.5ρv2
in

(5)

A.2 Estimation of cut-off diameter

As mentioned above Barth’s model is based on an
”Equilibrium-orbit model”. This model considers the
imaginary cylindrical surface CS that is formed by
continuing the vortex finder wall to the bottom of the
cyclone Fig. 2. It is based on the force balance of
a particle that is rotating in CS at radius Rx. The
outward directed centrifugal force is balanced against
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the inward drag caused by the gas flowing through
surface CS and into the inner part of the vortex.

Large particles are therefore ”centrifuged” out to
the cyclone wall, (because centrifugal force > drag
force so it will move outside of CS), and small par-
ticles are dragged in and escape out via the vortex
finder.

The particle size for which the two forces balance
-the particles that orbit in equilibrium in CS-is taken
as the cyclone’s x50 or cut-off size; it is the particle
size that stands a 50–50 chance of being captured.

This particle size is of fundamental importance and
is a measure of the intrinsic separation capability of
the cyclone. Here, all the gas velocity components are
assumed constant over CS for the computation of the
equilibrium-orbit size.

Barth introduced the following formula to calculate
the cut-off size x50,

x50 =

√
vrCS 9 µg Dx

ρp v2
θCS

(6)

where vrCS is the uniform radial gas velocity in the
surface of CS given by:

vrCS =
Q

πDxHCS
(7)

The following expression obtained from trigonome-
try relations can be used to calculate HCS

HCS =
(R−Rx)(H − h)

R− (Bc2 )
+ (h− S) if Bc > Dx

= (H − S) if Bc ≤ Dx(8)

III. Design of Experiment (Sensitivity
analysis)

The usual method to optimizing any investigation
set-up is to adjust one parameter at a time, keeping
all others constant, until the optimum working condi-
tions are found. Adjusting one parameter at a time
is necessarily time consuming, and may not reveal all
interactions between the parameters. In order to fully
describe the response and interactions of any complex
system a multivariate parametric study must be con-
ducted.

A. Response surface methodology

Response Surface Methodology (RSM) is a power-
ful statistical analysis technique which is well suited

to modeling complex multivariate processes, in appli-
cations where a response is influenced by several vari-
ables and the objective is to optimize this response.
Box and Wilson first introduced the theory of RSM
in 1951 ([11]), and RSM today is the most commonly
used method of process optimization . Using RSM
one may model and predict the effect of individual
experimental parameters on a defined response out-
put, as well as locating any interactions between the
experimental parameters which otherwise may have
been overlooked. RSM has been employed extensively
in the field of engineering and manufacturing where
many parameters are involved in a process.

In order to conduct any RSM analysis one must
first design the experiment, identify the experimental
parameters to adjust, and define the process response
to be optimized. Once the experiment has been con-
ducted and the recorded data tabulated, RSM anal-
ysis software models the data and attempts to fit a
second-order polynomial to this data.

It is assumed that the performance of a cyclone is
affected by seven geometrical factors, Viz.a/D, b/D,
Dx/D, S/D, h/D, and Ht/D, while the values of
other parameters affecting the cyclone performance
are held constant, (gas density and viscosity, particle
density, inlet velocity, mass loading, friction factor,
cyclone diameter).

To study the effect of the seven geometrical param-
eters on the pressure drop and cut-off size, a full fac-
torial design of experiment would require 2187(37) ex-
periments, assuming three values for each parameter.

A more suitable design with a limited number of
points can be done using Box-Behnken designs which
are experimental designs for response surface method-
ology, devised by Box and Behnken in 1960 [12]. This
set-up results in a Box-Behnken design of seven fac-
tors demanding only 64 calculations

The values of Euler numbers and cut-off diameters
for the 64 designs are calculated with the mathemat-
ical models discussed before in Sec. II using VISUAL
BASIC 6 code wrote by the authors. This is done in
three steps, viz:

1. Construct the design using STATGRAPHICS and
put these values in a file to read it by the Visual Basic
6 code.
2. calculate the values of Euler numbers and cut-off
sizes using all mentioned models for cyclone perfor-
mance
3. Analysis of the results using STATGRAPHICS
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B. Analysis of the Result from EuBarth

The first step in analysis of response surface design
is to determine which factors have a significant im-
pact on the response variables. This is mostly done
using a Pareto chart.The standardized Pareto chart
for Barth’s model for pressure drop is shown in Fig.4.
It contains a bar for each effect, sorted from most sig-
nificant to least significant parameter. The length of
each bar is proportional to the standardized effect. A
vertical line is drawn at the location of the 0.05 criti-
cal values for Student’s t. Any bars that extend to the
right of that line indicate effects that are statistically
significant, For more details about statistical analysis
refer to some statistical textbook e.g. [13].

From the Pareto chart Fig.4, the vortex finder di-
ameter Dx, the inlet height a and the inlet width b
appear to be the most significant factors affecting the
pressure drop (Euler number).

Concerning correlation of variables, the following
interactions seem to have an important effect: (1) the
inlet width b and the vortex finder diameter Dx (i.e.
BD). (2) the inlet height a and the vortex finder
diameter Dx (i.e. AD). (3) the vortex finder diameter
Dx with cyclone height Ht (i.e. DF ).

The most significant effect is that of vortex finder
diameter Dx with inverse relation with pressure drop.
In general the ratio between the inlet area (a × b) to
the exit area (πD2

x/4) has a large effect on pressure
drop [10].

Fig. 5 shows the main effect of each parameter,
leading to the same conclusion concerning the most
significant geometrical parameters. Also it is clear
from Fig.5 that the inlet height a is linearly related
to the pressure drop. The effect of changing the inlet
width b on the pressure drop is the most important
at small values of b as shown in Fig. 5. The effect
of Ht is small but its interaction with Dx denoted by
DF in the Pareto chart, has a significant effect on
the pressure drop. The remaining variables (Bc, h, S)
have a weak effect on the pressure drop as shown in
the Pareto chart, Fig. 4 and the main effect plot given
in Fig.5.

Fig. 5 leads to the conclusion that changing Dx

has a high effect on the pressure drop, with a very
rapid decrease in the pressure drop when increasing
Dx up to Dx ≈ 0.625 after which the relation becomes
direct. This may be explained as follows: although
the pressure loss in the vortex finder decreases with
increasing the vortex finder diameter, like the case of
viscous flow in a pipe, the pressure drop in the cyclone
body instead will increase due to the decrease of the
flow area just after the flow entrance from the inlet

Fig. 4. The Pareto chart for EuBarth

region. This analysis indicates the large contribution
of the pressure loss in the vortex finder to the total
pressure drop (the pressure loss at the entrance, the
pressure loss in the cyclone body, and the pressure
loss in the vortex finder).

Fig. 5. The main effects plot for EuBarth

There are strong interactions between b and Dx.
(denoted by BD in the Pareto chart Fig.4, a and Dx,
(denoted by AD), and between Dx and Ht (denoted
by DF ). There is a negligible interaction between
a and b (denoted by AB), and no interaction between
a and Ht (denoted by AF ), b and Ht (denoted by
BF ) as shown in the Pareto chart Fig. 4.

Fig. 6(a) shows the response surface plot of the
effect of a and b on the pressure drop. The lowest
pressure drop occurs at low values of a and b.The re-
sponse surface of the effect of a and Dx is shown in
Fig. 6(b) where the lowest pressure drop occurs at
high values of a and Dx.

The correlated effect of b and Dx on the pressure
drop is highly negative as shown in the Pareto chart
Fig. 4 and Fig. 6(c) which indicates that at small
values of Dx there is nearly no interaction between b
and Dx. Also the interaction effect increases as Dx

increases up to a point where Dx ≈ 0.625 at which
point there is nearly no interaction between b and Dx.
The effect of Ht on the pressure drop is also very small
but it comes into picture due to its strong interaction
with Dx as shown in Fig. 4 and Fig. 6 which shows
a change in the trend of the effect of Ht on pressure
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(a) The effect of a and b

(b) The effect of a and Dx

(c) The effect of b and Dx

(d) The effect of Dx and Ht

Fig. 6. Response Surface Plots for EuBarth

drop.
For high Dx the pressure drop increases with in-

creasing Ht (the pressure drop in this case remains
low) while for low Dx there is an inverse relation be-
tween Ht and pressure drop (the value of pressure
drop is also higher), so the best choice is therefore
low Ht and high Dx.

This is also confirmed in the response surface plot
given in Fig. 6(d).

C. Analysis of the Result from X50Barth

The previous section focussed on the optimum de-
sign to minimize the pressure drop in detail. This
section will focus on the optimum design to minimize
the cut-off size.

From the Pareto chart shown in Fig. 7, the most

Fig. 7. The Pareto chart for X50Barth

significant effects are the vortex finder diameter Dx,
the inlet width b , and the inlet height a.

This is similar as when analyzing EuBarth, how-
ever in this case the cyclone height Ht appears also to
be a main factor affecting the cyclone efficiency (cut-
off size). The interactions between the variables inlet
width b and vortex finder diameter Dx (i.e. BD) ,
and inlet height a and vortex finder diameter Dx (i.e.
AD) seem very prominent for the cyclone efficiency.

Actually all geometry parameters affect cut-off size
but, the most significant effect is that of the vortex
finder diameter Dx which has a direct relation with
cut-off size. All parameters significantly affecting the
pressure drop also affect the cyclone efficiency. Also
the cyclone height Ht effect is significant in the study
of the cut-off size with an inverse relation. The effect
of most effective parameters is similar as for pressure
drop. Exceptions are that the inlet height a gives a
direct linear relation with high gradient Fig.8. The
effect of changing inlet width b on cut-off size will
be significant with nearly a linear relation as shown
in Fig. 8. The main effect of Ht is significant with
an inverse relation, while the change of other factors
(Bc, h, S) have less effect on the cut-off size as shown
from the Pareto chart, Fig. 7 and Main effect plot,
Fig. 8 respectively.

It is clear from Fig. 8 that changing Dx has a high
effect on pressure drop with very rapid increase in cut-
off size with increasing of Dx so the value of cut-off
size may be nearly four times its value at small values
of Dx.

Fig. 9(a) shows the response surface plot for the
effect of a and b on the cut-off size, where the lowest
values of cut-off size occur at low values of a and b (as
the case of pressure drop).

The response surface for the effect of a and Dx is
shown in Fig. 9(b) where the lowest value for cut-off
size occurs at low value of Dx whatever the value of a,
and the effect of b and Dx is nearly the same as shown
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Fig. 8. Main effects plot for X50Barth

from Fig. 9(c) which was clear from the interaction
plot .

The effect of Ht and Dx on the cut-off size is given
in Fig. 6(d) and the shape of the surface shown is due
to the direct relation between Dx with cut-off size and
the inverse relation of Ht with it. From the figure it is
observed that higher values of cut-off size occur at low
values of Ht and high value of Dx, and lower values
of cut-off size exist at high values of Ht and low value
of Dx.

The reason of direct relation between increasing
both inlet and exit cross sectional areas with cut off
size is that: when these areas increased, the swirl in-
tensity decreased; consequently the amount of parti-
cles thrown out to the cyclone wall due to centrifugal
forces decreased, i.e. cut-off size increased. The ef-
fect of cone height on the cut-off size is significant as
follow: however h has a small impact on the cut-off
size, Ht has a large impact on it,. Also as cone height
increases, the particle radial velocity decreases which
prevent collected particles from reenter again the flow
and escape; consequently the cut-off size decreased.

D. Optimization of the Result from EuBarth and
X50Barth

From the previous analysis it is observed that the
optimal values for the geometrical parameters that
minimize the pressure drop are different from the val-
ues that minimize the cut-off size. As a result an
optimization for the geometrical parameters values is
needed.

Table I depicts the optimum values of the geomet-
rical parameters that minimize the values of pressure
drop and cut-off size. The table also gives the geo-
metrical parameter values that result in worst perfor-
mance.

(a) The effect of a and b

(b) The effect of a and Dx

(c) The effect of b and Dx

(d) The effect of Dx and Ht

Fig. 9. Response surface plots for X50Barth

IV. Computational Study using Reynolds
Stress Turbulence Models (RSTM)

The conventional method of predicting the flow field
and the collection efficiency of cyclone separator is
experimental or via mathematical models. Recently
application of computational fluid dynamics (CFD)
for the numerical calculation of the gas flow field in
a cyclone is becoming more popular [15]. One of
the first CFD simulations was done by Griffiths and
Boysan[16] who found that CFD simulations are able
to predict the salient features of the fluid dynamics
of cyclone separator, and this method of analysis is
almost certainly less expensive than experiment, and
represents a cost-effective route for design optimiza-
tion.

To understand the effect of the geometrical pa-
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rameters on the flow field of a cyclone separator six
test cases are simulated computationally via FLUENT
with Large Eddy Simulation. The details of the val-
ues of the geometrical parameters are given in table
I.

V. Results and discussion from CFD
simulation

A. The pressure field

The contour plots for static pressure for the six
cyclones presented in table II show that the static
pressure decreases radially from wall to center, with a
negative pressure zone appearing in the forced vortex
region (central region due to high swirling velocity).
Some particles can therefore escape if they enter this
zone. The pressure gradient is the largest along ra-
dial direction as there exists a highly intensified forced
vortex, while the gradient in axial direction is small.
The flow in the cyclone is not antisymmetric, as shown
near the cone tip (due to one inlet section).

Two vortical motions exist: one moving down
(outer vortex) and the other moving up (inner vor-
tex). Both are clear in case of minimum pressure drop.
Also a large region of negative pressure exists at the
central region of all cyclones.

The maximum value for static pressure is that for
the case of maximum pressure drop, which has the
smallest vortex finder diameter. A ”Vena-Contracta”
phenomenon exists at the entrance of the vortex finder
which causes excessive pressure drop. Also the in-
ner vortex is very narrow, so the flow in the major-
ity of the cyclone space is at very low velocity and
consequently low swirl which affects the collection ef-
ficiency.

The pressure contours for the case of maximum
pressure drop, min. cut-off size and optimum design
are rather similar from three aspects: (1) the majority
of the flow is at high static pressure. (2) there is a nar-
row low pressure region. (3) a Vena-Contracta phe-
nomenon exists at the entrance of the vortex finder.

The pressure contours for the case of minimum pres-
sure drop, which has the largest vortex finder diame-
ter, show that: (1) the flow field in the cyclone is not
symmetric. (2) the low pressure zone is very wide.
(3) the inner vortex touches the cone walls which de-
creases the collection efficiency considerably as some
collected particles can reenter the flow field due to
high swirl velocity existing in the inner vortex, and
then escape from the vortex finder.

For the case of minimum cut-off size the pressure
drop is somewhat less than that for maximum pres-
sure drop, but as the cut-off size is inversely propor-

tional to the vortex finder diameter Dx, so here the
vortex finder diameter Dx is small also but the inner
vortex surface (CS in Barth’s model) is nearly equal
the vortex finder diameter Dx, and here again the
negative pressure region is very narrow and contained
inside the vortex finder.

For the case of maximum cut-off size, the pressure
drop value is better than that for the cases of max-
imum pressure drop and minimum cut-off size as is
clear from the contour values. Here the pressure con-
tours are nearly similar to the case of minimum pres-
sure drop, but here the inner vortex touches the cone
surface which is harmful for cyclone performance; also
still the pressure drop is larger than that for the case
of minimum pressure drop.

The flow field of the optimum design case is in be-
tween that for the cases for minimum pressure drop
and minimum cut-off size, with a longer cone to en-
hance collection efficiency and a moderate value of the
vortex finder diameter Dx to optimize the pressure
drop and the cut-off size. The inner vortex is nearly
cylindrical and does not touch the cone surface.

For the worst design case the pressure drop is less
than that for the maximum pressure drop but more
than its value for all other cases. This case has the
shortest cone height. The flow field has a wide region
with nearly stagnant flow, also the negative pressure
region extend throughout the cyclone from dust outlet
till the gas outlet.

The dynamic pressure is the largest at the inter-
face between the forced vortex and the quasi-free vor-
tex zone. The distribution of the dynamic pressure is
asymmetrical due to the asymmetry of the tangential
velocity (because the cyclone has only one gas inlet,
the axis of the vortex does not coincide with the axis
of the geometry of the cyclone) as is clear from the
contour plots for the case of minimum pressure drop .

The highest value of dynamic pressure occurs for
the case of maximum pressure drop due to the high
velocity spot existing in the vortex finder, while the
majority of the flow field has small dynamic pressure
values. Also the dynamic pressure distribution is more
symmetrical than that of the minimum pressure drop
case.

For the cases of minimum pressure drop and that of
maximum cut-off size there is a spot of high dynamic
pressure at the lip of the vortex finder due to high
velocity; also the asymmetry of the flow field is very
clear.

The dynamic pressure distribution for the case of
minimum cut-off size and that for the optimum per-
formance looks very similar; this can be explained by
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the nearly equal values vortex finder diameter and cy-
clone height.

The dynamic pressure distribution for the case of
maximum cut-off size is different than that for other
cases as it has a larger vortex finder diameter and a
short cyclone height; also the flow field near the vortex
finder lip is completely chaotic due to the large vortex
finder diameter. There is a spot all around the lip due
to flow acceleration between the cyclone wall and the
vortex finder wall.

The case of optimum design is in between that for
the minimum pressure drop case and that for min-
imum cut-off size with a longer cyclone to enhance
collection efficiency. The case of worst design is in
between that for the maximum pressure drop and the
maximum cut-off size with nearly the same values for
a, b,Ht, s.

In the flow field for the case of worst design, the
region of high static pressure is exactly the same re-
gion of low dynamic pressure. i.e. the majority of
the flow field has a small velocity (swirl) which leads
to low collection efficiency, while the velocity increase
considerably via the vortex finder with large energy
losses at the entrance of the vortex finder (entrance
loss in viscous flow).

B. The tangential velocity

The tangential velocity distribution is similar to the
dynamic pressure distribution meaning that the tan-
gential velocity is the dominant velocity component
in the cyclone separator. The value of the tangential
velocity equals zero on the wall and the center of the
flow field. The high speed gas enters the inlet and is
accelerated up to 1.5 ∼ 2.0 times the inlet velocity
(13.5 m/s). Then the velocity decreases as the gas
spins down along the wall. Before it goes below the
vortex finder, the gas flow collides with the follow-up
flow and forms a chaotic flow close to the vortex finder
outside wall. The gas velocity decreases sharply after
that, this is the main cause of the short-circuiting flow
and often results in a higher pressure drop (the same
phenomenon was analyzed in previous work e.g. [17]).

Comparing the values of the tangential velocity for
all cases, the maximum value occurs in the case of
maximum pressure drop, where the maximum tan-
gential velocity is five times the inlet velocity. There
is a discrepancy of the tangential velocity patterns
exist in the obtained results as follow. For the case
of minimum pressure drop, there is a central cylin-
der with zero tangential velocity, while the majority
of the cyclone have nearly the same value as tangen-
tial velocity is considerably low this means also low

collection efficiency.
For the case of maximum pressure drop the tan-

gential velocity values are very high, the flow field
can be subdivided into several region according to the
values of tangential velocity: (a) very high values at
the inlet of the vortex finder. (b) very low values at
the cyclone center and around the vortex finder far
away from the inlet zone. (c) high values regions in a
cylinder with diameter larger than the vortex finder
diameter, so the inner vortex touches the cone wall
and consequently a decrease in collection efficiency
occurs as some particles which were already collected
can reenter the ascending flow region. (d) Moderate
values in the remaining region of the cyclone. A vena-
Contracta phenomenon exists at the entrance of the
vortex finder.

For minimum cut-off size, the cyclone becomes
longer than that of the maximum pressure drop case;
in addition the central cylinder of low velocity be-
comes twisted. Here the maximum velocity decreases
to half the value of the maximum pressure drop case.

For the case of maximum cut-off size the tangential
velocity is small and the flow field is chaotic. The
flow with high tangential velocity touches the cone
wall leading to a decrease of collection efficiency.

For the case of optimum design the flow field pat-
tern is in between that for minimum cut-off size and
minimum pressure drop, the geometrical parameter
values are also in between. The maximum tangential
velocity is larger than that for minimum pressure drop
and less than that for minimum cut-off size. The flow
field for the worst design case shows a very high veloc-
ity (four times the inlet velocity) but here the vortex
finder is small and the cyclone is short. The majority
of the flow field has high values (three times the inlet
velocity).

C. The axial velocity

The maximum upward axial velocity occurs in the
case of maximum pressure drop (eight times the in-
let velocity value). In the case of minimum pressure
drop the axial velocity values in the entire cyclone
are nearly close. The axial velocity distribution for
the cases of maximum pressure drop, minimum cut-
off size, optimum design and worst design is nearly
similar where three categories of values are distinc-
tive: (a) a high axial velocity spot inside the vortex
finder. (b) moderate axial velocity values in the vortex
finder extend upto the zone underneath. (c) low axial
velocity values in the remainder of the cyclone. The
axial velocity distribution for the case of maximum
cut-off size is similar to that for the case of minimum
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pressure drop where the majority of the flow field has
moderate values while a high axial velocity spot exists
at the vortex finder inlet.

Conclusion and future work

All the geometrical parameters in the cyclone sep-
arator affect its performance, so to determine geo-
metrical parameters which are the most significant
a statistical analysis based on the response surface
methodology (RSM) are performed with the aid of
robust mathematical models to calculate the values
for the pressure drop and cut-off size. The most sig-
nificant geometrical parameters are the vortex finder
diameter (the outlet cross sectional area), the inlet
height and width (the inlet cross sectional area) and
the cyclone height. In general, small values of the
inlet area and high values of cyclone height (cone
height) enhance the cyclone performance (low pres-
sure drop and small cut-off size) but increasing Dx

will decrease the pressure drop and increase the cut-
off size so its value should be optimized to have the
best performance as given by table I. LES investiga-
tions were performed on six extreme cases obtained
from the statistical analysis to understand the effect
of these geometrical parameters on the flow field pat-
tern. All mathematical models used in this study gave
the same conclusion especially about the significance
of Dx, a, and b on the cyclone performance.As a con-
clusion from the present study only four geometrical
parameters are significant, so a systematic CFD study
for their impact on the flow field and performance is
required.

TABLE I
Critical values of geometrical parameters

Factor a b Bc Dx h Ht s Eu x50

Min. value 0.25 0.15 0.25 0.25 1.00 3.00 0.500 - -

Center value 0.38 0.26 0.38 0.50 1.50 4.00 0.750 - -

Max. value 0.50 0.38 0.50 0.75 2.00 5.000 1.000 - -

Min. ∆p 0.38 0.38 0.38 0.75 1.99 3.990 0.749 0.0 1.37

Max. ∆p 0.50 0.36 0.25 0.25 1.37 3.107 0.971 65.6 0.53

Min. x50 0.50 0.15 0.25 0.25 1.01 4.395 0.811 43.1 0.25

Max. x50 0.50 0.37 0.31 0.74 1.01 3.138 1.000 0.0 1.92

Optimum design 0.30 0.18 0.25 0.26 1.02 4.799 0.814 30.6 0.28

Worst design 0.47 0.38 0.26 0.32 1.25 3.011 1.000 47.1 0.70
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TABLE II
The time-averaged contour plots for the six cyclones using LES

Case Min. pressure drop Max. pressure drop Min. cut-off size Max. cut-off size Optimum design Worst design
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Abstract: Proposed here is a concept for a deployable mast 
with angulated scissor units, for use in adaptable temporary 
architectural constructions. The adaptable structure serves as a 
tower or truss-like mast for a temporary tensile surface structure 
and doubles up as an active element during the erection process. 
The mast consists of scissor-like elements (SLE’s) which are an 
effective way of introducing a single D.O.F.(degree of freedom) 
mechanism into a structure, providing it with the necessary 
kinematic properties for transforming from a compact state to a 
larger, expanded state. The scissor units used here are not 
comprised of straight bars, but rather consist of angulated 
elements, i.e. bars having a kink angle. Although primarily 
intended for radially deployable closed loop structures, it is 
shown in this paper that angulated elements can also prove 
valuable for use in a linear three-dimensional scissor geometry. 

 
Keywords:  Deployable structures, transformable structures, 

adaptable architecture, angulated scissor elements, kinetic 
architecture 

 
 

I.INTRODUCTION 
An innovative concept for a deployable hyperboloid mast 

with angulated scissor elements is presented. The scissor 
structure is a central vertical linear element, used to hold up 
several anticlastic membrane canopies at their high points. 
The question was raised whether it would be possible to 
design such a deployable mast for a temporary tensile 
structure and to use it as an active element during the erection 
process. In addition, the pantographic mast allows visitors to 
access several platforms to enjoy the views, under or above 
the different membrane elements. The proposed concept is a 
transformable version of the static concept shown in Figure 1.  

 

 
 

Figure 1: Mobile structure with membrane surfaces and  
arranged around a demountable central tower (© The Nomad 

Concept) 
 

The original (undeployable) mast (or tower) consists of 
several modules which are assembled and dismantled on-site 
by stacking them vertically, for which a lifting device is 
needed. After assembly the membrane would have to be 
attached to the top, after which the pre-tension in the 
membrane can be introduced. 

By making the mast deployable, all connections can be 
made on ground level, while the mechanism is in its 
undeployed, compact state, therefore eliminating the need for 
additional lifting equipment. After connections between the 
membrane elements and the mast have been made, the 
mechanism is deployed until the required height is reached 
and the membrane elements become tensioned. The mast 
could be deployed to such an extent that a sufficient amount 
of pre-tension is introduced in the membrane, ensuring the 
ability to withstand external loads. Since the mast is basically 
a mechanism, additional bracing is needed after full 
deployment to turn it into a load-bearing structure. To 
illustrate the concept, the simplest incarnation of the concept 
is used throughout the paper: a mast of triangular shape. But it 
must be noted that the concept is valid for any n-sided 
polygon. The extensive formulas for obtaining the geometry 
based on architectural design parameters [1] have been 
omitted for clarity.  

II.GEOMETRY 

A.Dimensions 
The deployable mast is horizontally divided in several 

modules, which are closed-loop configurations of identical 
hoberman’s units or otherwise called angulated SLE‘s. Figure 
2 shows an example of a mast with - in this case - triangular 
modules, of which three are stacked vertically.  

 
 

Figure 2: Side elevation and top view of the structure 
showing the three tensile surfaces arranged radially around 

the central mast 
 
The mast is 8.5 m high and 2.7 m wide, while the tensile 

surfaces are identical and measure 10 m along their longest 
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diagonal. The top of the second module, at which the 
membrane elements are attached, is located at 5.2 metres 
above ground level. The other high point of the membranes is 
held 4 m above ground by additional masts. 

 

B.Angulated elements vs. polar elements 
It could be argued that a mast with a broad base and a 

narrow top can equally be built with polar units with 
decreasing size as they are located nearer to the top. In Figure 
3 two linkages – one with angulated elements, another with 
polar units - are shown, with identical height and width, but 
with varying number of units U and different bar lengths. 
Using the angulated elements offers an advantage: while the 
linkage with angulated elements is built from only 3 SLE’s 
with 11 hinges and nodes, the equivalent polar mechanism 
needs 8 units with 26 connections to reach a similar deployed 
geometry. The effect that the angulated elements have on the 
modules is that, during deployment, the top of a module 
becomes narrower than its base. The radius of the top of a 
certain module becomes equal to the radius of the base of the 
next, higher located module. This means that the narrowing 
effect is enhanced and passed on through the mechanism, 
from module to module, from bottom to top. 

 
Linkage with angulated 

SLE’s: 
Equivalent linkage with 

polar SLE’s: 

  

  

Number of SLE’s: n=3 
Number of hinges and end 

nodes: 11 

Number of SLE’s: n=8 
Number of hinges and end 

nodes: 26 

 
Figure 3: Comparison between a linkage with 

angulated SLE’s and its conventional polar equivalent 
 
The dimensions of the individual bars of the scissor units 

are such, that the horizontal projection of b is equal to a, as 
shown in Figure 4.  

 
Figure 4: Imposed condition on the length of the semi-bars 

a and b (a<b), in order to make the linkage foldable along the 
vertical axis 

The most important parameters are the kink angle β of the 
angulated element and the deployment angle θ, as depicted in 
Figure 5. The relationship between a and b, as shown in 
Figure 4, leads to a hyperbolic shape for the mast. By 
satisfying alternative relationships between a and b, a simpler, 
prismoid shape for the mast can be obtained, with a simpler 
kinematic behaviour, as later will be explained. 

 

 
Figure 5: Most important parameters used for describing the 

geometry and the deployment 
 
For a full and exhaustive description of all relevant design 

parameters and a comprehensive geometric design method, 
drawn up from the designer’s point of view, the reader is 
referred to [1]. 

III.TRANSFORMATION 

A.Compacting for transport 
The imaginary vertical axes connecting the end nodes of the 

bars can act as fold lines, used to further flatten the linkage. 
Therefore, the modules are ‘cut open’ along one fold line, 
after which the whole can be flatly folded for easier transport. 
Such a fold sequence is shown in Figure 6, which depicts the 
simplest possible structure: the one with a triangular base. 
This way of further compacting is presented as an option and 
could be ignored, on the condition that the dimensions in the 
undeployed state are kept reasonable. 

 

  
Step 1 (Compacted for 

transport) 
Step 2 

 
Step 3 Step 4 (ready to deploy) 

Figure 6: Initial unfolding of the compacted linkage 
(transport) to its polygonal form (ready to deploy) 

 

a b 

θ1

θ2 

β 
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B.Deployment 
The deployment sequence of the tower is presented in 

Figure 7, showing a top view and a side elevation for each 
stage. Stage 5 is the most compacted state, while stage 10 
illustrates the fully deployed state. The maximum deployment 
is reached when the upper end nodes of the top module meet 
in one point. 

 

  

   
Step 5  Step 6 Step 7 

   

   
Step 8 Step 9 Step 10  

Figure 7: Six stages in the deployment of a triangular 
mast: elevation and top view 

 
 
A short description is given of how the erection process 

could be executed, as shown in Figure 8: 
 
• A: the tower is in its undeployed form. The 

membrane elements are attached to the nodes of the 
mechanism and fixed by their low points to the 
ground 

• B: As the tower gradually deploys, the membranes 
are raised. When sufficient height is achieved, the 
additional masts are inserted and gradually put in 
their right location. Then, the cables fixing the 
secondary masts to the ground are brought under 
tension.  

• C: Finally, the tower is slightly deployed further to 
add pre-tension in the membrane. Then, the tower is 
fixed to the ground by pinned supports and 
additional horizontal ties (cables or struts) can be 
inserted at the appropriate level. 

 

Figure 8: Deployment sequence (A, B and C) for the 
tower with the membrane elements attached 

 
After deployment horizontal ties are added to enhance 

structural stiffness. Several solutions are possible: cable ties 
could be used, which are already present before deployment 
and are shortened as the structure deploys and becomes 
narrower. Struts could be added afterwards to brace the 
structure. An active cable can run over appropriately chosen 
nodes along a path and can be shortened to aid in the 
deployment.  

 

C.Influence of parameters 
Minimal changes in the design values can have a profound 

effect on the overall geometry. The parameters with the 
strongest impact on the geometry are the kink angle β (as 
shown in Figure 5) and, logically, the number of stacked 
modules n in the linkage. Figure 9 shows the undeployed and 
fully deployed position for three different configurations with 
specific values for β of 135°, 150° and 165°. All 
configurations have the same edge length. As β increases, the 
overall height of the deployed configuration also increases, 
while the radius of the footprint decreases.  

The biggest impact however is noticeable in the undeployed 
configuration. By increasing β from 135° to 165°, the height 
in the stacked position is reduced to a third. So blunter kink 
angles lead to linkages which are more compact – easier 
transportable - in their undeployed state.  
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n=3, β=135° n=3, β=150° n=3, β=165° 

Figure 9: Illustration of the influence of the apex angle 
β on the geometry of a linkage with angulated SLE’s 
with three modules (n=3) in the undeployed (top) and 

fully deployed configuration (below) 
 
The top module in the linkage is the determining factor for 

the deployment range. Units with sharp kink angles tend to 
quickly reach their maximal deployment, therefore halting the 
deployment of the remaining modules. So if a substantial 
expansion in height is desired, it would be a better option to 
choose a blunt kink angle in combination with a higher 
number of modules: the blunt kink angle makes the 
undeployed configuration more compact in height  and 
increases the deployment interval (0 to θmax). A choice will 
have to be made concerning the optimal number of modules 
that will suit the design, taking all relevant parameters into 
consideration. 

IV.KINEMATIC BEHAVIOUR 
Figure 10 shows a schematic representation of an 

undeployed and an intermediate deployment position of the 
same linkage. As the deployment progresses, the angulated 
SLE’s of each module tilt inward at the top. The dotted lines 
are imaginary fold lines around which mobility has to be 
allowed in order to complete the deployment. Through 
connection of the end nodes, each scissor unit can be 
represented by a trapezoid, of which the contour changes 
constantly during deployment. Between quadrilaterals ABDC 
and CDFE and between CDFE and EFHG there is a relative 
rotation which causes them not to remain coplanar  

The joints connecting the end nodes of the units will have to 
take into account all aspects of this mobility. In Figure 11 and 
Figure 12 a proposal for such a joint is pictured, showing the 
seven rotational degrees of freedom needed for the 
deployment, as well as for the linkage to be compactly folded.  

 
 

 
 
 
 

  
Figure 10: A schematic representation of the relative 

rotations of the quadrilaterals around imaginary fold 
axes during deployment 

 
In order for the mechanism to be usable as a structure, the 

mobility will have to be constrained. To analyse the mobility 
of the system, an equivalent hinged plate model is presented 
in Figure 13. which represents the linkage with the rotational 
degree of freedom of the scissor linkage removed. After 
removal of this D.O.F. the remaining mobility determines to 
what extent constraints have to be added. Due to triangulation 
of the modules, there is no additional mobility which means it 
is basically a single D.O.F.-mechanism. Therefore, it is 
sufficient to constrain the movement of the rotational degree 
of freedom of the scissor units. As usual, fixing two 
appropriately chosen nodes is enough to remove the rotational 
D.O.F from the scissor linkage. But for using the tower as a 
load bearing structure, all three lower nodes have to be fixed 
to the ground by pinned supports. Additionally, it has been 
found through preliminary structural analyses, that horizontal 
ties - cables or struts - between the nodes greatly improve 
structural performance and lead to much smaller sections for 
the individual bars, thus enhancing the weight/height ratio [1]. 

 

  
Figure 11: Kinematic joint connecting the angulated 

elements at their end nodes 
 

 
Figure 12: The kinematic joint and the axes of 

revolution for the seven rotational degrees of freedom 
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Figure 13: The scissor linkage in its deployed state 

and its equivalent hinged plate structure for mobility 
analysis (left) – Fixing the structure by pinned 

supports (right) 

V.SIMPLIFIED GEOMETRY 
The scissor linkage in the previously described geometry 

has in its undeployed state a prismatic shape and all angulated 
elements per vertical row (or lateral face of the prism) are 
coplanar. During deployment, however, the shape gradually 
changes into a hyperboloid, which means that the angulated 
elements per vertical row are no longer coplanar, i.e. they 
experience relative rotation, as can be seen in the triangular 
example of Figure 14 (left). As a consequence, the articulated 
hinges (Figure 12) will have to allow an extra rotational 
D.O.F around the horizontal axes between modules to cope 
with this movement, which adds to the complexity of the joint 
design. 

 

  
Hyperboloid Prismoid (simplified) 

Figure 14: Difference in geometry between the 
hyperboloid and the prismoid version 

 
The described deployment behaviour is caused by the 

particular geometry of the angulated elements, which consist 
of two differently sized semi-bars a and b, turning the 
angulated elements non-symmetrical. The overall geometry of 
this solution shall be referred to as hyperboloid. 

Now, an alternative concept is proposed, which is similar in 
setup to the hyperboloid version, but has simplified joints for 
interconnecting the modules. If the angulated elements within 
a vertical row can be kept coplanar, then the hinges between 
modules would not have to allow an extra rotational D.O.F. 
around the horizontal axes between modules, effectively 
decreasing the mechanical complexity. Also, the end nodes of 
the angulated elements remain collinear, as shown in the 

triangular example of Figure 14 (right). The effect on the 
overall shape is that it resembles a prism before, during and 
after deployment. More precisely, such a shape is known in 
geometry as a prismoid. 

This particular prismoid geometry can only be achieved if 
symmetrical angulated elements are used, i.e. elements with 
identical semi-lengths.   

 

 
Figure 15: Symmetrical and non-identical angulated 

elements result in a fully compactable configuration: 
prismoid solution 

 
Furthermore, an extra condition is imposed on the scissor 

geometry, as Figure 15 shows. The angulated elements 
become smaller near the top and their geometry is such that 
their lower end nodes and intermediate hinge are collinear in 
the undeployed position. This configuration ensures the 
highest degree of compactness. 

The relationship between the lengths of semi-bars of 
consecutive angulated elements can be derived. The length of 
the semi-bar a1 can be expressed in terms of a0 as follows: 

( )βπ −= cos01 aa  
(1) 

 
With the kink angle β and the length of the semi-bar of the 

bottom most angulated element a0 chosen as design 
parameters, the length semi-bar of the nth element can be 
written as: 

 
( )( )nn aa βπ −= cos0  

(2) 

 
To illustrate what happens during deployment, Figure 16 

shows the corresponding closed loop structure which uses the 
same vertical linkage, but arranged radially in a common 
plane. The planar linkage is depicted in three consecutive 
stages - undeployed, partially deployed and fully deployed. 
During deployment, a constant angle (marked by the red 
intersecting lines), is subtended by each vertical linkage. This 
characteristic is precisely what makes the design of radially 
deployable closed loop structures possible [3].  

 

   
Figure 16: Three consecutive stages of the 

corresponding planar closed-loop structure 
 

a0 

a0 

a1 

β 

β 

a1 
a1 
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Figure 17 shows a three-dimensional model of a triangular 
prismoid tower in three deployment stages. 

 
 

   

Figure 17: Perspective view of the deployment of a 
triangular prismoid tower 

 
The simplified solution for the articulated hinge - which 

connects four bars at once - is shown in Figure 18. 

 
 

 
Figure 18: Detailed view of the simplified hinge 

connecting four scissor bars 
 
In Figure 13, an equivalent hinged-plate structure for the 

hyperboloid geometry was introduced, which has shown that 
the only D.O.F. in the system is the rotational D.O.F. of the 
scissors. When the same method is applied to the prismoid 
solution, it can be seen that this holds no longer true. It can be 
concluded that the prismoid solution is – apart from the 
triangular geometry – a multiple D.O.F.-mechanism [1]. To 
turn the mechanism into a structure, and therefore removing 
all D.O.F.’s, all lower nodes are fixed to the ground by pinned 
supports. 

VI. FROM MODEL TO REALISATION 

A.1/20 scale model 
In order to evaluate whether the obtained kinematic 

behaviour of the hyperboloid mechanism is indeed the desired 
one, a detailed working model has been constructed, as shown 
in Figure 19. This 1/20 scale model with triangular section 
allows the same D.O.F.’s as the full scale original and 
demonstrates, as expected, a single kinematic D.O.F.  

 

 
Figure 19: Deployment of the 1/20 detailed scale model 

 

B.1/2 scale model 
The kinematic behaviour of the simplified prismoid solution 

has been verified by means of a ½ scale model, resulting in a 
4 m high mast, as shown in Figure 20. Laminated wood was 
used for the angulated elements and steel for the connections. 
A cable-pulley system driven by an electric winch is used for 
the deployment. 

 

 
Figure 20: Compacted and deployed state of the proof-

of-concept scale model 

VII.SUMMARY 
In this chapter, a novel idea has been put forward for a 

deployable hyperboloid mast or tower, used for the 
deployment of a membrane canopy, without the need for 
additional lifting equipment. Angulated elements are of great 
use in the design of all kinds of radially retractable roof 
structures [3]. This concept has shown that  these elements 
can be used in a slightly different way, i.e. in a linear 
mechanism. The two-fold purpose of the mast, namely 
holding up the membrane elements in the deployed position 
and serving as an active element during the erection process, 
has been demonstrated. It has been found that the proposed 
linear structure offers an advantage over existing solutions: 
using angulated elements instead of polar units for the same 
deployed geometry, has lead to a significant reduction of the 
number of scissor members and connections. 

  
 

 
Figure 21: Rendered image of the concept : a triangular 
actuated mast for temporary tensile surface structures 

 
Further, an alternative shape, called a prismoid geometry, 

has been proposed. This has proven to be a simpler solution 

a0 
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compared to the hyperboloid geometry in terms of kinematic 
behaviour, therefore allowing the use of greatly simplified 
joints. Through the use of an equivalent hinged-plate model, 
the mobility of both the hyperboloid and prismoid geometry 
has been assessed. It was found that the hyperboloid 
configuration is always, regardless of the polygonal shape, a 
one-degree-of-freedom mechanism. The prismoid solution, on 
the other hand, is always, apart from the triangular geometry, 
a multiple-D.O.F.- mechanism. 

The proposed concept has made innovative use of angulated 
scissor elements in an original application (Figure 21). 
Although the concept has been proven to work, more detailed 
analysis, including structural design of the joints, is needed.  
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Abstract— This paper is concerned with the extrapola-
tion of the active optics of current 10-meter class telescopes
(Keck, VLT) to the next generation of 30m to 40m Extremely
Large Telescopes (ELT), and future, even larger ones. It de-
scribes how the various factors affecting the structural re-
sponse and the control-structure interaction are influenced
by the size of the telescope. Using the scaling laws for the
natural frequencies and the structural response on the one
hand, and the control requirements on the other hand, the
paper shows how orders of magnitude can be estimated
without resorting to complicated analysis. One especially
important aspect for larger telescopes is that the joint in-
crease of the control bandwidth and the reduction of their
resonance frequencies will make them substantially more
sensitive to control-structure interaction than smaller ones.

Keywords— active optics, ELT, control-structure interaction,
scale effects

I. INTRODUCTION

FIGURE 1 shows the primary mirrors (M1) of the
largest optical telescopes [1], the existing ones: Hub-

ble Space Telescope (HST), ESO’s VLT at Paranal and
Keck in Hawaı̈, and the future ones under design: The
James Webb Space Telescope (JWST) and the two Ex-
tremely Large Telescopes (ELT), the American TMT [2]
and the European E-ELT [3], due to be built within the
next decade. There are plans to build even larger ones
with a primary mirror close to 100m in a more distant fu-
ture (OWL). All future large telescopes will be segmented.
Note that the size of the earth-based telescopes is one or-
der of magnitude larger than the space telescopes. Note
also that there seems to be a huge gap between the largest
existing segmented telescope (Keck) and the future ones.
The gap is so big that one can reasonably wonder if the
past experience with Keck is sufficient to warrant a sound
design and optimum operation of the future ELTs. Table
1 gives more data on Keck and the future E-ELT. Figure 2
shows a view of the primary mirror of E-ELT [4,5]; it con-
sists of 984 aspherical segments, each of them equipped
with 6 edge sensors and 3 two-stage position actuators.

As the size of the telescopes increases, they become in-
creasingly sensitive to external disturbances such as ther-
mal gradients, gravity and wind, and also to internal dis-
turbances from support equipments such as pumps, cry-

VLT - 8.4 m

JWST - 6.5 m

TMT - 30 m

E-ELT - 42 m

Keck - 11m

HST - 2.6 m
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s

Ground-based Telescopes

Fig. 1. Primary mirrors (M1) of current and future optical
and infrared telescopes.

ocoolers, fans, etc.... As a result, their shape stability re-
lies more and more on active control means: the control
system involves larger loop gains, and therefore a signif-
icantly larger bandwidth. At the same time, the natural
frequency of future ELTs is expected to be substantially
lower than any operating telescopes (Table 1). So far, the
classical method for minimizing control-structure interac-
tion relies on having a wide separation between the low-
est resonance frequency and the control bandwidth [6,7].
However, the joint effect of increasing the control band-
width and reducing the natural frequency of the structure,
and the very low inherent damping of welded steel struc-
tures, poses unprecedented challenges to the design of new
giant telescopes and calls for innovative ways to alleviate
control-structure interaction and avoid control instability.

Proceedings of the 8th National Congress

on Theoretical and Applied Mechanics,

May 28-29, Brussels, Belgium.
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Keck E-ELT
M1 diameter: D 11 m 42 m
Segment size 1.8 m 1.4 m
Collecting Area 76 m2 1250 m2

# Segments: N 36 984
# Actuators 108 2952
# Edge Sensors 168 5604
fsegment (+ Whiffle Tree) 25 Hz ∼60 Hz
f1 (M1) ∼10 Hz ∼2.5 Hz
f2 (M2) ∼5 Hz ∼1-2 Hz
Adaptive Optics
# d.o.f.(S' 0.5)

∼ 1000 ∼ 12000

Tube and mount mass ∼110 t ∼2000 t

TABLE I
KECK VS E-ELT

6 edge sensors

3 position
actuators
(2 stages)

Fig. 2. Primary mirror (M1) of the future E-ELT tele-
scope; it consists of 984 segments, each of them
equipped with 6 edge sensors and 3 two-stage position
actuators.

This paper is organized as follows: section 2 briefly
describes the control architecture of large telescopes and
large segmented primary mirrors; the subsequent sections
discuss scaling laws for truss supported segmented mir-
rors: section 3 considers the deflection under gravity, sec-
tion 4 examines the first resonance frequency, section 5
the control bandwidth, section 6 illustrates the control-
structure interaction and section 7 analyzes the response
to wind gusts; section 8 summarizes the results and high-

lights the most relevant design parameters.

II. CONTROL ARCHITECTURE

Figure 3, describes the temporal and spatial frequency
distribution of the various layers of the control system in-
volved in the wavefront correction of a large telescope
[9]; the spatial frequency is expressed in terms of Zernike
modes. The amplitude involved in the adaptive optics is
generally small, typically a few microns. Our discussion
is focused on M1; the amplitudes to be corrected by the
active optics are much larger than this [7]; in Keck, the
gravity disturbances are managed first with feedforward
control (from a look-up table) and the feedback is only re-
quired to compensate the residual error.

Main axes

M1
Shape

M2 Rigid
Body

Adaptive Optics

temp. avg

temp. avg

temp. avg

temp. avg

Bandwidth [Hz]
0.01 0.1 1 10 100
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Fig. 3. Temporal and spatial frequency distribution of
the various control layers of a large telescope (adapted
from [9]).

The co-phasing strategy of segmented mirrors is illus-
trated in Fig.4; m is the mass of the segment, k and c re-
fer to the stiffness and damping of the whiffle tree, ma,
ka, ca and Fa describe the position actuators (free actua-
tor displacement: a = Fa/ka). The resonance frequencies
of the supporting truss are fi. For E-ELT, the local modes
of the segments are one order of magnitude larger than the
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Fig. 4. Co-phasing strategy of segmented mirrors. Every
segment is equipped with 3 position actuators.
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Fig. 5. Block diagram of the co-phasing control system
(the Σ−1 block is limited to the non-zero singular val-
ues).

first mode of the supporting structure (Table 1). Every seg-
ment is provided with three position actuators and six edge
sensors measuring the displacement of the segment with
respect to its six neighbors. The quasi-static relationship
between the actuator displacements a and the edge sensor
output y is

y = Ja (1)

where J is the Jacobian of the segmented mirror. Upon
performing a singular value decomposition (SVD):

J = UΣV T (2)

where the column of U are the orthonormalized sensor
modes, the column of V are the orthonormalized actuator
modes, and Σ contains the singular values on its diagonal.
The pseudo-inverse of the Jacobian J+ is readily obtained
by

J+ = V Σ−1UT (3)

The control system assumes that the supporting truss is
rigid and works according to Fig.5 [10], where the Σ−1

block is limited to the non-zero singular values and the set
of filters H(s) provide (hopefully) adequate disturbance re-
jection and stability margins. Note that piston, tilt and de-
focus are unobservable from ideal edge sensors and must
be taken care of by other sensors.

The global deformations of the supporting truss, either
static due to gravity, or the lowest vibration modes, intro-
duce optical aberrations. The details of these aberrations
depend on the exact boundary conditions of the support-
ing truss, but they tend to be dominantly in the lowest
optical modes such as defocus and astigmatism; precisely
those which are not, or only weakly observable from the
edge sensors [they correspond to the lowest singular val-
ues in the decomposition (2)]. This is illustrated in Fig.6
on an hypothetical free flying truss structure supporting
segmented mirrors (space telescope). For this free-free
boundary conditions, the first vibration mode is mostly
astigmatism. The figure also shows the Point Spread Func-
tion (PSF) corresponding to the largest circular aperture
inside the mirror, resulting from a vibration amplitude of
λ/2 peak to valley (250 nm in this case).

Flat mirror

First vibration mode

l / 2

(l/2)

Fig. 6. First vibration mode of a free flying truss sup-
porting a flat segmented mirror. The diameter of the
segments is d=2m. The first mode is essentially astig-
matism. The figure also shows the PSF corresponding
to the largest circular aperture inside the mirror, when
it is flat and when the vibration amplitude is λ/2 (peak
to valley).

In order to be able to compensate for the deflection of
the supporting truss, the set of edge sensors must be sup-
plemented by a Shack-Hartman sensor (or another) mea-
suring the normal to the segment (one normal by seg-
ment). In fact, the Shack-Hartman array does not measure
the normal to the segments, but rather the normal to the
wavefront, in which the atmospheric turbulence appears as
noise, and must be filtered out as well as possible. This
leads to the control architecture of Fig.7. The control ob-
jective is to bring the wavefront distortion back to a level
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within the stroke of the adaptive optics, i.e. less than a
few microns. The following sections discuss some scaling
laws for truss supported segmented mirrors.

H s( )

Edge Sensorsd

Position
Actuators

(gravity,
wind) m

ka Fa
ca

Segment

y1

y2

Normal to
segment +

n atmospheric
turbulence

Normal to wavefront
(Shack-Hartmann)

Supporting truss
i
f

Fig. 7. Active optics control flow for large segmented
mirrors.

III. STATIC DEFLECTION UNDER GRAVITY
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Fig. 8. The static deflection under gravity scales according
to ∆ ∝ f−2

1 .

A spring mass system subjected to gravity (Fig.8) under-
goes a deflection ∆ = Mg = K = g/ω2

1. More generally, for
given boundary conditions, the gravity-induced deflection
of a truss structure scales according to

∆ ∝ f−2
1 (4)

where f1 is the lowest natural frequency of the structure.
Referring to Table 1, this means that the primary mirror of
E-ELT will undergo gravity disturbances 16 times larger
than Keck; the control gains will have to be increased ac-
cordingly.

IV. FIRST RESONANCE FREQUENCY

The foregoing section has shown the central role played
by the first natural frequency in the static deflection. It is

h

D

Fig. 9. Geometry of the truss supported reflector.

interesting to investigate the scaling law for the first nat-
ural frequency of a truss supported segmented reflector.
According to [11,12], the first natural frequency of a free
flying truss follows

f1 ∼ 0.852
D

(
h
D

)√
η.

E
ρ

(5)

where η is the structural mass fraction

η =
Truss Mass

Truss Mass + Reflector Mass
(6)

(using lighter reflectors increases η). In Equ.(5), h and
D are respectively the thickness and the diameter of the
supporting truss (Fig.9); E is the Young modulus and ρ the
material density of the truss. The coefficient 0.852 refers
to the free-free boundary conditions, but this result also
applies to other boundary conditions with another coeffi-
cient. For a given family of telescopes, the ratio h/D is
fixed and f1 ∝ D−1 (this fits the data of table 1). Equation
(5) shows clearly the advantage of building the support-
ing truss with a material of high specific modulus E/ρ.
Table 2 compares the mechanical properties of traditional
structural materials for telescope structures (steel and alu-
minum) with carbon fiber reinforced composites (CFRP)
[13]. Observe that the latter have a specific modulus 4
times larger than either steel or aluminum, which doubles
the natural frequency f1 if everything else is equal. As
a side effect, the outstanding thermal stability of CFRP is
worth noting; the thermal expansion coefficient α of CFRP
given in Table 2 is the minimum value; it can be tailored
to a large extent. Let us now examine the impact of the
foregoing discussion on the active optics control system.

V. CONTROL BANDWIDTH

At present, the active optics controllers do not include
a real-time dynamic model of the support structure; the
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E ρ E/ρ α
(GPa) (g/cm3) (10−6 oC−1)

Steel 210 7.8 27 12
Al 70 2.7 26 23
CFRP 180/230 1.5/1.6 120/140 -0.2/0.1

TABLE II
MECHANICAL AND THERMAL EXPANSION PROPERTIES

OF STEEL, ALUMINIUM (AL) AND CARBON FIBER

REINFORCED PLASTICS (CFRP)

control system assumes that the support truss is rigid and
that the input-output relationship is fully described by the
Jacobian (Fig.5). In this section, we examine the impact
of the scaling laws for the static deflection and the natu-
ral frequency f1 on the control bandwidth of the gravity
compensation.

Figure 10 shows the open-loop transfer function |GH|
of an hypothetical controller for gravity compensation; the
decay rate has been assumed of -20 dB/decade in the vicin-
ity of crossover, consistent with [6,7].1. The lower curve
has been drawn with a bandwidth equal to that of VLT, fc

= 0.03 Hz ([14],p.332)2; the corresponding amplitude at
the earth rotation frequency (1.16 10−5 Hz) is 68 dB.
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Fig. 10. Comparison of the control bandwidth of the grav-
ity compensation of VLT and ELT.

The disturbance rejection is governed by the sensitivity
function S( f ) (e.g.[16]):

y
d

= S( f ) =
1

1+GH
(7)

which means that 68 dB reduces a static deformation of
110 µm to 40 nm.

1This gives a phase margin of 90o

2The control approach for the active optics of VLT is based on [15]

From the previous section and the data from Table 1,
the gravity deformations of a telescope of the ELT class are
likely to be 16 times larger than those of a current 10-meter
class telescope such as VLT or Keck3. Thus, achieving
the same accuracy on the controlled shape will require that
the disturbance rejection, and therefore |GH| be 16 times
larger (+24 dB); with the same decay rate, this corresponds
to the upper curve in Fig.10, and increases the bandwidth
from fc = 0.03 Hz to fc = 0.46 Hz. Note that, at the same
time, following our scaling laws, the first natural frequency
of the support structure has been reduced from f1 = 10 Hz
for VLT to f1 ' 2.5 Hz for E-ELT.

More sophisticated controllers will be able to achieve
a steeper decay rate than s−1; if the average roll-off rate
within the bandwidth follows s−a, the loop gain |GH( f )|
at the frequency f is related to the bandwidth by

|GH( f )|= ( fc/ f )a

Thus, if the loop gain at the earth rotation frequency is to
be scaled according to f−2

1 , this means that the controller
bandwidth must be scaled according to

fc ∝ f−2/a
1 (8)

VI. CONTROL-STRUCTURE INTERACTION

Control-structure interaction is well known to people
dealing with flexible structures; it occurs when the con-
trol bandwidth fc and the frequencies of the flexible modes
fi become close to each other; it depends strongly on the
frequency ratio fi/ fc and also on the modal gain (measur-
ing the capacity of a mode to be excited by the control)
and the damping ratio ξi. In Keck, the critical mode for
control-structure interaction turned out to be a local mode
of the segment and whiffle tree near 25 Hz [7]. The seg-
ments of ELT have been designed to be stiffer (Table 1) to
alleviate this problem, but the joint effect of the increase of
the bandwidth and the reduction of the natural frequencies
deserves a careful attention; according to Fig.10, the ratio
f1/ fc is reduced from about 300 for VLT to about 5 for
ELT. With a more general controller, the frequency ratio
fi/ fc scales according to

f1

fc
∝ f 1+2/a

1 (9)

where a is the average decay rate (expressed in number
of poles) within the bandwidth (0 < a < 2).

3Even if a feedforward control is used, it is reasonnable to assume
that the same fraction of the deflection will be corrected by the feedback
loop
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Fig. 11. Position control of a two-mass system. kw refers
to the whiffle tree and ks to the support structure.
Model used to study the control-structure interaction
by reducing ks.

The control-structure interaction can be illustrated with
the two-mass model of Fig.11, which is a simplified ver-
sion of Fig.7; m is the mass of a segment and the subscripts
w and s refer to the whiffle tree and the support structure,
respectively; the damping ratio is assumed the same for all
modes. The control objective is to keep the segment po-
sition x fixed in spite of the low frequency disturbance d
applied to it, and the controller is (integral plus low-pass
filter):

H(s) =
g
s

1
1+ τs

(10)
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Fig. 12. Position control of a two-mass system. Open
loop transfer function for a rigid support (full line) and
when the first resonance is reduced to 4Hz (dashed
line).

Figure 12 shows the open-loop transfer function for the
system of Fig.11 for a rigid support, and when the first res-
onance is reduced to f1 = 4 Hz. Figure 13 shows the evolu-
tion of the gain margin GM as a function of the frequency
ratio f1/ fc for various values of the damping ratio ξ; the
figure has been obtained by reducing gradually the stiff-
ness ks. These results are consistent with those obtained
with a much bigger model involving 91 segments [17].
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Fig. 13. Position control of a two-mass system. Evolution
of the gain margin with the frequency ratio f1/ fc, for
various values of the structural damping ξ.

VII. WIND RESPONSE

The wind response of a large telescope is a very com-
plicated problem which has already received a lot of at-
tention [18,19,20]. The wind loads depend strongly on the
design of the enclosure and the mirror orientation. The pri-
mary mirror may act as a lifting surface or respond like a
bluff body; the reality is probably a mix of two, and there
may be a strong coupling between the primary mirror and
the secondary mirror. In this section, we only consider the
scale effect of the along-wind response of a bluff body sub-
jected to turbulent wind gusts according to the approach
classically used in wind engineering [21,22,23].

In this study, we assume that the turbulent wind force
is distributed according to Davenport’s spectrum [21]; its
power spectral density Φ( f ) has the shape of Fig.14(a),
which is such that the flexible modes of the structures are
in the tail of the distribution, where it behaves according
to

Φ( f ) ∝ f−5/3 (11)

(other power laws are met in the literature: f−2 or f−7/3,
but this is only of minor importance for our discussion).
The structural response consists of a large quasi-static con-
tribution and a dynamic (resonant) response. Due to the
decaying shape of (11), the resonant response is gener-
ally dominated by the first mode, Fig.14(b). One can also
observe that the quasi-static response will be attenuated
by the controller while the resonant response which is be-
yond the control bandwidth is amplified by the sensitivity,
Fig.14(c). The amplification at resonance of the controlled
response corresponds to a reduced damping ξ∗ = ξ/S( f1)
where S( f1) is the sensitivity at the resonance frequency
f1. Comparing the cumulative RMS response with and
without control, one sees that, with control, the resonant
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part becomes the largest contributor to the RMS response,
Fig.14(d).
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Fig. 14. (a) Davenport’s turbulent wind spectrum, nor-
malized to its maximum. (b) Structural response to
turbulent wind, with and without control (normalized
to its maximum). (c) Sensitivity function; the first
resonance belongs to the frequency range with a sig-
nificant amplification. (d) Cumulative RMS response
[
∫ f

0 Φ(ν)dν]1/2 (normalized to its maximum); the res-
onant response is amplified by the control.

The random response of a structure to a point force with

random amplitude of power spectral density (PSD) Φ0( f )
can be evaluated by

Φ( f ) = Φ0( f )|H( f )|2 (12)

where H( f ) is the frequency response function (FRF)
between the excitation and the response. If the structural
response is dominated by a single mode, the FRF is essen-
tially that of a single degree of freedom oscillator of mass
m equal to the mass of the mode, frequency f1 and damp-
ing ξ. When the resonant response dominates, the mean
square (MS) value can be approximated by the so-called
white noise approximation, where Φ0( f ) ' Φ0( f1). (e.g.
see [24], p.76 or [25], p. 80); this leads to

σ2 =
∫ ∞

0
Φ( f )d f ∝

Φ0( f1)
m2ξ f 3

1
∝

1

m2ξ f 14/3
1

(13)

where Equ.(11) has been used.
The foregoing result assumes a point force excitation,

representative of a global mode being excited by the pres-
sure field on one segment. If one looks at the global re-
sponse, one has to consider the correlation between the
excitations acting at different points on the telescope; ac-
cording to Davenport’s model, the spatial coherence fol-
lows

C(∆z), f ) = exp
(− f c|∆z|

u10

)
(14)

where c is a correlation constant, c∼= 7, u10 is the mean
wind reference velocity, f is the frequency and ∆z is the
vertical separation between two points. The correlation
length is therefore δ ∼ u10/ f c. Setting u10 '10 m/s as an
order of magnitude, and f = f1 ' 2.5 Hz, one sees that the
correlation length is typically lower than the size of one
segment. One can therefore assume that the forces acting
on the various segments are statistically independent, lead-
ing to a global response

σ2 =
N

m2ξ f 14/3
1

(15)

where N is the number of segments. Using the data
given earlier, we know that the natural frequency scales
as f1 ∝ D−1, N scales as N ∝ D2 and the mass of the tele-
scope tube and mount scales between D2 and D3 ([14],
p.79). Assuming m ∝ D5/2 as an average, one gets
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σ2 = D5/3ξ−1 (16)

This result is based on general theory of wind engi-
neering and random vibration and on the scaling laws dis-
cussed previously for telescopes of the same family; it is
very crude and does not take into account specific features
of the telescope and the skill of the wind engineers in the
design of the telescope enclosure, but it probably gives or-
ders of magnitude.

VIII. SUMMARY AND CONCLUSION

This study has been devoted to the extrapolation of the
active optics of current 10-meter class telescopes (Keck,
VLT) to the next generation of 30 m to 40 m Extremely
Large Telescopes (ELT), and possibly future ones. The
various aspects of the structural response and the control-
structure interaction affected by the size of the telescope
have been considered and orders of magnitude have been
estimated. Based on crude analysis, the following results
have been obtained:

The static deflection under gravity scales as

∆ ∝ f−2
1 (17)

The first resonance frequency f1 varies according to

f1 ∝ D−1

√
E
ρ

(18)

where D is the diameter of M1 and E/ρ is the specific
modulus of the structural material.

The control bandwidth fc of the gravity compensation
system follows

fc ∝ f−2/a
1 (19)

where a is the average decay rate (number of poles)
within the bandwidth (0 < a < 2).

The RMS response to wind gust scales as

σ = D5/6ξ−1/2 (20)

which is roughly proportional to D. It must be kept in
mind, however, that because the resonant response occurs
in the frequency range with the highest sensitivity, a re-
duction of ξ due to control-structure interaction must be
considered.

The parameters governing the control-structure interac-
tion are the damping ξ and the frequency ratio f1/ fc which
scales according to

f1

fc
∝ f 1+2/a

1 (21)

Once the diameter D has been fixed, there are only 3
free parameters4: the specific modulus of the structural
material, E/ρ, the structural damping ξ and the average
decay rate a within the control bandwidth, which depends
on the control system design. The use of CFRP instead of
metallic structures has a potential for doubling f1; various
options for damping actively truss structures with active
struts or cable networks are discussed in [26].
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Abstract— Tensairity is a new lightweight structural con-
cept. It is a synergetic combination of struts and cables sta-
bilized by a membrane, which is inflated by low pressurized
air. The outcome of this interaction between the different el-
ements is a structure with the load bearing capacity of con-
ventional steel girders and the low weight of an air beam.
The innovative concept Tensairity provides moreover fea-
tures few conventional structures have, such as a fast assem-
bling/dismantling, and a compact storage and transport vol-
ume. This technology has obvious a great potential for tem-
porary and mobile architectural applications. However, im-
provements and adaptations to the structural concept have
to be identified to make the Tensairity concept suitable for
deployable applications. After all, a basic Tensairity girder
can not be folded or rolled together without disassembling
the different parts it is constituted of. A foldable Tensair-
ity structure is developed and investigated experimentally in
this research. The influence on this promising mechanism
called the foldable truss of different parameters such as the
amount of hinges and the presence of pretensioned cables, is
studied and discussed. The results are summarized and will
then provide the basis for further research for a proposal
of an optimised deployment mechanism for the deployable
Tensairity structure.

Keywords— Tensairity structure, Deployable, Inflatable,
Foldable

I. INTRODUCTION

A. The structural concept Tensairity

INFLATABLE structures have been used by engineers
and architects since several decades. These structures

offer lightweight solutions with a relatively high structural
efficiency and provide features no other type of structure
has, such as collapsibility, translucency, and a variety of
shapes that can be produced. The assembling and disman-
tling of inflatable structures is fast by simple inflation and
deflation, and the transport and storage volume are min-
imal. In spite of these exceptional properties, one of the
major drawbacks of inflatable structures is their limited
load bearing capacity. Significant loads can only be car-
ried with high pressures in the structure which leads to

very high fabric tensions that can only be supported by ex-
pensive fabrics. Air tightness, pressure management and
safety become with increasing pressure a serious issue.
High pressure inflatable structures are therefore generally
not suitable and desirable for civil applications.

The problem of the limited load bearing capacity of
pneumatic structures is solved by the new structural con-
cept Tensairity. This is a synergetic combination of a low
pressure air beam (typical pressures for Tensairity are in
order of 100 mbar) and traditional building elements such
as cables and struts (Figure 1). The tension and compres-
sion elements are physically separated by the air inflated
beam, which when inflated pretensions the tension ele-
ment and stabilizes the compression element against buck-
ling. Due to this subtle interaction between the elements,
a basic Tensairity structure has the load bearing capacity
of conventional steel girders, combined with most of the
properties of a simple air beam (low weight, fast set- up)
[1].

Fig. 1. A basic Tensairity beam

Since the structural principle of Tensairity is quite re-
cent, the technology is still fully in development and a lot
of efforts are made to investigate and understand these syn-
ergetic structures. Nevertheless, a number of remarkable
Tensairity structures such as a roof over a parking garage
or a skier bridge have recently been realized (Figure 2 and
3).

The innovative concept Tensairity provides features
few conventional structures have, such as a fast assem-
bling/dismantling, and a compact storage and transport
volume. This technology has obvious a great potential
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Fig. 2. Parking garage in Montreux

Fig. 3. Skiers bridge in Lanselevillard

for temporary and mobile architectural applications. How-
ever, while the air beam is easily deployed by inflation,
the development of deployable Tensairity structures can
be quite a challenge. The compression element of the Ten-
sairity structure possesses some bending stiffness and must
be tightly connected with the hull (in order to maintain its
buckling-free behaviour). Thus, the basic Tensairity girder
cannot be folded or rolled together when deflated.

B. Deployable Tensairity Structure

A Tensairity structure which can be folded or rolled to-
gether when deflated to a compact configuration without
disassembling the different components it is constituted
of is called a deployable Tensairity structure. The deploy-
ment of such a structure is initiated by increasing the inner
pressure of the air beam. Once a reasonable pre-stress is
achieved in the membrane due to this inner pressure, the
structure is in its fully deployed state and is able to bear
loads like a Tensairity structure with a continuous and stiff
compression element.
Different types of solutions for a foldable compression ele-
ment can be identified. Using a compression element with
low bending stiffness in deflated state is one solution. This
way, the structure can be rolled or packed together as a
whole when no internal overpressure is present. Such a
solution is called a flexible compression element and has

already been investigated and discussed by the author in
[2]. Various proposals, such as separate wooden segments,
chains, hydraulic hoses etc., have been analyzed and eval-
uated by means of experiments on scale models (figure 4).

Fig. 4. Flexible compression element: overview of inves-
tigated proposals

Another solution for a deployable compression element
is a mechanism of bars. This paper presents the develop-
ment and experimentally investigation of such a bar mech-
anism, called the foldable Tensairity truss structure. The
influence of different parameters on the kinematic and load
bearing behaviour (such as the amount of hinges and the
presence of pretensioned cables), is studied and discussed.
The results are summarized and will then provide the basis
for further research for a proposal of an optimised deploy-
ment mechanism for the deployable Tensairity structure.

II. FOLDABLE TENSAIRITY TRUSS

Inspired by the foldable trusses from Calatravas PhD
[3], Luchsinger et al. [4] developed a foldable truss system
as kinetic mechanism for a deployable Tensairity structure.
The foldable truss Calatrava investigated is a conventional
truss where the horizontal tension and compression bars
are divided in two and reconnected with an intermediate
hinge (figure 5). This way, the truss becomes a mecha-
nism. Calatrava used a vertical bar to lock the mechanism
in deployed configuration and thus stabilize the system.
Luchsinger et al. adjusted the system for using it in a Ten-
sairity structure by replacing the vertical bars with (pre-
tensioned) cables (figure 6). The diagonals can be included
or excluded. The compression and tension bars are in the
deployable Tensairity structure continuously attached with
the hull, and this way, the truss is stable when the air beam
is fully inflated.

Fig. 5. Foldable truss by Calatrava [3]
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Fig. 6. Foldable truss for tensairity beam by Luchsinger
et al. [4]

One of the objectives of this research is to improve and
optimize the system proposed by Luchsinger et al. There-
fore, the foldable truss is evaluated by investigating its
structural behaviour in the inflated state. These results are
described in the sections below and will provide the basis
for further research for a proposal of an optimised deploy-
ment mechanism for the deployable Tensairity structure.

A. Experimental investigation - setup

A deployable Tensairity beam was investigated exper-
imentally. The studied model is two meter long and the
maximum height in the middle of the beam is 0.20m. The
air beam is composed of two layers. An outer PU coated
polyester fabric carries the tension forces caused by the air
pressure and surrounds two internal bags made of thin PU
foil that keeps the structure airtight. These internal bags
are positioned adjacent to each other in the longitudinal
direction. This way, elements connecting the compression
and tension side of the beam can be placed between the
two bags (figure 6). The internal pressure of these bags
varies during the experiments; depending on the investi-
gated case, a pressure of 75, 100 or 125 mbars was cho-
sen. The cables and bars used are made of steel and the
bars have a rectangular cross section (10mm x 6 mm). The
compression and tension elements are connected with the
fabric by means of pockets. Holes are made in the pockets
and fabric to connect upper and lower side of the beam by
cables or struts.

The two meter long statically determined deployable
Tensairity beam is supported by a stiff steel frame. The
loads are applied by means of weights in the upper or
lower hinges, depending on the load case. The loads were
applied in steps of 1kg. The deflections of the beam are
measured in ten points, distributed evenly at the upper and
lower side of the beam (figure 7). The load bearing be-
haviour of the deployable Tensairity structure is studied
during the experiments by measuring the deflections of the
structure under different load cases. Three different load
cases were applied during the experiments: a point load in
the middle of the upper compression element, a distributed
load (point loads on all the upper hinges), and an asymmet-

ric load (point loads on half of the upper hinges).
Various configurations are tested in order to reveal the in-
fluence of the different parameters on the load bearing be-
haviour, such as the amount of hinges and the presence
of pretensioned cables that connect the upper and lower
hinges. The investigated configurations are illustrated in
figure 8. The configurations 1 and 2 have different amount
of hinges. Cases 3 till 12 have the same steel structure
(mechanism), but a different arrangement of cables (dot-
ted lines) or diagonal bars (lines). Configuration 4 has the
same arrangement as 3, but the cables are shorter which
results in a higher pretension in the cable in inflated state.

Fig. 7. Set-up for load-deflection experiments on scale
model

Fig. 8. Investigated configurations

B. Results

- Load cycles
When the deployable Tensairity beam is loaded, the fab-
ric adapts to the new load condition during the first load
cycle. The load-displacement responses of the second and
third load cycle are almost identical (figure 9). The deflec-
tions of the third cycle are noted. The Tensairity girder also
shows a pronounced hysteresis indicating energy dissipa-
tion. This hysteresis has to be attributed to the air beam,
since the aluminum chords of the Tensairity girder have
an elastic behavior. It can result from the fabric or from
energy dissipation into the compressed air. The details be-
hind the hysteresis are not yet understood and are subject
of further studies. It is in any case an interesting aspect re-
garding the dynamic properties and damping behavior of

603



Tensairity girders. More information on this matter can be
found in [5].

Fig. 9. Load-displacement response of three load cycles

- Influence of internal pressure
The internal pressure of the beam was varied during the ex-
periments. The deflections of various configurations were
measured with an internal pressure of 75, 100 and 125
mbars. The results reveal the influence of the internal pres-
sure of Tensairity beams on the load-bearing behaviour.
There can be concluded that the stiffness of the structure
is increased with increasing pressure. After all, a higher
pressure and thus a more pretensioned membrane leads to
a more constant spacing between tension and compression
element. Moreover, the friction between the pocket and the
compression element increases with higher pressure val-
ues, which results in a stiffer structure.

- Influence of load case and point(s) of application
It is evident that the displacement of the beam along its
length is dependent of the load case. However, unlike con-
ventional structures, the deflection of a Tensairity beam is
not similar when the load is applied on the upper or lower
side of the beam (figure 10). A larger displacement arises
at the side where the load is applied, which indicates the
load transfer between upper and lower chord by means of
tensioned fabric as explained in [6].

Fig. 10. Different deflection when the load is applied on
the upper or lower side of the beam.

- Influence of (number of) hinges
The load-displacement response of case 1 and 2 for a dis-
tributed load is investigated and illustrated in figure 11.

The central displacement at the tension chord is given on
the X-axis, the Y-axis represents the applied load. Both
configurations have quite similar deflections under the
same load and thus similar stiffness, despite the different
number of hinges. The presence and influence of the mid-
dle hinge on the stiffness is thus much greater than that of
the other hinges. These conclusions are valid for all three
investigated load cases.

- Influence of configuration of pre-stressed cables that con-
nect the hinges on compression and tension side
Figure 11 shows the load-displacement diagram under dis-
tributed load of the different deployable Tensairity beam
configurations (at the third load cycle). Figure 12 repre-
sents the deflection of the upper strut of all investigated
configurations. It can be seen that the configuration of
internal cables has an influence on the load-bearing be-
haviour, since every case has a different stiffness. Case
1, the configuration without any internal cable shows the
biggest deflection; case 6 is the stiffest configuration. It is
remarkable that the deflections under a point load and an
asymmetric load are analogue; the ranking of the different
cases is the same. Current research is analysing these re-
sults thoroughly to identify the load-transfer between the
different elements of the Tensairity structure and to deter-
mine what the most optimal configuration is.

Fig. 11. Load-displacement in the middle of compression
chord for the various configurations

C. Optimization of the shape

Not only the internal pressure and the configurations of
internal prestressed cables influence the stiffness of the
structure. Also the form of a Tensairity structure can be
altered to change the stiffness. The cylindrical Tensair-
ity beam consisting of a single linear compression ele-
ment and two spiraled cables (figure 1) is the simplest one,
but, as it turns out, not the most efficient one. Research
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Fig. 12. Final (scaled) position of hinges of various con-
figurations at maximal load

pointed out, by means of theoretical and numerical results,
that shapes with a curved compression element (spindle
shapes) are more efficient than the cylindrical [7]. Fig-
ure 13 shows an evaluation of different shapes by means
of a load-deflection graph. Consequently, efforts are cur-
rently made to develop a deployable spindle shaped Ten-
sairity structure.

Fig. 13. Evaluation of different shapes by means of load-
deflection graph [7]

III. CONCLUSIONS

Identifying suitable deployment mechanisms for Ten-
sairity structures will widen the range of applications
where these lightweight structures will be used, especially
as structural efficient solution for temporary and mobile
constructions. The exploration and analysis of ideas for
deployable systems by means of experiments on scale
models is the recommended method to evaluate proposals
and gain understanding of the influence of different param-
eters.
By investigating the foldable truss system, there could be
revealed that the stiffness of the foldable truss system is
not influenced very much by a higher amount of hinges in
the compression and tension chords. The arrangement of

cables on the other hand has an influence on the stiffness of
the deployable Tensairity beam, just like the pretension in
the cables. The overall shape of the Tensairity beam also
has an influence on the stiffness of the structure. Struc-
tures with a curved compression element, like the spindle
shaped structure, show to be promising and are currently
under investigation.
These results will provide the basis for a proposal of an
optimised deployment mechanism for the deployable Ten-
sairity structure. The challenge is now to improve the
promising proposals by making them more efficient. An
in-depth investigation on the kinematic aspects of the de-
ployable Tensairity beam, like the hinges and the folding
of the membrane, is as well an important task of current
and future research.
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Abstract: Within the framework of sustainable development 

one strives for structures with a minimum volume of material. At 

conceptual design stage a clear hierarchy among the different 

structural topologies can be established with Morphological 

Indicators (MI). This paper gives a review of the MI-theory, in 

which only resistance and element buckling are considered 

during the optimisation process. This approach often results in 

solutions with problematic stiffness behaviour, yielding 

important additional volume in the final project. The second part 

illustrates the applicability limits of the method if additional 

design criteria are considered, through the example of an axially 

loaded truss column. MI enables the designer to distinguish a 

design for strength from a design for stiffness problem. In the 

first case, the actual MI-theory offers an efficient structural 

optimisation tool at conceptual design stage. In the latter, 

alternative optimisation methods should be used.  

Keywords:  conceptual design, morphological indicators, design 

for strength, design for stiffness, fully stressed 

 

I.INTRODUCTION 

Conceptual design, along with problem identification and 

analysis, make up the initial stage of the structural design 

process. Problem analysis transforms the often vague 

statement of a design task into a set of design requirements. 

Conceptual design encompasses the generation of concepts 

and integration into system-level solutions, leading to a 

relatively detailed design [1].  

The assessment of structural performance is, mainly at 

present time, the result of late finite element analysis processes 

(FEA) which remain computationally expensive, limiting their 

use to the analysis of a limited number of design alternatives. 

But, in the conceptual design stage, the quality depends on the 

comprehension and on the exploration of the design space [2]. 

During the conceptual design stage, an engineer or architect 

creates the general outline of a structure. In this phase a few 

solutions are selected out of the many possibilities because of 

their adaptedness to the most important requirements. More 

specifically, in the context of morphological indicators, one 

seeks structures with minimum volume. A good conceptual 

design will then yield a solution (topology and geometry) that 

will not (or slightly) change its relative superiority to other 

solutions when more detailed design calculations are 

performed. Hence it is very important to assess the possible 

impact or necessity of detailed calculations such as (global) 

buckling, dynamics, weight of connections, second order 

effects among others. If the context of the situation allows the 

use of the indicator of volume in its simplest form, a larger 

topological/geometrical solution space can be browsed for. 

This viewpoint can be expressed as follows: one should 

always optimise structures with a minimum number of 

variables as long as the detailed analysis will not alter the 

efficiency of the structure considerably. 

A.Morphological Indicators 

Morphological Indicators are design tools allowing the 

optimisation of structures at the stage of conceptual design 

using a limited set of parameters [3]. The indicator of volume 

W  allows the comparison of the volume of material used for 

different structural systems.  

 

FL

V
W

σ
=                           (1) 

 

It is the volume of an isomorphic structure with unit span L , 

with at least one section dimensioned at its unit allowable 

stress σ , subjected to a system of loads with unit resultant 

F .  

The displacement indicator ∆  compares the displacement 

of different structural systems.  
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It is the maximum displacement of an isomorphic structure 

with unit span L  in a material with unit Young’s modulus E , 

with at least one section dimensioned on its unit allowable 

stress σ , subjected to a system loads with unit resultant F .  

In the European design prestandards [4] the normative 

constraints on static displacements are expressed as an upper 

limit on Lδ . δ  is the maximum total displacement of the 

structure and L  the span of the structure. This constraint can 

be translated to an upper limit on the displacement indicator, 

∆ .  Imposing an upper value on Lδ  results in imposing an 

upper value on ∆ . However the constraint on ∆  becomes 

material dependant.  The larger the proportion of Young’s 

modulus over the allowable stress, the larger the allowable 

value of ∆  and the less severe the constraint 
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The analytical expressions of both W  and ∆  have been 

established by Samyn [3], [6] and Latteur [5] for trusses, 

beams, arches, cables, cable stayed structures, masts and 

frames subjected to a limited number of (simple) load cases 

and supports. For statically determinate structures those MI 

are only function of the geometrical slenderness HL (length 

divided by the height of a rectangle that frames the structure). 

Instabilities, self weight and second order effects are 

neglected. Efficiency curves depicting the geometrical 

slenderness with respect to the minimum volume material can 

be established (Fig. 1).  

 

Fig. 1.  Indicator of  volume as a function of the slenderness 

for classical structural typologies, neglecting buckling. [6] 

 

This figure allows the comparison between different 

structural typologies and topologies with a reduced number of 

variables. For classic truss topologies (Warren, Howe, Pratt, 

etc.) W  and ∆  only depend on the number of panels and the 

geometrical slenderness. In a more general way, one can 

conclude that those MI only depend on the proportion of the 

rectangle in which the structure is inscribed and on the 

shape/topology (i.e. how this rectangle is filled). Those results 

are based on a fully stressed
1
 design of statically determinate 

structures and for a dominant load case (in this case a 

uniformly distributed vertical load). 

 

                                                           
1
 In which every element works at its allowable stress level 

under at least one of the given load conditions 

The buckling indicator Ψ  developed by Latteur [5] takes 

buckling in individual elements into account.  

 

qEF

Lµσ
=Ψ               (4) 

 

This factor gives an indication for the buckling tendency of 

the compression elements in a structure with span L , 

composed of bars with a form factor 
2Ω= Iq (Fig. 2) (with 

I  the second moment of inertia and Ω  the section area) in a 

material with Young’s modulus E , with at least one section 

dimensioned on its allowable stress σ , subjected to a system 

of load with total resultant F . µ  is the proportion of the 

buckling length of the compression bars over their geometrical 

length (which depends on the connection type). 

 

Fig. 2. Form factor of double axis symmetric square and 

circular profile [5]. 

 

This contribution modifies the element sizing. It implies the 

use of one extra parameter ( Ψ ), but increases the precision of 

the optimisation process. It enables the evaluation of the extra 

necessary volume of material to avoid buckling. Moreover, it 

affects the optimal solution. For example: the higher the value 

of the buckling indicator, the higher the optimal slenderness 

and number of panels for trusses.  

The definition of the indicator of buckling clearly 

demonstrates that the buckling sensitivity depends on the 

span-load ration ( FL ). This quantity is defined as the 

structural index [7]. This index illustrates that morphological 

indicators are dimensionless but depend upon scale effects.  

 

II.PROBLEM STATEMENT 

 

Recent research [8] shows that not only the volume 

(indicator of volume W ) and the maximal static displacement 

(indicator of displacement ∆ ) can be predicted at conceptual 

design stage, but other fundamental structural characteristics 

as well. Van Steirteghem [8] provides a method to evaluate the 

first natural eigenfrequency of a structure, introducing the 

indicator of fundamental eigenfrequency  
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This indicator represents the first natural frequency of a 

structure with a unit length L  composed of members working 

at a unit stress σ  and with a unit elastic modulus E , for 

which the ratio of the co-vibrating load to the total load is 

equal to 1* =z  in Serviceability Limit State
2
. Moreover, this 

indicator depends on the same variables as the indicator of 

volume and displacement. This finding is confirmed by 

validation of trusses [9]. 

To avoid resonance the eigenfrequency should not fall 

within the frequencies interval excited by the external loads 

[ ]maxmin , ff . Those excitation frequencies define problem 

related limits on the value of the indicator of fundamental 

eigenfrequency 
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The studies performed in [10] and [11] shows that the global 

planar stability of truss arches can be evaluated by means of 

the indicator of global planar stability 

 

FE

Fcr

cr

σ
=Λ               (7) 

 

It is the critical global planar buckling load of an isomorphic 

structure in a material with unit Young’s modulus E , with at 

least one section of every element dimensioned at its unit 

allowable stress σ , subjected to a system of loads with unit 

resultant F . Again, detailed analysis demonstrates that 

crΛ only depends on the same variables as the indicator of 

volume, no additional or different variables are necessary. The 

planar stability of the structures is guaranteed if the critical 

global buckling load exceeds the applied load 

 

E
FF crcrcr

σ
=Λ>Λ⇔> lim,              (8) 

 

Hence it is possible to assess the strength, the stiffness and the 

planar stability of a truss arch at conceptual design stage on 

the basis of a limited number of variables. This essential 

advantage of MI can be combined with powerful search 

algorithms, which enables the comparison of a large number 

of structural morphologies, within a relatively short 

calculation time ([13], [14] and [15]). 

Nevertheless, there is an implicit restriction on the use of the 

morphological indictors as optimisation tool. If all of above 

mentioned stiffness constraints are met, the volume indicator 

                                                           
2
 As defined in [12] 

offers a very efficient objective function for volume 

minimization. However, if at least one of the stiffness 

constraints is violated, the designer can only modify the input 

variables to stiffen the structure: the slenderness, the shape 

and the topology. The section distribution or sizing cannot be 

altered since fixed by the assumption of a fully stressed design 

(in which every element works at its allowable stress level 

under at least one of the given load conditions).  

The use of MI bases its user-friendly/efficient approach by 

exploring only two of the three possible optimisation 

branches: 

� sizing: to fix the dimensions (cross section and second 

moment of inertia) of each element 

� shape optimisation: the global form of the structure 

(dimensions and node configuration) 

� topological optimisation: the way of connecting the 

different nodes  

The use of MI considers implicitly fully stressed design as 

being the optimal sizing and therefore does not further explore 

the first branch.  The optimisation process is carried out on the 

shape and topology. In case only strength and element 

buckling are the dimensioning design criteria, this is a correct 

working method. When one of the stiffness constraints is not 

met, this assumption is no longer valid. The use of fully to 

stressed design does not allow an alternative sizing and can 

therefore lead to unacceptable results. 

III.EXAMPLE OF APPLICABILITY LIMITS  

 

The simple 2D-example shown in Fig. 3 illustrates the limit 

of optimisation with MI. Assume a truss column of the K-type 

(fixed geometry), charged by two identical vertical point 

loads, 2F , at the column tops (Fig. 3). A slenderness 

40=HL 3
 and a buckling indicator 30=ψ  are imposed. 

(Note that the type of used profile is implicitly considered by 

the value and the definition of the buckling indicator.) The 

vertical bars are hinged to the central elements but also have a 

pinned connection with the adjacent verticals. Since the 

construction is statically determinate, every section can be 

modified without altering the load distribution path. The 

choice of the number of panels (1 to 10 ) and the section 

distribution are free and will be optimized. Only planar 

(in)stability is considered. 

A.Calculation assumptions 

In accordance to the European design prestandards [16], the 

bar imperfections do not have to be considered in the global 

analysis of frame structures if the bars are only axially loaded, 

which is the case in this paper. Furthermore, the bar 

imperfections due to the effect of initial imperfections and 

residual fabrication (welding or forming) stresses, should only 

be considered for the analysis on bar level. The use of the 

                                                           
3 This slenderness can lead to low angles between the 

different elements, though the European design standards [18] 

proscribe minimal angles of 30° for direct connections 

between tubular elements. But with an appropriate pinned-

joint design low angles can be reached. 
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buckling indicator covers those imperfections by considering 

design curve d, as described in Latteur [5]. 

        

                      
Fig. 3. Truss column of K-type: five panels and hinged 

connections. 

 

The values of the critical buckling load are obtained by 

using a second order FE-analysis (elastic and geometrical 

stiffness matrices), which takes shear effects into account. An 

analytically solved example from Timoshenko [17] has been 

introduced in order to validate the used FE (Fig. 4). 

   

                      
Fig. 4. Axially loaded statically determined truss column [16]. 

 

The differences in critical buckling load between the 

theoretical values of Timoshenko [17] and the numerical 

values do not exceed 5.7% (Table1), which is far less than the 

predicted impact of shear effects. This result demonstrates that 

shear effects are considered and confirms the calculation of 

the buckling load, performed by the FE used in the numerical 

example below.  

 

Table 1. Relative difference for critical buckling load obtained 

by Timoshenko [16] and by a Finite Element Method (FEM). 

 

 

B.Results 

If one only considers the resistance criterion, fully stressed 

design yields the optimal solution. The vertical elements are 

loaded axially; the central elements are not loaded. Hence, the 

central elements do not need material, resulting in a volume 

indicator which is independent of the number of panels  
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When bar buckling is considered, the sections should be 

increased (the central elements remain unloaded). The 

indicator of volume becomes dependent of the number of 

panels and the buckling indicator  

 













 Ψ
++=

22

28
11

2

1

n
W

π
           (10) 

 

The more panels, the lower the buckling length of the 

verticals, resulting in a lower indicator of volume. A lower 

buckling indicator also implies a lower necessary volume. For 

an extreme large number of panels and a very low buckling 

indicator, the indicator of volume tends to 1, which is the 

under limit given by the resistance criterion 
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When the global planar stability is taken into account, one 

immediately notices that the previous solution is composed of 

a set of hinged connected bars on two vertical lines.  This 

structure is a mechanism and has therefore a global planar 

stability indicator of 0. In this example one of the three 

stiffness constraints is not satisfied ( lim,crcr Λ<Λ ). The 

modification of the input variables, maintaining a section 

distribution based on the fully stressed design always result in 

a mechanism. Hence fully stressed design is of no use.  

  P 
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A possible solution is to introduce one extra variable α , 

which represents the section ratio from the central elements 

with respect to the vertical elements. This implies a first 

additional degree of freedom for the sizing optimisation, since 

the section of central elements can be optimised independently 

of the verticals. Fig. 5 and Fig. 6 show respectively the 

indicator of global planar stability and the indicator of volume 

as a function of α  for different number of panels n . In this 

example a realistic value (ψ =30) for the buckling indicator is 

assumed.  
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Fig. 5. Indicator of global planar stability as a function of 

α for different number of panels (K-type truss column, 

40=HL , 30=ψ ). 
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Fig. 6. Indicator of volume as a function of α for different 

number of panels (K-type truss column, 

40=HL , 30=ψ ). 

 

The global planar stability indicator needs to exceed the 

critical value of Eσ  in order to guarantee global planar 

stability. If the structure is unstable, the stress level is 

decreased from σ  to βσ  ( 1<β ). This global stress level 

reduction does not affect the relative section distribution, since 

it increases every bar section with the same proportionality. 

Fig. 7 shows the corresponding value of the volume indicator 

for a column with 100=σE  ( 01,0lim, =Λ crit ). Again a 

buckling indicator of 30 is assumed. 

For a given slenderness, buckling indicator and limit value 

of the global planar stability indicator, one can find the 

couples of optimal values for the number of panels and α . 

The higher α , the higher the necessary volume and the lower 

the corresponding optimal number of panels. The lightest 

solution is given by a column with ten panels and 

1548,0=α  ( 61,32=W ). As mentioned above, the fully 

stressed solution ( 0=α ) always results in a unstable column 

or ∞=W . 

A further step to free cross-section sizing is performed by 

allowing different section ratio’s for the horizontal ( hα ) and 

the diagonal ( dα ) central elements. Two degrees of freedom 

for sizing are introduced and the optimum is not longer found 

by exhaustive searching, but with a genetic algorithm. The 

optimum yields 1548,0,1548,0 == dh αα  en 

10=n ( 61,32=W ). This extra variable does not result in a 

volume gain. This example illustrates that additional sizing 

parameters do not always necessarily lead to a more optimal 

solution. 
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Fig. 7. Volume indicator of planar stable truss column as a 

function of α  for different number of panels. (K-type, 

30,40 == ψHL  en 01,0=Eσ ). 

 

Finally, the comparison can be made with the truss column 

in which every section is sized individually (free sizing). The 

number of variables increases to the number of panels and the 

section of every bar element. A genetic algorithm allows to fix 

the minimum indicator of volume on ten panels, with 

64,26=W . This approach represents a volume gain of 

twenty percent compared to the single-degree-of-freedom 

solution for sizing. The main disadvantage is the dependency 

of a very large number of variables, which annihilates the 

benefits of using the volume indicator instead of the volume 

and implies much higher calculation times. Fig. 8 gives an 

idea of the corresponding section distributions.  

This example illustrates that fully stressed design does not 

always represent the best/lightest sizing method, if other 

design constraints are considered (here global stability). This 
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conclusion is also valid for other design criteria (dynamics, 

static displacements, etc.) and other structures (arches, trusses, 

etc.). 

 

   

Fully 

Stressed 

Design 

∞=W  

Central elements with 

identical sections, 

independently of verticals 

61.32=W  

 Free sizing  

64.26=W  

Fig. 8. Section distribution and corresponding volume 

indicator of optimal truss columns with increasing sizing 

freedom, considering global planar instability (K-type, 

30,40 == ψHL  en 01,0=Eσ ). 

IV.CONCLUSION 

In structural optimisation one can state that if at least one of 

the stiffness constraints (acceptable static displacements, 

global stability and absence of resonance) is not met, fully 

stressed design does not guarantee the most efficient solution. 

Hence, up to now, morphological indicators are used to offer a 

very performing conceptual optimisation tool in a design for 

strength approach. In design for stiffness one needs different 

optimisation techniques and/or to accept that every additional 

non fully stressed section stands for an additional input 

variable to optimize.  Analysis of the indicator of 

displacement, the indicator of first eigenfrequency and the 

indicator of global planar stability proves that even at the stage 

of conceptual design one can determine whether design for 

stiffness or design for strength is the designing parameter (Fig. 

9). 

To summarize, one can state that the power of the 

morphological indicators, which are dependent on a limited 

number of design variables, follows from the fixed sizing. 

However, the downside of the medal is that sizing represents 

one of the fundamental optimisation branches, which should 

be used in design for stiffness problems. Though, the 

evaluation of the morphological indicators discussed in this 

paper enables to determine whether one has to deal with such 

a design for stiffness problem or not.  

 

Fig. 9. Flowchart for the use of morphological indicators at 

conceptual design stage. 
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failure
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Abstract— This contribution discusses the formulation of
a two-scale computational framework for flexural failure
in masonry shells. The heterogeneous nature of masonry
coupled to its periodic stacking of quasi-brittle constituents
leads to preferential damage patterns. Their influence can
be incorporated in structural computations using computa-
tional homogenisation concepts. The ingredients needed to
couple the structural and constituents scales are introduced
for the case of damaging materials, and a coupled two-scale
framework for masonry shells is outlined. This procedure
allows incorporating naturally the anisotropic damaging ef-
fects of the masonry material degradation. The contribu-
tion will illustrate the two-scale results by comparing them
to full fine scale models for in-plane failure and out-of-plane
failure.

Keywords— Structural analysis, Multi-scale discontinu-
ities, Multi-scale detection, Periodic homogenisation, Fail-
ure, Fine scale comparison.

I. I NTRODUCTION

THE formulation of macroscopic constitutive laws for
the behaviour of masonry is a complex task, due to

its strongly heterogeneous microstructure which consid-
erably influences its overall mechanical behaviour. Due
to the quasi-brittle nature of its constituents, this results
in initial and damage-induced (evolving) anisotropy prop-
erties, accompanied with localisation of damage. In its
structural use, such a material may be subjected to crack-
ing, leading to localisation of damage at both the structural
and fine scales. Closed-form laws have therefore been de-
veloped for equivalent anisotropic media for elastic and
cracking behaviour, see [1], later applied for the modelling
of plate failure, see [2]. The use of such models in the
cracking regime is however impeded by their costly and
cumbersome identification. As a complementary approach
to closed-form constitutive relations, the multi-scale com-
putational strategies aim at solving this issue by deducing
a homogenised response at the structural scale from a rep-
resentative volume element (RVE), based on constituents
properties and averaging theorems.

II. COMPUTATIONAL HOMOGENISATION

Computational homogenisation approaches allow to
identify homogenised continuum properties from the

constituents constitutive behaviour of a heterogeneous
mesostructure. This allows the set up of nested com-
putational procedures in which, in each (macroscopic)
point of the structural scale discretisation, a sample of the
mesostructure is used to determine the material response.
For this purpose the local macroscopic strain measure is
applied in an average sense to the mesostructure and the
resulting mesostructural stresses are determined numeri-
cally. The averaging of these mesostructural stresses and
the condensation of the mesostructural tangent stiffness to
the homogenised tangent stiffness then furnish the macro-
scopic material response associated with the macroscopic
point. The definition of such a nested scheme essentially
requires the definition of four ingredients: (i) a fine scale
constitutive description for the constituents, (ii) the defi-
nition of a representative mesostructural sample, (iii) the
choice of a coarse scale representation, and (iv) the set-up
of scale transitions linking structural and fine scale quanti-
ties.

III. T WO-SCALE FRAMEWORK FOR OUT-OF-PLANE

FAILURE

In order to incorporate damage localisation effects at
both the structural and fine scales, this approach has to
be adapted, by carefully selecting the above-mentioned
features. In particular, both the fine and coarse scale de-
scriptions have to deal with localisation of damage, and
the scale transition procedure should be adapted accord-
ingly. For in-plane loaded structures, in which both fine
and coarse scale descriptions follow similar kinematical
assumptions, these adaptations have been proposed re-
cently with different methodologies in [3], [4]. This ap-
proach can be extended to shell formulations, where higher
order kinematical quantities such as curvatures appear at
the structural scale. This requires adaptations within the
structural scale description as well as in the scale transi-
tions.

A. Non-linear periodic homogenisation of masonry shell
behaviour

A scale transition for homogenisation towards a
Kirchhoff-Love shell behaviour was recently proposed in
[5]. Based on a periodicity assumption (see Figure 1 for
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the case of masonry), a strain-periodic displacement field
may be imposed under the form

{

uα(~x) = Eαβxβ +χαβxβx3 +up
α(~x)

u3(~x) = −1
2χαβxαxβ +up

3(~x)
(1)

where~up is a periodic fluctuation such that~up(~x+~Vα) =
~up(~x) and whereα,β = 1,2, see [6] and [5]. The strain
measures associated with a shell kinematical description
can then be expressed in terms of the controlling degrees of
freedom depicted in Figure 1. The constituents inside the
unit cell may be modelled using any closed-form formula-
tion. The simplest representation for mortar joints consists
in cohesive zones equipped with a Mohr-Coulomb crite-
rion. The bricks are assumed to exhibit a linear elastic
behaviour. As a result, the response of a coarse scale point
under any loading program may be computed.

Fig. 1. Periodic masonry structure (top) and controlling
degrees of freedom (bottom), see [5].

B. Localisation detection at the structural scale

Any localisation enhancement at the coarse scale to rep-
resent failure requires a criterion to detect localisation and
to determine its orientation. However, in a computational
homogenisation procedure, the macroscopic material re-
sponse is not postulated a priori but rather computed from
the material laws introduced at the microstructural level.
This criterion should then be based on computationally
homogenised results, the only information available char-
acterising the average material behaviour. The detection
of the structural scale localisation can be based on the
acoustic tensor concept extended to the shell description,
see [7]. This tensor has to be constructed based on the
homogenised stiffness such that the localisation detection

takes into account the coupling of flexural and membrane
effects. It can be shown, see [8], that such a procedure al-
lows to extract mesostructurally motivated average locali-
sation orientations, based on the non positive definiteness
of this tensor, for various coupled flexural-membrane load-
ing paths, see Figure 2 for illustration.
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Fig. 2. Out-of-plane stair-case bending failure at 45◦

(brick shape factor of 0.5): Deformed shape of the unit
cell (top-left), joint damage distribution (top-right) and
related acoustic tensor determinant spectrum (bottom):
non positive values indicate orientation for potential
localisation.

C. Incorporation of a strong discontinuity at the structural
scale

The structural scale problem is solved using the finite
element method and using an embedded strong disconti-
nuity model in which the behaviour of the discontinuity is
obtained from fine scale computations. Once structural lo-
calisation is detected, the coarse scale displacement field
is enriched by a strong discontinuity, in the spirit of [9].
A displacement jump~ξu and a rotation jump~ξθ are in-
troduced along a discontinuity lineΓd, the orientation of
which is deduced from the acoustic tensor-based criterion.
These jumps are added to the regular continuous part of
the displacement and rotation fields according to

{

~ue = ~u+Ψu
~ξu

~ϑe = ~ϑ+Ψϑ~ξϑ
(2)

whereΨu andΨϑ represents a set of functions exhibiting
a unit jump along the discontinuity line. The enhanced
generalised strain tensors (membrane deformation tensor
and curvature tensor) are obtained by differentiating the
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enhanced displacement and rotation fields, which leads to
{

Ee = (~∇~ue)
sym = E(~u)+GE(~ξu)+(~ξu~n)symδd

χe = (~∇~ϑe)
sym = χ(~ϑ)+Gχ(~ξϑ)+(~ξϑ~n)symδd

(3)

whereE(~u) and χ(~ϑ) are the generalised strain tensors
based on classical kinematics,GE(~ξu) andGχ(~ξϑ) are a
set of strain operators associated to the displacement and
rotation jumps, andδd is the Dirac function centered on
the discontinuity line, see [9].

In order to determine the additional displacement jump
field, the weak form of equilibrium is solved together with
a weak continuity condition on the stress along the discon-
tinuity line:







R

Γd

(

~Nd −N ·~n
)

dΓd = 0
R

Γd

(

~Md −M ·~n
)

dΓd = 0
(4)

where~Nd and ~Md are the generalised stress vectors across
the discontinuity,N andM are the generalised stress ten-
sors (normal effort tensor and bending moment tensor) in
the bulk, surrounding the discontinuity, and~n is the nor-
mal to the discontinuity lineΓd. A material response which
links the generalised stress vectors to the displacement and
rotation jumps is required to drive the discontinuity and
reads

{

δ~Nd = 2Cmm
d ·δ~ξu + 2Cmb

d ·δ~ξϑ

δ~Md = 2Cbm
d ·δ~ξu + 2Cbb

d ·δ~ξϑ
(5)

where2Cij

d are the discontinuity tangent stiffness tensors.
Once the embedded discontinuity is introduced, the bulk
of the element is assumed to unload elastically from the
state reached at that point.

D. Upscaling localising behaviour towards the coarse
scale discontinuity

In the present contribution, contrary to the approach
proposed by [9] where the material behaviour is defined by
closed-form laws, both the bulk and discontinuity material
behaviours are deduced from fine scale unit cell computa-
tions. A material secant stiffness is extracted from the unit
cell in which the structural localisation has just been de-
tected in order to compute the elastic unloading of the bulk.
The material behaviour of the discontinuity, described by
Equation (5) at the coarse scale, must be extracted from
the fine scale description by means of an enhanced upscal-
ing procedure. A further damaging unit cell is used for this
purpose, which will be denoted in the sequel as Localising
Volume Element (LVE).

The extraction of the coarse scale discontinuity response
requires the definition of average generalised strain tensors

ELVE and χLVE to be applied on the LVE from the coarse
scale displacement and rotation jumps; as well as the eval-
uation of~Nd, ~Md and2Cij

d from the results of the LVE com-
putation. An approximate energy consistency argument is
used in order to build a relationship between the displace-
ment and rotation jump vectors~ξu and~ξϑ, and the average
generalised strain tensorsELVE and χLVE, see [10] for the
in-plane case.

IV. COMPARISON OF MULTI-SCALE AND FINE SCALE

RESULTS ON STRUCTURAL EXAMPLES

The proposed multi-scale scheme was implemented us-
ing parallel computation. Two structural computations are
performed and the results are compared to a fine scale
computation used as a reference in order to challenge
the periodicity and scale separation assumptions of the
computational homogenisation procedure. The considered
cases are the in-plane confined shearing and the out-of-
plane bed-joint cracking of a masonry wall. The results
comparison is based both on the overall response of the
wall and on the obtained failure mode.

A. In-plane confined shearing of a masonry wall

An in-plane case is illustrated in details in [10]. It
consists of a planar masonry wall of dimensions 2220×
2160× 98mm3, with bricks of dimensions 120× 60×
98mm3 stacked according to a running bond pattern. The
loading is applied in two phases. In the first phase, the wall
is compressed by prescribing a uniform vertical displace-
ment of the top boundary. In the second loading phase, the
vertical displacement of the top boundary is kept fixed and
a horizontal shearing displacement is prescribed on the top
right corner of the wall. The load-displacement response
of the second loading phase is depicted in Figure 3. To il-
lustrate the global failure mechanisms, the deformed con-
figurations at the peak load are depicted in Figure 4 for the
both full fine scale and multi-scale computations.

B. Out-of-plane bed-joint cracking of a masonry wall

The capacities of the proposed approach can also be
shown for the out-of-plane behaviour by means of a struc-
tural computation. The case of bed-joint out-of-plane fail-
ure mode propagation is considered on a rectangular ma-
sonry shell simply supported on the two opposite edges
parallel to the bed-joint. The wall is loaded by prescrib-
ing the vertical displacement of two points at the middle
of only one free edge. The overall response of the wall is
depicted in Figure 5 for both the full fine scale and multi-
scale models. The deformed configuration in the softening
regime is shown in Figure 6 for the both computations.
Furthermore, the structural response of the masonry shell
is drawn for different values of the mortar joint fracture
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Fig. 3. In-plane confined shearing wall test. Compar-
ison of the load-displacement reponses for full fine
scale modelling (dashed line) and multiscale simula-
tion (solid line).

energy in order to show that the mesostructural material
parameters are properly upscaled. This case also allows to
show that the appearance of membrane-flexural couplings
due to the different tensile and compressive strengths of
the damaging joints is well incorporated in the homogeni-
sation procedure and in the localisation analyses.

V. CONCLUSIONS

It was shown that the multi-scale modelling yields re-
sults in good agreement with respect to complete fine scale
computations results for both the limit load and the fail-
ure mode. The multi-scale methodology proves to be
a valuable tool for the investigation of masonry struc-
tures. In particular, it allows to account for the strong cou-
pling between the structural response and the underlying
mesostructural features of the material. Specific enhance-
ments are however needed in order to account properly
for the consequences of the quasi-brittle nature of the con-
stituents. Localisation is detected and treated in this con-
tribution at both the mesoscopic and macroscopic scales
by means of an enhanced scale transition.
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Fig. 4. Deformed configuration at the peak of the in-plane
confined shearing load-displacement response of the
wall (the displacements of the wall are magnified by
a factor of 200): (top) deformed configuration of the
complete fine scale computation, (centre) deformed
configuration of the multi-scale computation and (bot-
tom) related deformed unit cells (the displacements of
the cells are magnified by a factor of 50).
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Fig. 5. Out-of-plane bed-joint cracking test. Comparison
of the torque-rotation reponses for full fine scale mod-
elling (dashed line) and multi-scale simulation (solid
line).

Fig. 6. Deformed configuration in the softening regime of
the response of the wall (the displacements of the wall
are magnified by a factor of 200): (top) deformed con-
figuration of the complete fine scale computation and
(bottom) deformed configuration of the multi-scale
computation.
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Abstract—This paper discusses the interest of some degra-
dation models and measurements in order to improve the
reliability assessment of an equipment. Classical methods
used to estimate the reliability are based on a set of failure
times on which a reliability model is fitted. Usual models are
exponential, Weibull and lognormal laws. If an equipment
is subjected to a degradation process on which a threshold
may be fixed, it is useful to track this degradation to retrieve
the health state of the system at some time points. From the
set of degradation points, a degradation model may be fit-
ted. This degradation model is then used to predict the fai-
lure time. The interest of this approach is that no failure
is needed to retrieve the reliability information. Moreover
it allows the estimation of the mean residual lifetime of the
equipment as the degradation curve may be extrapolated to
its critical threshold.

Keywords— reliability, mean residual lifetime, degrada-
tion, physical model

I. INTRODUCTION AND REVIEWING

MEAN residual lifetime (MRL) may be predicted ac-
cording to three approaches (figure 1).

Fig. 1. The three approaches to estimates MRL and their
links

The first method considers Physics-of-Failures (PoF)
models for which the degradation law is supposed to be
known. It consists of studying the effects of dispersion on
some parameters of the law. The second method (condition
monitoring) supposes that a degradation measurement may

be tracked with time (this could be a crack size, a loss of
efficiency in a gas turbine, a vibration measurement,...) ;
based on the degradation data, this approach fits a degra-
dation law. The last approach is the statistical reliability
study based on the collection of failure times.

Improving the reliability estimation with degradation in-
formation may be achieved by linking the reliability ap-
proach with either the monitoring approach (if the de-
gradation may be tracked) or either with the Physics-of-
Failures approach.
• The first link is achieved by using a proportionnal ha-

zard model developped by Cox [2]. The Cox model
is mainly used in the fields of medecine or mainte-
nance to study the influence of covariate data on dif-
ferent subjects. The expression of this model is com-
posed of a base risk function which is corrected by a
term that includes the covariates. The main difficulty
for the Cox model is the estimation of the parameters
when the covariates are time dependant.
• The second method is achieved by using First Hitting

Threshold Time (FHTT) models [3]. The goal of this
method is to determine the time of reaching a critical
threshold for stochastic degradation curves.

FHTT models may be also used with monitored data as
illustrated in figure 1. In this paper, we will focus our work
on the FHTT approach applied to PoF models.
FHTT models have been already used in various applica-
tions. Whitmore [4] used such models in a survival ana-
lysis study. Van Noortwijk [5] used a gamma FHTT pro-
cess to represent a loss of resistance for a dike. Lawless
[6] also used a gamma FHTT process to model the evo-
lution of cracks. Lee and Whitmore [3] summarized the
recent advancements for FHTT models. Maintenance de-
cision policies based on the FHTT theory are presented in
[12] and [13].

II. BACKGROUND INFORMATION

A. Reliability notions

Reliability (R) is the ability of a system or component
to perform its required functions under stated conditions
for a specified period of time. Reliability is measured by a
probability value that decreases as time goes on. If T is a
stochastic failure time of an equipment, the mathematical
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expression of its reliability is :

R(t) = P (T > t) (1)

The complementary function of the reliability is the fai-
lure function (F ). The failure function represents the re-
partition of failure times for a set of identical equipements
that have been tested. The failure function is thus used to
fit a reliability model on failure data.

F (t) = 1−R(t) = 1− P (T > t) = P (T < t) (2)

The repartition of failure times may be represented by
the density function (f ). The density function is the deri-
vative of the failure function.

f(t) =
dF (t)
dt

= −dR(t)
dt

(3)

From the above equations we define the failure rate (h)
as to be the ratio of the density function by the reliability
function. It indicates the risk of failure at time t according
that the equipment has already survived until t.

h(t) =
f(t)
R(t)

(4)

B. Reliability models

From a set of failure times, we may fit a reliability mo-
del. Usual models are :

• Exponential

R(t) = exp(−λt) (5)

λ is the scale parameter. Exponential models have a
constant failure rate and are memoryless. They are
well suited when the failures occur randomly.

• Lognormal

R(t) = Φnor(
ln(t)− µ

σ
) (6)

µ is the mean parameter and σ is the standard de-
viation. Lognormal models allows to get only posi-
tive failure times by the logarithmic transformation
of time.

• Weibull law

R(t) = exp(−(
t− γ
η

)β) (7)

η is the scale parameter, β is the shape parameter
and γ is the location parameter (usually γ = 0). Wei-
bull models are well suited for most cases as they are

quite flexible with both parameters η and β. They are
mainly used for components that undergo some de-
gradation.

C. Model fitting

From a collection of N failure data, a non parametric
failure function (F̂ ) may be calculated. There are several
methods to get this function. The basic idea is to sort the
failure times by ascending order and to count the number
(i) of failures occured after each time inspection. Here are
some examples :

• Kaplan-Meier

F̂ (ti) =
i

N
(8)

This basic formulation presents the disadvantage of
having a probability equal to 1 for the last observed
failure time.

• Product limit (or medium rank)

F̂ (ti) =
i

N + 1
(9)

The denominator is increased by one to solve the pro-
blem of having a probability = 1 for the last observed
failure time.

• Rank adjust (or median rank)

F̂ (ti) =
(

1 +
N − i+ 1

i
F0.50,k,l

)−1

(10)

where F0.50,k,l is the Fisher-Snedecor distribution
with k = 2(N − i + 1) and l = 2i degrés de liberté.
An approached formulation may be used :

F̂ (ti) =
i− 0.3
N + 0.4

(11)

From this non parametric failure function F̂ (ti) we can
adjust a reliability model. The methods to fit these models
are :

• Regression methods
It consists of linearising the failure function to obtain
the form Y = AX +B.

Example for the weibull law :

ln

(
ln

(
1

1− F̂ (t)

))
= βln(t)− βln(η) (12)
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Identifying the parameters, we obtain

{
β = A

η = exp(−Bβ )
(13)

• Maximum likelihood methods
This method consists of finding the parameters of the
law that maximize the likelihood to find back the fai-
lure times. The likelihood function has the form [7] :

L(p) =
n∏
i=1

f(ti|p) (14)

Using the logarithmic transformation, the parameters
that maximize the likelihood are found by taking the
partial derivative for each parameter.

δ ln L(p1, ..., pk)
δpi

= 0 ; i = 1, ..., k (15)

Example for the exponential law :

L(λ, ti) =
n∏
i=1

λ exp(−λti) (16)

δ ln(λ, ti)
δ λ

=
n∑
i=1

(
1
λ
− ti

)
= 0 (17)

1
λ

=
1
n

n∑
i=1

ti (18)

III. FHTT APPROACH AND MEAN REMAINING USEFUL

LIFE

First Hitting Threshold Time models are composed by :

• A stochastic degradation function Z(t) that repre-
sents the evolution of a degradation process (physical
wear, chemical corrosion, a loss of quality or perfor-
mance)
• A critical threshold zc that corresponds to the failure

of the equipment or the process (critical stress, size of
cracks, critical limit of performance,...)
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Fig. 2. Example of Gaussian stochastic degradation curves
for 20 items

From the above statements, the first hitting time (Tc) to
reach the critical threshold is :

Tc = inf{t|Z(t) ≥ zc} (19)

This formulation involves that we observed a truncated
stochastic process as we do not take care of the evolution
of the process when it goes beyond the threshold. For each
item, the observed field is thus a random interval [0, Tci] as
at time Tci the failure occurs for item i (and Z(Tci) = zci).
Choosing a stochastic degradation model is function of
the nature of the observed process and available data. In-
deed for a process that mainly undergoes shocks without
any loss of degradation between two consecutive shocks, a
gamma model of the degradation is well suited.
The equation 19 may be linked to the reliability :

R(t) = P (Tc > t) (20)

Z(Tc) = zc ⇔ Tc = Z−1(zc) (21)

R(t) = P (Z−1(zc) > t) (22)

For example, if we consider the following degradation
process :

Z(t) = Z(0) +mt+ σW (t) (23)

with :

m the mean trend and σ the drift, W(t) is a Wiener pro-
cess caracterised by :
• W(0) = 0 ;
• W(t) is a continuous function respect to time ;
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• W(t) has independant steps according to W(t)-W(s) =
N(0,t-s).

Z(t) is thus a Gaussian degradation process with a li-
near trend. An example of degradation curves following
this process is showed in figure 3 with the following para-
meters m = 0.5, σ =

√
0.5, zc = 10 and a step increment

of 0.1 units of time. One can proove that the failure times
are distributed according to an inverse Gaussian law with
density function [14] :

f(t, zc, σ,m) =
zc√
2πσ

t−3/2exp
[
−(zc −mt)

2σ2t

]
(24)

If the degradation relationship Z(t) is continuous res-
pect to time, we can define a damage index DI at time ti
by :

DI(ti) =
Z(ti)− Z(t0)
Z(Tc)− Z(t0)

(25)

The mean residual lifetime at time t (MRL(t)) may be
obtained from the reliability information by [8] :

MRL(t) =

∫∞
t R(t)dt
R(t)

(26)

At t=0, we obtain the mean time to failure (MTTF) :

MRL(0) =

∫∞
0 R(t)dt
R(0)

=

∫∞
0 R(t)dt

1
= MTTF (27)

The figure 4 presents the evolution of the mean residual
life obtained from the failure rate function respect to time
for a modified Weibull extension distribution with a relia-
bility function [9] :

R(t) = exp

[
η

(
1− exp

(
t
α

)β)]
(28)

The figure 5 shows a comparison of the mean residual
life function obtained by eq. 26.

Fig. 3. MRL(t) and FR(t) for a Weibull extension distribu-
tion (α = 100, η = 2) [9]
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Fig. 4. MRL(t) for a Weibull extension distribution (α =
100, η = 2) by eq. 26

IV. THEORITICAL ILLUSTRATIONS

This approach is applied to two examples. The first one
considers the evolution of crack growth according to Paris
law. The second one considers the degradation of electrical
resistances according to an Arrhenius type formulation and
its consequences on the output voltage threshold.

A. Paris degradation law

The first application concerns the crack growth for me-
chanical equipments. The degradation model is the simpli-
fied Paris relationship [10] which links the evolution of a
crack size a with the number of cycles N by :

da

dN
= C ∆Km (29)

with ∆K = Kmax − Kmin. K is the stress intensity
factor (MPa

√
m). This factor may have various forms de-

pending of the shape function F (a) :

K = σ
√
πa F (a) (30)

For this example we consider F (a) = 1.

∆K = (σmax − σmin)
√
π a (31)

The sollicitation is supposed to be composed of tensile
strength and compressive strength with σmean = 0. σmin
corresponds to compressive strength and is fixed to 0 as a
compressive strength tends to close the crack.

∆K = σ
√
πa (32)

with σ = σmax and

da

dN
= C σm (π a)m/2 (33)

1
dN

=
C σm (π a)m/2

da
(34)

621



Nc =
∫ ac

a0

(C σm (π a)m/2)−1da (35)

Nc =
1

C σm πm/2

∫ ac

a0

a−m/2da (36)

Nc =
a
−(m/2)+1
c − a−(m/2)+1

0

(−(m/2) + 1) (C σm πm/2)
(37)

Thus the number of cycles to critical failure (Nc) may
be calculated by the above equation if we know the para-
meters. For example :
• a0 = 0.001 m
• ac = 0.08 m
• σ = 100 MPa
• m = 3
• C = 5.28 10−12 m

cycle(MPa
√

m)−m

We obtain Nc = 1.91 106 cycles
Then we introduce some dispersion on the parame-

ter C according to a Weibull law distribution. The scale
parameter is equal to the nominal value of C ηC =
5.28 10−12 m

cycle(MPa
√

m)−m while the shape parameter
is arbitrary fixed to βC = 40 to represent the dispersion.
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Fig. 5. Paris degradation curves da/dN

The figure 6 represents the evolution of the crack size a
with the number of cycles N for 20 items with the above
parameters (a0, ac, σ,m,C ≈Weibull(βC , ηC)).

The reliability function may be expressed by :

R(N) = P (Nc > N) (38)

R(N) = P

(
a
−(m/2)+1
c − a−(m/2)+1

0

(−(m/2) + 1) (C σm πm/2)
> N

)
(39)

R(N) = P

(
C <

a
−(m/2)+1
c − a−(m/2)+1

0

(−(m/2) + 1) (σm πm/2) N

)
(40)

and the failure function by :

F (N) = 1−R(N) (41)

C is a stochastic value following a Weibull distribution
W (βc, ηc) :

P (C < u) = 1− exp(−(
u

ηc
)βc) (42)

So the reliability function R(N) is :

1− exp

−( a
−(m/2)+1
c − a−(m/2)+1

0

(−(m/2) + 1) (σm πm/2) N ηC

)βC

(43)

Simulations have been achieved on 500 items. Results
are presented on the figure 7. The red stair curve is the
non parametric failure function obtained by the product li-
mit (PL) approach on simulated failure times (eq. 9). The
long dash dot cyan curve is a Weibull model adjusted from
the non parametric failure function by the regression me-
thod (eq. 12). The dash blue curve is a lognormal model
also fitted on the non parametric failure function by re-
gression. The dot brown curve is a Weibull model fitted
by the maximum likelihood estimation (MLE) method. Fi-
nally the dash dot green curve is the predicted failure func-
tion from eq. 41 and eq. 43.
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Fig. 6. Failure function for different reliability models

The predicted degradation model best fits the non para-
metric failure function. The weibull PL model fits the data
with a correlation factor of 80% while the lognormal mo-
del fits the data with a correlation factor of 94% (table I).

The reliability obtained by the predicted degradation
model allows us to predict the mean residual lifetime for a
given damage index. For a DI = 0.5 we can find the mean
number of cycles Ni corresponding to this DI by eq. 25.

DI(Ni) =
a(Ni)− a(0)
a(Nc)− a(0)

(44)
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0.5 =
a(Ni)− 0.001
0.08− 0.001

(45)

We find that the mean crack length a(Ni) for DI = 0.5 is
0.0405 m. The mean number of cyclesNi may be obtained
by eq. 37

Ni =
a(Ni)−(m/2)+1 − a(0)−(m/2)+1

(−(m/2) + 1) (C σm πm/2)
(46)

We find Ni = 1.813 Mcycles. Finally eq. 26 gives us
the mean residual lifetime.

MRL(1.813 Mcycles) =

∫∞
1.813 Mcycles R(t)dt

R(1.813 Mcycles)
(47)

The MRL for an observed DI = 0.5 before the crack
reaches the threshold worth 126334 cycles.

TABLE I
RESULTS OBTAINED FOR THE 4 RELIABILITY MODELS

Model scale shape correlation MRL(1.813 Mcycles)

Weibull PL 1.977 Mcycles 31.24 75% 0.143 Mcycles
Lognormal PL 14.48 cycles 0.037 90% 0.138 Mcycles
Weibull MLE 1.979 Mcycles 18.87 -6455 0.155 Mcycles
Degradation —————- 40 99% 0.126 Mcycles

We can see that the degradation reliability model is the
pessimistic model for the MRL calculation.

B. Electrical resistance degradation

This second example concerns the increase of electri-
cal resistance values over time [11]. For an electrical sys-
tem, this increase of resistance values will have an effect
of the output voltage. It is well known that the inital va-
lue of resistances may differs by some percentages of the
nominal value. The goal is to determine the impact of this
initial dispersion on the evolution of the output voltage.
Lets consider the following basic electric diagram (figure
8).

Fig. 7. Electrical diagram Fig. 8. Failure : Vout > 5.5 V

The link between the input voltage and the output vol-
tage is

Vout(t) =
R1(t)

(R1(t) +R2(t))
Vin (48)

We consider the input voltage Vin = 10 V fixed in time.
Nominal initial values for R01 and R02 are both fixed to
5 Ω and supposed to be affected by the same dispersion.
The expected initial nominal value for Vout is thus equal
to 5 V. The maximum output voltage allowed is fixed to
5.5 V. A weibull distribution is chosen to consider some
dispersions on the initial values of the resistances.

P (R01, R02 < X) = 1− exp

(
−
(
X

η

)β)
(49)

η = 5 Ω corresponds to the expected initial value and
β is fixed to 40 to have a dispersion on R01,2 that ranges
from [4, 5.5[ with a high probability.

Resistances values will degrade over time due to tempe-
rature effect. This is known as the resistance drift ∆R

R and
can be modelized by an Arrhenius type formulation.

∆R(t)
R0

=
R(t)−R0

R0
= α t exp

(
− Ea
k T

)
(50)

where :
• Ea is the activation energy = 0.9 eV.
• α is the pre-exponential constant. αR1 = 1.624 1013

Ω/time unit and αR2 = 1.624 1012 Ω/time unit.
• k is the Boltzmann’s constant = 8.6 10(−5) eV/K.
• T the temperature = 293 K.
Equation 50 may be transformed in

R(t) = R0

(
1 + α t exp

(
−Ea
k T

))
(51)

Subsituting the parameters by their values we have :{
R1(t) = R10 (1 + 0.005 t)
R2(t) = R20 (1 + 0.0005 t)

(52)

First of all we will established the mathematical rela-
tionship that gives the failure time (= time from which
Vout > 5.5V ). From equation 48, introducing the ratio
R1(t)/R2(t) = A(t) :

Vout(t) =
R1(t)/R2(t)

((R1(t)/R2(t)) + 1)
Vin (53)

Vout(t) =
A(t)

(A(t) + 1)
Vin (54)

At Tc The threshold Vmax = 5.5V is reached
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Vout(Tc) =
R10 (1+0.005Tc)
R20 (1+0.0005Tc)

( R10 (1+0.005Tc)
R20 (1+0.0005Tc) + 1)

Vin = Vmax (55)

Isolating Tc, we obtain :

Tc =
R10
R20

+ 1− R10
R20

Vin
Vmax

0.005(R10
R20

Vin
Vmax

− R10
R20
− 0.1)

(56)

R10/R20 = A0 being the initial ratio of the resistances,

Tc =
A0 (1− Vin

Vmax
) + 1

0.005 (A0( Vin
Vmax

− 1)− 0.1)
(57)

Equation 57 allows to predict the failure times by the
knowledge of the initial values of R01,2 and the ratio
Vin/Vmax. Table II shows a comparison between simu-
lated times and predicted times with equation 57 for 10
items.

TABLE II
SIMULATED AND PREDICTED TIMES COMPARISON

no Tsimul Tpred
1 41.6 41.53
2 58.4 58.34
3 59.0 58.87
4 56.4 56.15
5 56.0 55.80
6 51.2 50.97
7 49.0 48.73
8 57.6 57.37
9 46.2 45.87
10 63.8 63.76
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Fig. 9. Degradation curves from random initial values of
resistances

The reliability function may be also predicted as well.

R(t) = P (Tc > t) (58)

P

(
A0 (1− Vin

Vmax
) + 1

0.005 (A0 ( Vin
Vmax

− 1)− 0.1)
> t

)
(59)

Isolating the factor A0 in the left hand term :

P

(
A0 <

1 + 0.0005t
( Vin
Vmax

− 1)(1 + 0.005t)

)
(60)

Remembering that the initial values of resistances R01

and R02 are distributed according to a Weibull law with
shape parameter β = 40 and scale parameter η = 5, the
ratio of the initial resistances A0 is distributed according
to a Weibull law with shape parameter βA = 40 and a
scale parameter ηA = R01/R02. A0 is a stochastic value
following a Weibull distribution W (βA0 , ηA0)

P (A0 < u) = 1− exp

(
−
(
u

ηA

)βA
)

(61)

Thus equation 60 becomes :

R(t) = 1− exp

−( 1 + 0.0005 t
( Vin
Vmax

− 1)(1 + 0.005 t) ηA

)βA


(62)
Equation 62 is different from usual Weibull expressions

as the time factor also appears at the denominator. Simula-
tions have been achieved on 500 items (figure 11). The red
stair curve is the non parametric failure function obtained
by the product limit approach on simulated failure times
(eq. 9). The dash blue curve is a Weibull model adjusted
from the non parametric failure function by the regression
method (eq. 12). The dot yellow curve is a lognormal mo-
del also fitted on the non parametric failure function by re-
gression. The dash dot green curve is the predicted failure
function from eq. 62.
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We can see that the predicted model best fits the data.
For the adjusted models, the lognormal model has a better
correlation factor (98%) than the weibull law (87%) (table
III).

Residual lifetime estimation from a damage index is ob-
tained as follow. For a DI = 0.5, we can find the mean time
ti corresponding to this DI by eq. 25.

DI(ti) =
Vout(ti)− Vout(t0)
Vout(tc)− Vout(t0)

(63)

DI(ti) =
Vout(ti)− 5

5.5− 5
(64)

We obtain Vout(ti) = 5.25 V. By eq. 57 we obtain the
time ti corresponding to the DI = 0.5

ti =
A0 (1− Vin

Vout(ti)
) + 1

0.005 (A0( Vin
Vout(ti)

− 1)− 0.1)
(65)

We find ti = 23.67 units of time (UT) and finally eq. 26
gives us the expected mean remaining useful life at time ti

MRL(23.67UT ) =

∫∞
23.67UT R(t)dt
R(23.67UT )

(66)

The MRL at time ti = 23.67 for the device to reach the
voltage threshold of 5.5 V worth 31.32 UT.

TABLE III
RESULTS OBTAINED FOR THE 4 RELIABILITY MODELS

Model scale shape correlation MRL(23.67)

Weibull PL 60.5 UT 7.32 86% 33.1 UT
Lognormal PL 4 UT 0.16 UT 98% 31.53 UT
Weibull MLE 59.3 UT 5.55 -1874 31.32 UT
Degradation ———- 40 99% 31.32 UT

Once again, we see that the degradation reliability mo-
del is the pessimistic model for the MRL calculation.

V. CONCLUSION

This paper discussed the interest of having the know-
ledge of the degradation process for a device to retrieve the
reliability. We focused on theoretical examples that sho-
wed that the predicted model of the reliability best fits the
simulated failure times. From the reliability model based
on the degradation process, the estimation of mean remai-
ning useful life may then be achieved. The calculation of
the MRL for the different reliability models showed that
the degradation model is the pessimistic one for both ap-
plications.

Future works for this research consists of applying the
FHTT theory to experimental degradation data and to es-
tablish a maintenance decision rule based on degradation
reliability models.
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I. INTRODUCTION 

The increasing interest on safety and crashworthiness in 

structures leads to additional design requirements in any 

application where high energy absorption is required, one of 

which is the protection of civil structures under blast loading. 

Structures often are protected by claddings made from ductile 

materials absorbing energy because of plastic deformation [1]. 

Also composite unidirectional reinforced tubular sections are 

considered as effective energy absorbers due to the failure 

mechanism which increases the energy absorption capacity of 

the structure. In the present paper is studied the failure 

mechanism of a circular composite tube with corrugated edge 

under blast load. 

II. NUMERICAL MODELING 

One type of pultruded circular composite tubes was used for 

the present study. The matrix was polyvinylester reinforced 

unidirectionally with glass fibers. The length of the specimens 

was 100mm the outer diameter 25.4mm and inner 21.3mm. 

The triggering was a corrugated pattern of 45
o
 at the edge of 

the tube. It was measured the transmitted impulse and the 

crushing distance of the tubes after the blast for masses from 

5gr to 21gr C4 studying the effect of various stand off 

distances from the steel disk. 

The numerical models were made in LS-DYNA 971 code. 

Two layers of Belyscko-Tsay quadrilateral elements were 

used, which were located at the mid-plane of one half of the 

thickness of the tube.  

 

Fig. 1. Pultruded tube with triggering. 

A contact algorithm was used to tie the two layers between 

them accounting both normal and shear forces in the interface. 

The constitutive material model with the criterion of Chang–

Chang was used which is a modification of Hashin’s failure 

criterion [2, 3]. The steel disk that was attached on the top of 

the tube was modelled as elastic and was accelerated with the 

algorithm for blast load that is implemented in LS-DYNA 971 

code. 
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ABSTRACT

AMICROMECHANICAL damage modeling approach is
presented to predict the overall elastoplastic behavior and

damage evolution in short fiber reinforced composite materials.
The matrix is considered as elastoplastic and the fibers are elas-
tic. The practical use of the approach is for thermoplastic ma-
trix reinforced with short glass fibers. There exist several ap-
proaches to failure modeling. In a previous work [1] [2], we
mainly investigated a rather new one, the so-called First Pseu-
dograin Failure method (FPGF). By analogy to First Ply Fail-
ure for laminated composites, the representative volume element
(RVE) is considered as a set of pseudograins that fail and affect
progressively the stiffness of the RVE up to total failure. Each
pseudograin is a two-phase composite with aligned inclusions.
The overall stiffness of the composite is predicted with a two-
step homogenization procedure (figure 1). In the first step, the
pseudograins are homogenized individually (e.g. Mori-Tanaka
scheme [3]). The second step consists in the homogenization of
homogenized pseudograins. To predict rupture of each pseudo-
grain, failure criteria - commonly used for laminates- are com-
bined with the model. In this work, we present a new ver-
sion of FPGF model in which failure criteria are replaced by an
anisotropic damage model. For each pseudograin, damage is de-
scribed by two variables dl and dt which represent, respectively,
damage in the fibers direction and in the transverse one . dl takes
into account damage due to fibers breakage and fiber/matrix
debonding. dt represents damage induced by matrix cracking
(figure 2). The two damage variables are governed by Weibull-
type functions. Model parameters are identified rigorously from
available experimental data. The model is implemented in the
finite element code ABAQUS coupled to the DIGIMAT com-
posite materials software and results are compared with experi-
mental curves.
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Abstract: In the present study carbon epoxy cruciform 

type specimens with a cross ply lay up, were biaxially and 

uniaxially loaded in their plane using four independent 

servo-hydraulic actuators. Four different biaxial loading 

ratios were investigated while the applied load was quasi-

static. A comparison between experimental observations 

for the strain evolution of the biaxially loaded central 

section of the specimen coming from digital image 

correlation measurements (DIC) and a three dimensional 

finite element damage model (FEDM) will be shown. 

Furthermore the failure loads coming from the load shells 

of the machine were straightforward compared with the 

output of the FEDM. 

Keywords: Biaxially loaded, Digital Image Correlation 

(DIC), Finite Element Damage Model (FEDM) 

 

INTRODUCTION 

The lack of reliable multiaxial or even biaxial experimental 

data to validate failure theories is the critical step in the 

evolution and a most efficient usage of composite materials 

[1]. Due to the complex anisotropic behaviour of composite 

materials more advanced experimental testing is needed. The 

current practice of using uniaxial test results to predict failure 

for multiaxial stress states seems inadequate. To study the 

mechanical behaviour of fibre reinforced polymeric matrix 

composite laminates under static and cyclic in-plane complex 

stress states a horizontal biaxial loading frame and a special 

cruciform type specimen have been developed. The reliability 

of the experimental failure data depends a lot on the proper 

design of the cruciform specimen and in the accuracy of the 

measurements [2]. The specimen should fulfil some 

requirements as failure must occur mainly in the biaxially 

loaded centre and the strain distribution should also be 

uniform. Smits et.al. [3] proposed a geometry to satisfy these 

requirements. In the present study the evolution of the strain of 

the biaxially loaded central section of the common used 

cruciform geometry [4,5] was experimentally and numerically 

investigated. Furthermore a progressive damage modelling 

(PDM) [6,7] technique was applied using the commercial 

finite element software ‘Ansys’ in order to simulate the biaxial 

mechanical test. 

 

 

 

A) Experimental part 

 

A1. Plane biaxial test bench for cruciform specimens 

The biaxial test rig, see Fig.1, developed at VUB has a 

capacity of 100kN in each perpendicular direction, but only in 

tension, limiting the experimental results to the first quadrant 

of the two-dimensional stress space. This type of machine is 

often used in order to actualize mechanical biaxial tests of 

composite materials or metals [8-10]. As no cylinders with 

hydrostatic bearing were used, failure or slip in one arm of the 

specimen will result in sudden radial forces which could 

seriously damage the servo-hydraulic cylinders and load cells. 

To prevent this, hinges were used to connect the specimen to 

the load cells and the servo-hydraulic cylinders to the test 

frame. Using four hinges in each loading direction results in 

an unstable situation in compression and consequently only 

tension loads can be applied. The stroke of the cylinders is 

150mm. The loading may be static or dynamic up to a 

frequency of 20Hz. Each cylinder is independently controlled 

and any type of loading waveform, including spectral 

sequences of variable amplitude, can be efficiently introduced 

using the dedicated software and control system. 

 

 
 

Fig.1. Plane biaxial test device for testing cruciform 

specimens. 

 

 

A2. Cruciform specimen and mechanical properties of the 

UD material 

The specimens tested were manufactured using carbon UD 

SE84 prepreg material. The lay up used for this study was 

[(90/0)2 , (0/90)2]sym and the thickness of each lamina was 

0.28mm. This gives a total nominal thickness of 4.48 mm for 

the arms of the cruciform specimen and of 2.24 mm for the 
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biaxially loaded zone where one group of [(90/0)2] was milled away at each side of the specimen, see Figure 2a. A special 

speckle pattern was also applied on the surface of the specimen in order to actualize accurate measurements using the Digital 

Image Correlation Technique, see Figure 2b.  

 

      
                                   Fig 2a. Cruciform geometry.                            Fig 2b. Applied special speckle pattern. 

                

     

In order to obtain the elastic properties and strength of the UD material, mechanical tests were realized. For the uniaxial 

properties (E1, E2, v12...), rectangular coupons were tested under tension or compression while for the shear properties v-notched 

specimens were selected. In table 1 the elastic properties of the UD SE84 material can be found. These properties together with 

the strength of the lamina, see table 2, were used as basic input for the FEDM. 

 

Table 1. 

Elastic properties of the UD SE84 carbon lamina. 

 

 E1 E2 E3 G12 G23 G13 ν12 ν23 ν13 

 [GPa] [GPa] [GPa] [GPa] [GPa] [GPa] - - - 

average 124.3 8.14 7.8 4.49 2.44 3.93 0.32 0.32 0.32 

 

where ‘123’ is the fiber coordinate system, ‘1’ is the fiber direction, ‘2’ is the direction transverse to the fibers and ‘3 is the 

direction through thickness.   

 

Table 2. 

Strength of the UD SE84 carbon lamina. 

 

 XT XC YT YC ZT ZC S12 S23 S13 

 [MPa] [MPa] [MPa] [MPa] [MPa] [MPa] [MPa] [MPa] [MPa] 

average 2751 1180 25 165 42 165 106.9 35.21 97.87 

 

where XT, XC are the tensile and compressive strength longitudinal to the fibers, YT, YC are the tensile and compressive 

strength transverse to the fibers normal to ‘13’ plane, ZT, ZC are the tensile and compressive strength transverse to the fibers 

normal to ‘12’ plane and Sij, i,j=1,2,3, is the shear strength of the lamina. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

629



A3. Strain measurements using Digital Image Correlation 

technique 

To be able to study the symmetry of the strains and the 

occurring shear strains experimentally, full field methods are 

necessary. Strain measurements using a strain gage or 

extensometer are not sufficient because both give an average 

value of the deformation along their gauge length and 

sometimes fail earlier than the specimen.  

The strain field of glass epoxy specimens of the same 

geometry under uniaxial or biaxial loading conditions was in a 

previous study extensively investigated [2]. There due to the 

complexity of the specimen’s geometry different measurement 

techniques (Strain gages, Digital Image Correlation (DIC) and 

Electronic Speckle pattern Interferometry (ESPI) techniques 

were used combined or separately) were applied to investigate 

strain concentrations and finally obtain the valid strain field of 

the zone of interest.  

In the present study Digital Image Correlation Technique 

(DICT) was used to follow the strain evolution of the areas of 

interest. DICT is an experimental technique, which offers the 

possibility to determine in-plane and out of plane 

displacement and deformation fields of the surface of objects 

under any kind of loading, based on a comparison between 

images taken at different load steps. By deriving the 

displacement field the desirable strain field is obtained. 

 

In the present study four different load ratios (Fx/Fy) were 

applied on cruciform specimens (three different biaxial cases 

1/1, 2/1, 3/1 and a uniaxial case 1/0) and for each ratio 

average two specimens were tested in tension until total 

failure, see Figure 3a. Biaxial testing of cruciform specimens 

was performed using load control of the machine with a 

constant load speed of 5kN/min and uniaxial testing of them 

by displacement control with a displacement rate of 1mm/min. 

Below is also presented the failure envelope for the cross-ply 

cruciform laminate in strain space from measurements coming 

from the geometrical centre of the central section, see Figure 

3b. 
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                                              (b) 

Figure 3. (a) A specimen under 80% of the total failure load 

(3/1 load case), marked are local damaged areas, (b) Failure 

envelope of the cross ply laminate. 

 

 

B) Numerical Part 

 

B.1 Progressive damage modelling 

A three dimensional finite element model was developed 

using the commercial software ‘Ansys’ in order to compare 

with the experimental observations. The model is using a 

progressive damage scenario. Progressive damage modelling 

(PDM) technique has four basic steps, (i) stress analysis of the 

structure, (ii) failure analysis in an element basis, (iii) 

degradation of the properties of the failed elements and (iv) 

application of a total failure criterion. The procedure stops 

when the total failure occurs which means that the structure 

cannot take any additional load. Below is briefly described 

how each step of the method was used in order to simulate the 

testing of the cruciform specimen. 

 

Stress analysis was done by using ‘Ansys’ solver 

 

Failure analysis: 

Six different failure modes are considered namely, matrix 

tensile and compressive cracking, fibre tensile and 

compressive cracking, and delamination in tension and 

compression. These failure modes represent basic failure 

modes of the composite materials. For the detection of the 

failure modes, a set of 3-D stress-based polynomial failure 

criteria is used. Specifically, Hashin-type failure criteria [11] 

are used for detecting the failure modes of the matrix, the fibre 

compressive mode and delamination, while for detecting the 

fibre tensile mode, the Maximum Stress was used. The 

specific set of failure criteria has been proposed in [12, 13], in 

which it has been successfully used for analysing failure of 

composite bolted joints subjected to tensile loading.  

 

Degradation: 

The material properties degradation is performed in an 

element basis. That means that each time a specific failure 

mode is satisfied for an element then its material elastic 

properties are being degradated properly according to 

degradation rules. Details about the nature of these rules can 

be found in [12, 14, and 15].  The proposed degradation 
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scenario was extended in this study, by means that the second 

time that the same failure criterion is satisfied in a specific 

element, the material properties of it are being degradated 

close to zero (and not to zero, to avoid numerical instabilities). 

Three different degradation factors are used for matrix failure, 

fiber failure and delamination failure. 

 

Total failure: 

The total failure criterion declares when the structure cannot 

take any additional load. It depends on the nature of the 

problem what can be considered as total failure. In this study 

total failure is achieved when the displacement of an edge 

node of an arm of the specimen exceeds a predefined value 

(ex. 20mm). It can be also shown as a sudden change of the 

slope of the Load –displacement graph. Below the Load-

Displacement graph is plotted for the uniaxial case from the 

FEDM and from the experimental data see Figure 4. 
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Figure 4. Load – displacement graph for the edge of the 

specimen 

  

B.2 Flowchart of the model 

A computer program has been created using ‘ANSYS’ FE 

code [16] in order to implement the progressive damage 

technique and simulate the mechanical testing of the cruciform 

specimen. The geometry of the specimen was parametrically 

built which allowed modifications of the dimensions easily to 

be done. An important feature of the program is that the steps 

of failure analysis and material property degradation have 

been programmed in a separate subroutine. This adjustment 

gives the ability to choose failure criteria and degradation 

rules according to the specific case studied. The program is 

explained by the flowchart shown in Fig. 5 and involves the 

following steps: (i) creation of the 3-D model by giving as 

input the material properties, the geometry of the examined 

configuration, the boundary conditions, the initial load and the 

load step, (ii) performing stress analysis using ‘Ansys’ solver 

to calculate the stresses, (iii) check for final failure (iv) 

performing failure analysis by applying the failure criteria, (v) 

check for failures; if no failure is predicted, the applied load is 

increased by a pre-defined increment and the program returns 

to stress analysis; if a mode of failure is predicted the program 

continues to the next step, (vi) degradation of material 

properties increase load and return to stress analysis.  

 

 
 

  Figure 5. Flowchart of the Finite Element Damage Model 

 

B.3 Cruciform modelling using solid elements 

For the 3d modeling of the specimen ‘solid46’ element type 

[17] was selected. ‘Solid46’ is an 8-node layered solid 

element, designed to model layered thick shells or solids, with 

three degrees of freedom at each node: translations in the 

nodal x, y, and z directions.  For the cruciform modeling 

through thickness one element corresponds to one layer, see 

fig. 6. 

 

 
 

          
Figure 6. 16 layers meaning 16 elements through thickness   

or 1 element/layer 
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C ) Comparison between FEDM and DIC observations 

 

Below, table 3, are compared the failure loads as measured from the load shells of the biaxial machine with the output failure   

loads from the finite element program. The variation of the results was from 2% to 6%. 

 

Table 3. Failure loads 

BIAXIAL EXPERIMENTS  FEDM  
FEDM vs 

EXPERIMENTS 

RATIO Failure Fx (kN) 
Failure Fy 

(kN) 
Failure 

Fx (kN) 
Failure 

Fy (kN) 
variation % 

M1/1 42.10 42.16 43.00 43.00 2.09 

M1/1b 40.50 40.71 43.00 43.00 5.81 

M2/1 44.41 22.21 42.00 21.00 5.75 

M2/1b 42.35 21.17 42.00 21.00 0.82 

M3/1 37.78 12.59 40.00 13.33 5.54 

M3/1b 37.57 12.52 40.00 13.33 6.08 

M1/0 42.14 0.00 41.00 0.00 2.77 

M1/0b 42.40 0.00 41.00 0.00 3.41 

 

Below, figure 7, are presented the load strain graphs from 

the four loading cases, for both FEDM and from the DICT 

measurements, from the centre of the specimen. Strain is 

plotted for both directions (exx, eyy) and the in-plane shear 

strain exy as well. For all the loading cases the shear is 

negligible and there is a good correlation between 

measurements and the FEDM.  
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Figure 7. A comparison between DIC measurements and the 

FEDM for the load-strain graphs for the four loading cases. 

 

A quantitative as well qualitative comparison between the 

first principal strain distribution coming from the DIC 

measurements and the finite element program is shown in 

Figure 8. The data are plotted for 50% of the total failure of 

each loading case. 
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                            Fx/Fy:(a) 1/0                               (b)  3/1                              (c)  2/1                             (d) 1/1 

    

 
 

Figure 8.  First principal strain for the four load cases i) measured using DICT (above) ii) calculated and presented for the 

central biaxially loaded section from the FEDM (below). 

 

 

Conclusion/Future 

 

The finite element model with the progressive damage 

scenario implemented showed good correlation with the 

experimental observations coming from the DIC 

measurements and the data from the load shells of the 

machine. The variation for the failure loads coming from the 

FEDM and the experiments is kept between 2-6 %. Moreover 

there is a good match, quantitative and qualitative, concerning 

the strain field of the central biaxially loaded section.  

An optimization of the cruciform specimen using a shell 

finite element model and a gradient optimization technique has 

been done. There as optimization objective is used the 

uniformity of the central strain field and the concentration of 

the damage in the central biaxially loaded section. The 3d 

model which is presented here and proved to produce reliable 

results will be used as a simulation tool of the experiment in 

order to ‘fast’ evaluate the outputs of the optimization method 

before manufacturing and testing real specimens. 
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Abstract: The present contribution is devoted to the 
experimental study of the conjugate heat transfer in a turbine 
blade cooling cavity located near the trailing edge. The cooling 
scheme is characterized by a trapezoidal cross-section, one rib-
roughened wall and slots along two opposite walls. The Reynolds 
number, defined at the inlet of the test section, is set at 67500 for 
all the experiments. Uniform heat flux is imposed along the outer 
side of the rib-roughened wall. The measurements are carried 
out using two different ribbed walls, one in stainless steel and the 
other one in ceramoplastic, with thermal conductivities of 16 and 
1 Wm-1K-1 respectively. Highly resolved distributions of 
temperature over the rib-roughened wall are obtained by means 
of infrared thermography.  The impact of the conduction 
through the wall on the solid-fluid convection is demonstrated 
comparing the present results with purely convective 
experiments carried out on the same configuration. Attention is 
drawn on the effect of the solid-fluid conductivity ratio. 

Keywords:  internal cooling, trailing edge, conjugate heat 
transfer, infrared thermography. 

 

I.INTRODUCTION 
Modern gas turbine engines use active cooling in key 

components of the turbine to prevent failure under the 
extreme operating conditions they face. There are two primary 
mechanisms to accomplish this, film cooling and internal 
forced convection cooling. In internal cooling, the air flowing 
through the passages is bled from the high pressure 
compressor, bypassing the combustor, and enters through the 
root of the blade. The coolant is then ejected at the blade tip, 
through trailing edge cooling slots or through surface film 
cooling holes. In modern turbine blades, there are up to seven 
sets of cooling passages, one each for the leading and trailing 
edges and the others for mid-chord passages. 

The cooling passages are extremely complex, including 
turns, section variations, and substantial roughness in the form 
of ribs, pins or dimples. These devices enhance the cooling 
effectiveness by augmenting convective heat transfer and 
turbulence transport coefficients, besides increasing the 
surface area for convective heat transfer. The best schemes 
provide high cooling effectiveness with minimal coolant mass 
flow rates and pressure drop penalties. 

An inaccurate knowledge of the internal passage heat 
transfer rate is a major factor in the uncertainty of turbine 
blade life-time prediction, resulting in less efficient internal 
cooling channel design. The analysis of the heat transfer 
distribution over the cooling channel surfaces is crucial to 
ensure that the maximum temperatures stay below material 
limits, and to calculate thermal stresses. 

 Reviews of mechanisms and performance of heat transfer 
augmentation techniques were presented by Han et al. [1]. In 
standard rib-roughened channels the coolant usually flows 
along the main channel axis. In addition, internal forced 
convection cooling shows its maximum effectiveness when 
coupled with impingement cooling. The coolant bleeds 
through parallel cavities via rows of holes through a dividing 
wall; jet arrays are produced and achieve a large heat transfer 
enhancement in the impingement regions. Applications of this 
method to ribbed cavities were demonstrated, among others, 
by Akella and Han [2] and Taslim et al. [3]. These authors 
particularly underlined the influence of the relative position of 
the turbulators and the holes and the rib height to hole 
diameter ratio. 

The cross-section of an internal cooling channel varies 
depending on its location: the cavity near the leading edge 
mostly exhibits a triangular cross-section, while channels near 
the trailing edge can be triangular or trapezoidal. Cooling the 
trailing edge represent an especially challenging task, since 
the aerodynamic requirement of high slenderness is 
conflicting with the need of integrating internal cooling 
cavities. Cunha et al. [4] presented analytical models for 
representative trailing edge configurations and compared 
performances. To the authors’ best knowledge, the first case 
resembling the geometry investigated in the present paper was 
presented by Taslim et al. [5]. 

All the papers above, as most of the experimental or 
numerical works available in literature, consider artificial 
thermal boundary conditions imposed at the solid-fluid 
interface: either the temperature (Dirichlet boundary 
condition) or the heat flux (Neumann boundary condition), or 
the heat transfer coefficient (Robin boundary condition) are 
specified at the solid-fluid interface. In the engine, of course, 
none of the above is respected. The only constraint is the 
interface continuity of temperature and heat flux, as it results 
from the coupled convective and conductive heat transfer 
modes. The latter is referred as conjugate (or fourth type) 
thermal boundary condition. If a truly realistic prediction of 
the metal temperature is sought, a conjugate solution of the 
conduction-convection problem is required, both in laboratory 
experiences and in numerical simulations. 

A number of contributions on conjugate heat transfer are 
presented in literature, since the early work by Perelman [6], 
who first formulated the problem, and Luikov et al. [7], who 
provided the first analytical solution for a flat plate in 
convective-conductive regime. In more recent publications, 
the conjugate effects were extensively investigated in the field 
of electronic components, e.g. in Fedorov et al. [8]. Also in 
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turbomachinery, most of the contributions are numerically 
oriented, as those of Bohn and coworkers [9, 10], Heselhaus 
[11], and Amaral et al. [12] and Verstraete et al. [13]. Few 
papers deal with the conjugate investigation of rib-roughened 
channels, as the numerical efforts of Webb and Ramadhyani 
[14], Young and Vafai [15] and Iaccarino et al. [16], and the 
experimental investigations of Fedrizzi and Arts [17] and 
Agostini and Arts [18]. There are very scarce examples of 
experimental studies stressing the influence of the thermal 
conductivity of the solid, as done by Martiny [19] who 
extensively investigated an effusion cooling plate, using two 
different materials. 

The present investigation addresses the experimental study 
of the conjugate heat transfer in a turbine blade cooling cavity 
located near the trailing edge, The investigated geometries 
and Reynolds number are representative of today’s engine 
development technology. The measurements are performed on 
a model machined at a scale of about 25:1. The cooling 
scheme is characterized by a trapezoidal cross-section, one 
rib-roughened wall and slots along two opposite walls. This 
configuration was first investigated by Armellini et al. [20] 
and Coletti et al. [21, 22]; high resolution aerodynamic and 
purely convective heat transfer distributions, obtained 
imposing uniform heat flux at the solid-fluid interface, were 
presented. In the present contribution the heat flux is imposed 
at the outer side of he ribbed wall, and the influence of the 
conduction through the solid is investigated for two 
differently conductive materials. 

II.THEORETICAL BACKGROUND 

A. Description of the heat transfer process 

In order to obtain useful information from an experimental 
or numerical investigation on a model simulating a real 
device, an invariant descriptor of the heat transfer process 
should be available, i.e. the measured descriptor should be 
transportable from the investigated model to the field, in any 
geometrically similar situation (Moffat, [23]).  

Among possible descriptors of the heat transfer process, the 
most common choice is the heat transfer coefficient, defined 
by Newton’s law: 

( )fw

w

TT
qh
−

=        (1) 

where qw is the wall-normal heat flux, Tw is the wall 
temperature and Tf is the bulk flow temperature. Very often h 
is presented in terms of the adimensional Nusselt number: 

f

h

k
hDNu =            (2) 

It must be noticed that the classic heat transfer coefficient 
definition is meaningful only for situations where either 
uniform wall temperature or uniform heat flux is imposed at 
the solid-fluid interface. Abrupt changes of the thermal 
boundary condition would force the heat transfer to +∞ or -∞ 
(Kays and Crawford, [24]). 

However, substituting the bulk flow temperature Tf with the 
adiabatic wall temperature Tad, i.e. the temperature of the local 

surface element when there is no heat transfer from it to the 
flow, the definition of the heat transfer coefficient can be 
made independent from the thermal boundary condition, 
provided the heat transfer is purely convective. 

The conjugate heat transfer mode introduces an additional 
complexity, since no constraint is forced at the wall, apart 
from thermal equilibrium and heat flux continuity. Therefore 
the flux released to the flow by a surface element at a given 
temperature will be determined not only by the flow field, but 
also by the conduction through the wall. 

 

B. Dimensional analysis 
 
To understand the role of the various physical variables, it 

is useful to perform a dimensional analysis. The approach of 
the Buckingham Pi Theorem is followed. 

In conjugate heat transfer, as in most heat transfer 
problems, four fundamentals units are to be considered: mass, 
length, time and temperature. Nine physical variables appear 
to play a role:  

 
D, u, ρ, μ, cP, kf, kw, θ, qw

 
which are respectively: geometrical length scale, flow 
velocity, density, dynamic viscosity, specific heat capacity 
and thermal conductivity of the fluid, thermal conductivity of 
the solid, temperature driving force (Tw-Tf) and wall heat flux. 
Some considerations are to be made about the list of variables 
above: since in the present investigation the channel volume 
and the wall thickness are scaled with the same ratio, one 
geometrical variable is sufficient; the fluid temperature is 
preferred to the adiabatic wall temperature, as in the present 
case flow velocities are low, and mild heat flux and 
temperature changes at the wall are anticipated; finally, since 
the heat flux at the solid-fluid interface is related in 
deterministic manner to the uniform heat flux imposed at the 
outer side of the wall, q0, the latter will be used. As one can 
see, the heat transfer coefficient has not been defined for the 
moment. 

   The conjugate heat transfer process can be described by 
an equation such as:  

 
   0),,,,,,,,(1 =wwfP qkkcuDF θμρ        (3) 

 
   According to the Buckingham Pi Theorem the number of 
adimensional parameter describing the phenomenon is equal 
to the number of physical quantities minus the number of 
fundamental units [25], so eq. 3 can be rearranged as: 

 
0),,,,( 543212 =ΠΠΠΠΠF                    (4) 

 
where Πi are the five adimensional parameters. 
By means of the recurring sets method and proper choice of 
the variables, the following adimensional groups are derived: 
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ρ
μ
uD

=Re                                           (5) 

  
f

P

k
cμ

=Pr                                            (6) 

θPc
uEc

2

=                                             (7) 

f

w

k
kK =                                                (8) 

Dq
k f

0

θ
=Θ                                             (9) 

 
The first three groups are the well known Reynolds number, 
Prandtl number and Eckert number. The latter is a measure of 
the viscous dissipation in the flow, and can therefore be 
neglected in the present application. K is the solid-to-fluid 
thermal conductivity ratio, while Θ  is the adimensional wall 
temperature. Equation 4 can now be written as: 

 
0),,Pr,(Re,2 =ΘKEcF                    (10) 

 
which can be made explicit for : Θ
 

),Pr,(Re,3 KEcF=Θ                    (11) 
 
Hence, provided that Re, Pr and K are matched between 
engine conditions and laboratory environment, and neglecting 
Ec, distributions of  measured in the magnified model can 
be applied to the real internal cooling cavity of the airfoil. The 
defined adimensional wall temperature is therefore a first 
candidate as adimensional invariant descriptor of the 
conjugate heat transfer problem in object. 

Θ

A similar reasoning can be followed if the usual heat 
transfer coefficient is defined. The wall heat flux becomes 
then redundant and the constitutive equation is: 

  
0),,,,,,,,(1 =hkkcuDG wfP θμρ           (12) 

    
The adimensional analysis results in: 

 
0),,Pr,(Re,2 =NuKEcG                    (13) 

 
which can be made explicit for Nu: 
 

),Pr,(Re,3 KEcGNu =                     (14) 
 
If Re, Pr and K are respected, also the Nusselt number appears 
to be an invariant descriptor of the conjugate heat transfer 
phenomenon. It is remarkable that the last dimensional 
analysis gives the same set of adimensional groups as derived 
for pure convection, Schlichting [26], with the addition of the 
conductivity ratio K. The results from the present analysis are 
in fact similar to what was summarized for conjugate heat 

transfer by Shah and London [27], who instead use the Peclet 
number, which is of negligible interest here since thermal 
diffusion in the flow is neglected. 
  

C. Comparison between heat transfer descriptors 
 
Both Θ  and Nu are transportable from laboratory 

experiments to the engine environment. Since in the present 
situation, as we must see, a constant fluid temperature is 
assumed, the adimensional temperature contains only one 
unknown quantity, the wall temperature. On the other hand, as 
pointed out by Faghri and Sparrow [28], the Nusselt number 
is somehow an inconvenient parameter to describe conjugate 
heat transfer, since it expresses the ratio of two unknowns, 
heat flux and temperature at the wall. 

When measured, both groups can be used to validate 
conjugate heat transfer calculations. However, to retrieve Nu 
from temperature measurements one needs to solve the 
conduction through the wall (direct measurement of 
temperature and heat flux at the same location is usually not a 
viable solution). On the other hand, wall temperature 
measurements are sufficient to evaluate . Θ

Nevertheless, solving the conduction through the wall may 
provide important insights on the heat transfer process, as the 
heat flow pattern within the solid is retrieved. 

Finally, when comparing results from the conjugate mode 
with purely convective quantities for the same configuration, 
as it is attempted in the present paper, the use of the Nusselt 
number (almost universally adopted in convection) is 
certainly convenient. We will show however that the impact 
of conduction on the convective heat transfer can be assessed 
also observing the adimensional wall temperature. 

 

III. EXPERIMENTAL SET-UP 
 
The measurement campaign is conducted on a large scale 

model reproducing a trailing edge cooling channel of a 
modern turbine blade (Fig. 1). It consists of two adjacent 
trapezoidal cavities: the first one, the inlet channel, simulates 
the passage before the trailing edge and has a hydraulic 
diameter Dh,inlet = 81.4 mm; the second one is the trailing edge 
cavity under investigation. The two passages are connected by 
a number of racetrack shaped slots with a hydraulic diameter 
Dh,mid = 21.9 mm (mid-wall slots), through which coolant jets 
are flowing; the axes of the mid-wall slots are sloped with an 
angle close to 30 degrees with respect to the horizontal 
direction, in such a way that the crossing jets impinge on the 
rib-roughened wall of the trailing edge cavity. These slots 
present an aspect ratio ARmid about 0.5 and their length is 
about twice their hydraulic diameter. In the rib-roughened 
configuration the bottom wall is equipped with squared cross-
section ribs. These obstacles are inclined at 30 degrees with 
respect to the main axis of the channel (y-direction), their 
pitch is 7.5 rib heights and they present a mean blockage ratio 
of 0.3. 
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Fig. 1. Test section 

 
The flow exits the channel through a number of horizontal 
racetrack shaped slots with an hydraulic diameter Dh,exit = 11.7 
mm, their aspect ratio ARexit is almost 0.2 and their length is 
about twice their hydraulic diameter. 
    The test section is machined out of Plexiglas, except for the 
central part of the rib-roughened wall, which is of stainless 
steel (AISI 304) or ceramoplastic (Mykroy-Mycalex). The 
thermal conductivities of these two materials are listed in Tab. 
I. 
The geometrical periodicity of the channel in the y-direction 
allows considering the investigated area to be representative 
of most of the test section, as demonstrated in former works 
by the aerodynamic [20] and convective results [21]. This 
justifies the choice of concentrating the experimental effort in 
this central area. 
    The experimental set-up is sketched in Fig. 2. The air flow 
is regulated by an upstream centrifugal blower, which 
discharges it through a 9 kW heat exchanger and then into a 
settling chamber. The latter is connected to the test section via 
an inlet channel, as long as the test section itself. 

Centrifugal 
blower

Heat 
exchanger

Inlet 
channel

Test section

Settling 
chamber

Centrifugal 
blower

Heat 
exchanger

Inlet 
channel

Test section

Settling 
chamber

 
Fig. 2. Experimental set-up. 

 
The operating conditions are monitored in the inlet section 

by static pressure taps, a traversing Pitot probe and a K-type 
thermocouple. All experiments are conducted at a fixed 
Reynolds number equal to 67500, based on the inlet section 
hydraulic diameter. In order to check pressure drop and mass 
flow distributions across the various slots, static pressure taps 
are drilled in each mid-wall and exit slot. The average 
Reynolds number of the crossing jets is equal to 18500. The 
outlet conditions are quantified by means of a Pitot probe and 
a K-type thermocouple traversing downstream the exit slots. 

 
 

TABLE I 
THERMAL CONDUTIVITIES OF THE MATERIALS USED FOR THE 

RIB-ROUGHENEND WALL 
Material Grade k [Wm-1K-1] @ 300 

K 
Stainless steel AISI 304 15.6 
Ceramoplastic Mykroy-

Mycalex 
1.15 

 

IV. EXPERIMENTAL PROCEDURE    

A. Calibration and measurement  
 

    Figure 3 schematically displays the configuration used 
during the experimental campaign. A uniform heat flux 
boundary condition is generated by dissipating DC power into 
a thin Inconel foil glued to the bottom side of the rib-
roughened wall. The heat losses are minimized by placing 
strongly insulating foam underneath the heating foil. The 
losses evaluation is obtained by means of several K-type 
thermocouples. The wall temperature is measured via infra-
red thermography. 
    The geometry of the ribbed wall prevents from acquiring a 
single thermogram of the whole investigated surface. Three 
separate IR images are grabbed and the temperature 
distribution over a single periodical domain is reconstructed. 
The domain consists of one rib and the adjacent floor. 
    Due to the large scale of the model, an optical window  
(Germanium or other IR-transparent materials) would have 
been very expensive. A transparent polyethylene film was 
used instead. Since the channel works above atmospheric 
pressure, the film is slightly deformed during the tests. A 
system of movable bars hinged to the Plexiglas smooth wall is 
exploited to minimize the film deflection, without impeding 
the optical access. Maximum film deflection is estimated to be 
3 mm, and its influence is considered negligible for the 
development of the flow pattern. 
 

Flow   Tf, kf

IR camera

High emissivity black paint

Inconel sheet
Adhesive layer

Insulating foam

Rib-roughened wall

RAD,wall

RAD,film

Plastic film Plexiglas smooth wall

Q0

Tw
kw

A0

 
Fig. 3. Infra-red thermography scheme 

 
    An in-situ, pixel-by-pixel calibration of the IR camera is 
performed. Using the heat exchanger, the air is brought at a 
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given temperature level (controlled by a thermocouple in the 
inlet section). The target surface is streamlined by the air flow 
until isothermal conditions are achieved along its surface. The 
temperature of the wall is checked by 8 K-type thermocouples 
drilled in the slab up to 0.5 mm from the wet surface, at 
locations far enough from the investigated domain, not to alter 
the heat conduction through the wall. Once the isothermal 
condition is achieved, a thermogram of the surface is 
acquired. The procedure is repeated for several temperature 
levels, and the data points are fitted with a second order 
polynomial: for each pixel a calibration curve is obtained, 
correlating the object signal recorded by the IR sensor with 
the wall temperature (Fig. 4). When the calibration is 
completed, the heater is switched off and the heat flux is 
imposed via the Inconel foil. Once the steady state is reached, 
ten thermograms are grabbed within a few seconds and 
averaged, in order to reduce noise due to ambient radiation. 
The target surface is painted with high emissivity black paint 
from Mankiewicz GmbH.  
    The radiation emitted by the polyethylene film during the 
calibration is accounted for. When the film is streamlined by 
the heated air, its temperature gets higher than during the 
measurement. In a separate experiment, the film temperature 
is varied by means of a heat gun, while keeping constant the 
wall temperature: the variation of the object signal is 
correlated to the film temperature, for different wall 
temperature. The relation turns out to be approximately linear, 
with a proportionality coefficient only slightly varying for 
different wall temperatures. 

 
Fig. 4. Example of local (pixel-wise) calibration curve 

 

B. Presentation of the heat transfer results 
 

    The heat transfer performance is quantified in terms of the 
adimensional temperature: 
 

midh

fwf

DQ
TTkA

,0

0 )( −
=Θ                              (15) 

 

where Q0 = VI is the heat flux produced by dissipating the 
current I due to the potential V, and A0 is the area across 
which V is established. Tf is assumed to be equal to the flow 
temperature at the inlet section, given that the flow 
temperature rise across the heated section is modest. 
    In order to obtain heat transfer coefficient (and Nusselt 
number) distributions, the local wall-normal heat flux is 
required, which in turn implies solving the conduction in the 
solid. The problem can be tackled solving the Fourier 
equation of conduction in a three-dimensional domain 
representing a single ribbed domain (Fig. 5) by means of a 
commercial FEM solver: the measured wall temperature is 
imposed on the top side (ribbed surface) and the 
experimentally applied heat flux on the bottom side. Adiabatic 
and periodic wall conditions on the lateral sides are 
considered to be realistic. However, the values of heat flux 
computed on the rib-roughened wall proved to be 
dramatically sensitive to the imposed wall temperature: the 
unavoidable noise and the error associated to the uncertainty 
results in large over- and under-shoots in the computed 
derivative of the wall temperature, even when the domain is 
discretized with a highly refined grid. Non-physical negative 
values of wall heat flux appear in regions where weak heat 
transfer rates are expected. 
    Because of the lack of a realistic estimate of the Nusselt 
number, the choice of Θ  as heat transfer descriptor is forced. 
The adimensional temperature distribution obtained in the 
model will hold in the engine environment only if all the other 
important adimensional parameters, Pr, Re and K, are 
matched. The Prandtl number is a property of the fluid, while 
the imposed Reynolds number is representative of a real blade 
cooling channel. As for the solid-fluid conductivity ratio, the 
values of K for a real cooled blade in operating conditions are 
compared in Tab. II with those obtained in the present study. 
The former is estimated considering Nimonic 105 (at 1250 K) 
as blade material and air (at 1050 K) as coolant flow. As seen, 
neither stainless steel nor ceramoplastic provide the correct 
value of the conductivity ratio. Nevertheless, as they bound a 
range which contains the proper value, they can be regarded 
as extreme conditions. 

In order to properly match K, a material with conductivity 
about 10 W/m-1K-1 at ambient temperature should be used. 
    
 

 

 
Fig. 5. Numerical domain with thermal boundary conditions 
imposed on the highlighted surfaces: measured temperature 
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(top left), Joule heat flux (top right), zero heat flux (bottom 
left), periodicity (bottom right). 

 
Few materials fit this requirement, and it is interesting to 

notice that Ni-based superalloys used for blading are among 
these materials. More generally, the thermal conductivities of 
air and the one of superalloys present parallel temperature 
dependence. This circumstance leads to the following 
appealing conclusion: if a real blade is used to perform 
conjugate heat transfer investigations at a temperature level 
different from the real operating conditions, the conductivity 
ratio is naturally matched. The weak temperature dependence 
of K for Nimonic–air coupling is illustrated in Fig. 6 

TABLE II 
THERMAL CONDUTIVITIES RATIO IN ENGINE CONDITION AND IN 
LABORATORY CONDITIONS EMPLOYING DIFFERENT MATERIALS 

 
Environmen

t Solid Fluid K [-] 

Engine Nimonic 105 
@1250 K 

Air 
@1050K 375 

Laboratory AISI 304 
@320K 

Air 
@300K 600 

Laboratory 
Mykroy-
Mycalex 
@320K 

Air 
@300K 44 

Laboratory Nimonic 105 
@320K 

Air 
@300K 388 

 
 

 
Fig. 6. Temperature variation of thermal conductivity ratio for 
Nimonic-air coupling.  
 

C. Uncertainty analysis 
 

    The uncertainty associated to the adimensional temperature 
mainly depends on the wall temperature measured and on the 
evaluation of the imposed heat flux. Uncertainties of 0.15 K 
are associated to the temperature measurements by means of 
thermocouples. The heat flux generated by Joule effect is 
measured with an uncertainty of 4%. The conductive loss is 

less than 0.01Q0, which results in a conservative estimation of 
5% for the uncertainty on Q0. 
    The main error sources for the wall temperature 
measurements are (i) the non perfect isothermal condition 
achieved during calibration and (ii) the uncertainty on the 
plastic film temperature. During calibration, the wall 
temperature uniformity varies by +/-0.7 K. Moreover, 
temperature variations of +/-1 K are possible along the plastic 
film which, given the influence of the window temperature, 
may result in additional error of +/- 0.2 K for the wall 
temperature. 
    Typical magnitudes of the measured quantities are 1200 W 
for the heat flux and 20 K for wall-coolant temperature 
difference, resulting in relative experimental uncertainty of 9 
% on Θ . This estimation is based on a 95% confidence 
interval and is determined following the approach of Kline 
and McClintock [29]. 
 

V. RESULTS AND DISCUSSION    
 

In the present section results of the conjugate heat transfer 
investigation performed on the rib-roughened wall are 
presented in terms of adimensional temperature for the two 
different materials used, namely stainless steel and 
ceramoplastic. Before presenting and discussing the results of 
the heat transfer measurements, it is worth summarizing 
briefly the mean flow model deduced in a former work (Fig. 
7). The jet coming from slot i mainly impinges on rib i, but 
part of it also reaches rib i+1 and rib i+2. The flow impinging 
on rib i is partially deflected toward the mid-wall and partially 
toward rib i+1. In both cases the streamlines are lead to an 
upward motion and impinge on the upper wall.  
 
 

 
Fig. 7. Mean flow model in the main cavity, [20]. 

 

A. Stainless steel rib-roughened wall 
 
Contour plots of the adimensional temperature conjΘ  on the 

stainless steel rib-roughened wall are displayed in Fig. 8. The 
subscript “conj” indicates that the distribution results from the 
conjugate regime, a distinction that will be useful later on. 
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Fig. 8.  Adimensional temperature distribution along stainless 
steel rib-roughened wall: impingement side view (upper) and 
exit side view (lower) 

 
The main feature of the distribution is the 

temperature gradient distinctly aligned with the jet axis (x-
direction): the cooling appears much more effective in the 
vicinity of the mid-wall, especially (and obviously), at the 
first impingement, on the rib edge as well as on the adjacent 
floor region. To identify the second and third impingements, 
however much weaker, a temperature profile is extracted 
along the top side of rib i, at 0.3 rib height from the 
impingement side (see Fig. 11). As one can see, shows 

a minimum where the first impingement is produced; further 
the temperature profile shows an inflection in correspondence 
of the second impingement; about the rib far end, where the 
third and weakest impingement occurs, the trend of 

shows a knee. Nearby the exit wall, semicircular 

patterns appear in between each pair of exit slots, consistent 
with evidences of impingements produced at the exit wall 
shown by Armellini et al. [20] and Coletti et al. [21]. 

conjΘ

conjΘ

conjΘ

As the adimensional temperature cannot be rigorously 
defined in a purely convective regime, a direct comparison 
between the present results and the convective heat transfer 
distributions presented by Coletti et al. [21, 22] is not 
possible. Nevertheless the impact of the conjugate heat 
transfer may be assessed by means of a simple “numerical 
experiment”: referring to the computational domain in Fig. 5, 
the convective heat transfer coefficient distribution is imposed 

as thermal boundary condition along the ribbed surface, while 
the level of 

 

rib i-1 rib i+1 

rib i-1 rib i+1

 

rib i+1rib i-1 

rib i+1rib i-1 

 
Fig. 9.  Conjugate-convective adimensional temperature 
difference along stainless steel rib-roughened wall: 
impingement side view (upper) and exit side view (lower) 

 
heat flux applied during the conjugate experiments is imposed 
at the bottom side. Thermal conductivity is set constant and 
equal to the one of AISI 304. The solution of the conduction 
through the wall (obtained using COMSOL Multiphysics®) is 
more stable in this case, as enforcing a Robin condition is less 
problematic than imposing a Dirichlet condition. The 
computed “convective” wall temperature is not realistic: it 
results in fact from the assumption that the local convective 
heat transfer coefficient measured in pure convection holds in 
conjugate regime too. The difference between conjΘ and 

convΘ  (the computed “convective” wall temperature 
adimensionalized in the same manner) represents the error 
made in estimating the wall temperature if the convective heat 
transfer coefficient distribution is applied to the conjugate 
problem. 
Fig. 9 presents plots of the adimensional temperature 
difference convconj Θ−Θ=ΔΘ  over the ribbed surface. In 

the regions where such difference is positive (negative), 
applying the purely convective heat transfer coefficient 
distributions leads to an underestimation (overestimation) of 
the wall temperature, i.e. an overestimation (underestimation) 
of the local cooling performance. It appears that the areas of 
impingement, on the rib tip and in between the exit slots, i.e. 
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where the cooling is maximally effective, are also the regions 
where the cooling performance is  

 

 

 
Fig. 9.  Conjugate-convective adimensional temperature 
difference along ceramoplastic rib-roughened wall: 
impingement side view (upper) and exit side view (lower) 

 
 
underestimated, and vice versa. One could therefore infer that, 
with respect to the convective heat transfer coefficient, the 
conjugate heat transfer coefficient distribution would present 
higher unbalance between efficiently cooled and poorly 
cooled regions. The latter conclusion must be regarded as 
speculation until trustworthy heat transfer coefficient 
distributions are obtained in conjugate regime. 

From a quantitative point of view, a maximum absolute 
deviation of  = 0.003 is found. In terms of real wall 
temperature on the experimental model, this corresponds to 
about 3 K, which is largely beyond the measurement 
uncertainty. As discussed above, transfering Θ  distributions 
obtained in the model to the engine conditions is not licit, 
since the conductivity ratio in the experiments is different 
from the real one. 

ΔΘ

B. Ceramoplastic rib-roughened wall 
 

Figure 9 displays local distributions of the adimensional 
temperature  on the ceramoplastic rib-roughened wall. 

The trend is similar to what displayed along the stainless steel 
wall: the wall temperature increases as approaching the exit 
wall, with the exception of the semicircular patterns in 

between the exit slots. The effect of the impingement on the 
rib surface is best visualized when an  

conjΘ

 

rib i-1 rib i-1 rib i+1 rib i+1

 

rib i-1rib i+1 rib i+1rib i-1 

 
Fig. 10.  Adimensional temperature difference between 
stainless steel and ceramoplastic rib-roughened wall: 
impingement side view (upper) and exit side view (lower) 

 
adimensional wall temperature profile is extracted along the 
rib top side, 0.3 rib height away from the impingement side 
(Fig. 11): the effect of the three impingements is apparent. 
From the same picture it is also evident that the rib top side is 
cooled more efficiently for the ceramoplastic wall than for the 
stainless steel wall. Vice versa, regions which are poorly 
cooled, as the floor downstream of the rib, shows even higher 
temperature levels in the ceramoplastic model. This general 
behavior is clearly visible in Fig. 10, which displays the local  

 
Fig. 11. Adimensional temperature profile extracted along the 
rib top side, 0.3 rib height from the side facing the 
impingement 
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difference between the adimensional temperature along the 
stainless steel and the ceramoplastic walls. The phenomenon 
was predictable, as in the stainless steel the temperature 
differences are better smoothed because of the higher 
conduction. 
    

VI. CONCLUSIONS    
 
A ribbed trailing edge cooling channel with slots along two 

opposite lateral walls is characterized in terms of conjugate 
heat transfer performance through infra-red thermography. 
Local adimensional temperature distributions are obtained on 
the rib-roughened bottom wall, including the rib surface. Heat 
transfer distributions previously obtained on the same 
configuration in purely convective regime stand as term of 
comparison. 

An adimensional analysis is performed in order to state 
correctly the problem and identify the appropriate descriptors 
of the conjugate heat transfer phenomenon. The major 
conclusions of this analysis can be summarized as follows: 

 
• Both the Nusselt number and the adimensional wall 

temperature are candidate as invariant descriptors of 
the phenomenon, the second being far more 
convenient to evaluate. 

 
• If a realistic temperature (or heat transfer coefficient) 

distribution is to be obtained experimentally, the 
solid-fluid thermal conductivity ratio needs to be 
matched between laboratory experience and engine 
reality. This requirement is naturally accomplished if 
realistic Ni-based superalloys are used, no matter 
what the temperature level is. 

 
As for the cooling scheme in object, the main outcomes of the 
experimental campaign are: 
 

• The adimensional temperature pattern is strongly 
affected by the impingements on the rib by the 
crossing jets. In general, the temperature gradient is 
distinctly directed from the mid-wall to the exit wall. 

 
• Applying the purely convective heat transfer 

coefficient distribution as Robin boundary condition 
would lead to an underestimation of the wall 
temperature in the poorly cooled regions, and vice 
versa to a temperature overestimation in the 
effectively cooled regions. 

 
• A decrease in the conductivity ratio leads to an 

increase in temperature unbalance between 
effectively cooled and ineffectively cooled areas, due 
to the augmented thermal resistance. 
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Abstract: In this communication measurements by micro-PIV 
of the flow within a jet resulting from a capillary tube with 
piezoelectric control are carried out. The flow rate of the jet is 
adjusted by means of a pushing syringe system. Sub-micrometric 
fluorescent particles are employed in low concentration as 
seeding in order to have good signal to noise ratios and the 
ensemble averaging method is used to increase the height of the 
correlation peaks. To use the ensemble averaging method several 
couples of frames taken in the same conditions are needed. 
Stroboscopy is used to achieve this require. Moreover changing 
the delay of stroboscopy all the jetting phenomenon can be 
analyzed in detail. The effect of the optical aberrations occurred 
during the micro-PIV acquisitions is analyzed.  
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I.INTRODUCTION 
The micro-PIV consists in an extension of the standard 

Particle Image Velocimetry technique to the study of flows at 
micrometric scale. This technique has been presented the first 
time by Santiago et al. at the end of nineties [1] [2]. In his first 
tests, Santiago where using 300 nm fluorescent particles to 
observe an Hele-Shaw flow around a cylindrical obstacle of 
30 μm diameter, then measurement in rectangular micro-
channel have been performed. Many other studies have been 
conducted to analyze the advantages and the disadvantages of 
the micro-PIV technique. Problems related to the depth of 
measurements or to the seeding low concentration are 
nowadays pretty solved [3] [4].   

Up to now the largest interest have been done on the 
research of micro-flow dynamics in channels possessing a 
rectangular section. Nevertheless micro-PIV could be used to 
evaluate the dynamics of micro-flows of different shapes as 
velocity field inside micro-droplets or flows in cylindrical 
channels. In this paper one of this applications, namely the 
measurements of flow field inside a droplet during its 
formation through the breakup of a liquid jet is described. 

This communication is structured in five sections. The first 
one concerns the introduction to the micro-fluidics and to the 
micro-PIV technique. The second chapter describes in details 
the micro-PIV measurement technique, its advantages and its 
limitations. The introduction of the “ensemble average” 
concept will be also given. The third chapter is related to 
optical aberration problems encountered during the 
experiment, namely problems of astigmatism and of 
deformation of measurement plane. The fourth and fifth 
chapters concern respectively the experimental conditions and 
the measurement results. The paper ends with the conclusion, 
the perspectives and the future plans. 

II.THE MEASUREMENT TECHNIQUE 
In this section the micro-PIV measurement technique is 

detailed described with its advantages and its limitations.  

A.Optical configuration 

The micro-PIV technique can be viewed as a standard PIV 
in which the measurement plane is not defined anymore by a 
laser sheet but by the measurement plane of an epifluorescent 
microscope system. The seeding used is very often constituted 
by polyester sub-micron fluorescent particle possessing a 
Stoke shift larger than 40 nm. A simplified sketch of the 
optical configuration of a micro-PIV system is shown on 
Figure 1. 

 

 
Figure 1: Sketch of the optical configuration for a micro-

PIV system 

A Nd-Yag pulsed laser beam, with a wavelength of λ=532 
nm, is enlarged by a system of lenses and directed, through an 
epifluorescent prism and a microscope objective.  

The light coming out of the objective illuminates a specified 
volume of a micro-channel in which liquid seeded with 
fluorescent particles is flowing.  

The particles are excited by the laser light and emit in a 
different spectral band (see Figure 2).  
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Figure 2 : Example Stoke shift  

The light emitted is collected by the microscope objective, 
passes through an epifluorescent prism and is directed on a 
synchronized PIV camera that acquire the particle images. 

B.Depth of field and particle concentration 
The main difference between a standard PIV optical 

configuration and a micro – PIV one is that the measurement 
plane is not defined by a laser sheet but a full volume of 
seeded flow is illuminated and a measurement plane is 
defined by the optical configuration. Due to this particular 
configuration the signal-to-noise ratio for instantaneous 
velocity field measurement is low if some precautions are not 
taken into account. Indeed particles out of measurement plane 
still emit light that is collected by the microscope but not 
cross-correlated. Studies show that one of the ways to reduce 
this problem is to use low concentration of particles or to 
reduce the channel depth [3]. Unfortunately this decrease of 
particles concentration is at the source of the fact that the 
number of particles present in the correlation window. Since 
the flows encountered in micro-fluidics are in general laminar 
and either steady or periodic it is not necessary to measure the 
instantaneous velocity field but the mean flow field is 
sufficient.  

C.Ensemble average 
The ensemble average method has been introduced by 

Meinhart et al. [4]. It is based on the consideration that, 
differently from the image average method, the peak 
correlation function was constituted only by the correlation 
function of cross-correlated images. This method indeed 
calculates the average correlation function as the sum of the 
correlation function of the single cross correlated images :  
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where Nav is the number of correlation function used for the 
average.  

The correlation function is strongly improved by the 
averaged ensemble method, as can be seen on Figure 3. 

 

 

 

 

 
Figure 3: Signal to noise ratio improvement by means of 

the correlation peak ensemble average. 
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III.OPTICAL ABERRATION 
In an experimental configuration as the one under analysis 

optical aberrations may play a significant role since they can 
affect the position and shape of the particle images and then 
the velocity field. In this paper the two main optical aberration 
experienced during the tests are analyzed, namely the 
astigmatism and the measurement plane deformation.  

A.Astigmatism  
Astigmatism occurs when a lens (in this case the droplet 

which behaves as a lens) does not present a symmetrical front 
to the incident light rays. Indeed two planes can be defined as 
tangential (containing the object and the axis of symmetry) 
and the sagittal plane perpendicular to the tangential plane.   
This two planes form their foci at two different distances form 
the lens.So, in the presence of astigmatism, an off-axis point 
appears as a sharp line oriented along the sagittal and 
tangential plane (see Figure 4). In between these two foci, a 
round but "blurry" image is formed. This is called circle of 
least confusion. This plane often represents the best 
compromise image location in a system with astigmatism. 

 

 

Figure 4: Schematic drawing of the astigmatic aberration. 
The primary image is corresponding to the 

The astigmatism is clearly present in the droplets images as 
can be seen in Figure 5.  

 

 

Figure 5: Image of a detaching drop at 40xMagnification. 
The horizontal and vertical strips are images of the particles 
distorted by astigmatic aberration.  

This astigmatism cannot be corrected in the experimental 
configuration, nevertheless test have been performed to 
evaluate the possibility of using the cross correlation method 
on lines instead of points.  

These tests show that, unless the interrogation window 
become smaller than the line, the cross correlation remains 
good and is suitable to contribute to the ensemble average. 

B.Measurement plane deformation 
In a typical microPIV configuration the measurement plane 

is defined by the focal plane of the microscope. If this focal 
plane is sited inside a curved transparent object it can be 
deformed as it was passing through a lens.  

Geometric optics calculations have been made in order to 
calculate such a deformation. In Figure 6 an example of focal 
plane distortion due to the passage of the light rays inside the 
droplet is shown.  

This example corresponds to the deformation of a 20X 
microscope objective plane due to the passage through a 
water droplet (real refractive index n=1.33) of 100 μm 
diameter. The objective aperture is equal to 0.3 and the 
working distance is 7.3 mm and a depth of field of DOF=8.65 
μm. 

 

  
Figure 6 : Example of focal plane deformation due to the 

passage of the light rays through a droplet.  

In this conditions the deformed plane differs from the 
straight one of about Δ=8 μm, then in this case, being Δ less 
than the DOF the plane deformation does not affect the 
measurements.  

Moreover one has to consider that, as discussed in the 
Paragraph II.B, the measurement plane thickness is always 
larger than the objective DOF. It can also be observed that the 
difference between the deformed plane and the straight one 
decreases with the droplet diameter.  

The plane deformation has to be calculated every time 
experiments as the one presented in this paper are conducted. 
One of the future works based on this consideration will be to 
find a law capable to define if the deformation of the 
objective plane affects the measurements on the basis of the 
optical configuration, droplet curvature and relative refractive 
index. 
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IV.EXPERIMENTAL CONDITIONS  
A 70 microns capillary tube driven by an annular 

piezoelectric element has been used to generate liquid 
droplets in air (non confined flow). The signal used to drive 
the piezoelectric element is sinusoidal with a frequency of 8 
kHz. A mixture of 30% glycerin and 0% water is used as 
testing fluid. This liquid has been seeded with fluorescent 
tracer particles possessing a mean size of 0.86 μm. 

In Figure 7 a picture of the capillary tube under the 
microscope objective is shown.  

 

 
Figure 7: Image of the piezoelectric capillary tube. 

The methodology used to perform the measurements is the 
following. A pushing syringe system is used to drive the flow 
at constant flow rate into de capillary tube. The piezoelectric 
element is driven by a sinusoidal wave at frequency fc. To 
perform the image acquisition, two synchronized signals are 
generated by an analog output card.  

The first signal is amplified to drive the piezoelectric 
control. The second one is used to trigger the PIV laser 
system. The trigger signal frequency is less than 5 Hz to be 
compatible to the PIV camera maximum acquisition rate. 

 The trigger signal is chosen to perform a stroboscopic 
sequence of n1 acquisition to cover a piezoelectric control 
signal cycle. 

As a result, a sequence of images with regular phase shift is 
obtained. The same signal sequence is repeated n2 times 
successively to get n2 synchronized repetitions for each phase 
step (n1 x n2 being limited by the maximum number of images 
taken from the PIV camera). In such a way the breakup of the 
liquid jet coming out from the nozzle can be divided in 
several time steps up to the droplet formation. This technique 
allows the analysis of the droplet generation event in time. In 
Figure 8 an example of micro-PIV image obtained during the 
experiments is shown.  

 

 

Figure 8: Example of micro-PIV image. 

The liquid flow rate is monitored during the experiment in 
and kept to a constant value   

A.Post-processing 
The micro-PIV image post processing is done using the 

ensemble average method with a minimum of 4 couples of 
images. A dynamic mask, automatically detecting the liquid 
borders, is used to mask the zones of the image in which the 
liquid is absent. 

The velocity of the jet at the exit of the capillary tube is 
measured by micro-PIV and compared with the one obtained 
by the ratio between the liquid flow rate and the capillary tube 
section. The value obtained is subtracted to the velocity field 
of the liquid jet, measured by micro-PIV, in order to obtain 
the internal movements of the fluid (relative motion).  

The window size used for the cross-correlation is kept quite 
large in order to do not affect the measurement by the 
presence of the strips created by the astigmatism (Paragraph 
III.A.). 

V.RESULTS 
In this section some of the most important results obtained 

during the measurement campaign are shown. These results 
concern the flow velocity measurement inside a detaching 
droplet, the possibility to perform velocity measurements in 
different planes of the detaching droplet and a first attempt to 
validate such measurements. 

A.Internal velocity measurement  
In Figure 9 the internal velocity pattern of a detaching 

droplet, corresponding to the Zone 1 of Figure 5 is presented. 
One can see hot there are two recirculations on the border of 
the drop (red zones in which the velocity become positive). 
These recirculations correspond to the stretching of the liquid 
jet which will give place to a liquid detachment and then to 
the droplet formation.  

 

Zone 1 

Zone 1 

Figure 9 : Relative velocity pattern corresponding to Zone 
1 of Figure 8. 
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Measurements of the detaching droplet can be also 

performed in different planes as Figure 10 shows. This, 
providing that the measurement plane deformation is not 
affecting the measurement, could give the possibility to 
retrieve from a series of 2D velocity patterns a 3D one.  

 
 
 

 
Figure 10: Micro-PIV measurement in different planes of a 

detaching droplet 

 
The micro-PIV measurements performed have been roughly 

validated comparing the evolution of the mean flow rate in a 
fixed point of an image frame with the impulse signal which 
is given to the piezoelectric capillary tube. 

This comparison is shown in Figure 11, where the 
sinusoidal shape of the input signal is retrieved. 

The mean flow rate calculated by means of micro-PIV 
velocities and the one imposed differs of about 8%. This is 
due to statistic error performed during the flow rate 
measurement using the pushing syringe system. On the other 
hand also the detection of the drop contour, which is essential 
for the calculation of the flow rate by means of micro-PIV 
velocities is very delicate and can affect the results.  

 

 
Figure 11: Mean flow variation in a fixed position of the 

frame  

VI.CONCLUSIONS 
In this paper it has been shown that, even in presence of 

optical aberrations it is possible to measure the flow field 
inside a droplet during its detachment from a capillary 
piezoelectric tube. These measurements have been roughly 
validate comparing the mean flow-rate measured by micro-
PIV to the one imposed by the pushing syringe system. This 
measurement campaign is largely promising and gives many 
perspectives. New tests are planned to see the effect of fluid 
viscosity on the internal droplet flow field and non-isothermal 
tests are also envisaged. 
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Abstract—Profilometry is widely used as a control method
in automation systems or for scanning and converting real
objects into 3 dimensional models. Different techniques us-
ing grids and lasers can be found in literature. The available
techniques can be divided into two main categories: tempo-
ral and spatial profilometry [1][2][3]. Most setups are based
on the spatial phase unwrapping method in which there is
only need for one or a few images. The problem when using
this class of unwrapping algorithms is that discontinuities in
the model are difficult to measure.
In this paper a temporal method is proposed in which a LCD
projector is used in combination with an industrial camera.
The proposed technique has a high accuracy and is insensi-
tive to variable light conditions.

Keywords— profilometry, dimensional metrology, fringe
processing

I. INTRODUCTION

PROFILOMETRY techniques can be divided into two
main categories: Spatial and temporal profilometry.

Both techniques have advantages and disadvantages, so for
each application and scale, a technique has to be chosen.
Because sinusoidal gratings are used, phase unwrapping
techniques can be used to calculate the height of an ob-
ject. One of the biggest problems of the spatial phase un-
wrapping technique is that the detection of large steps is
impossible or very difficult. In the temporal techniques
more images are needed which can result in higher cal-
culation times. In the spatial profilometry one or a few
images are used to make a quantitative measurement of
the shape of a surface. If a fringe pattern is projected,
the phase can be obtained by different demodulation tech-
niques like the isotropic Fourier demodulation[5] and the
spatial asynchronous demodulation[6].
After the phase is known at every pixel in the image, the
phase can be unwrapped. The phase can be unwrapped us-
ing different unwrapping techniques[7][8][9]. Also Moiré
techniques[10] can be used to make a quantitative mea-
surement of a 3-D shape.
Because computers become faster and camera’s cheaper,
the temporal techniques become more interesting. In this
paper a one pixel resolution profilometry technique is pro-
posed based on a varying frequency. Objects of 200 mm

can easily be scanned by using a multimedia beamer so
no expensive projection equipment is needed. The setup
(fig.1) is also very easy and there is no need for extra op-
tics.

Fig. 1. Setup

Assume that a sinusoidal fringe pattern with frequency fX

in the X direction is projected onto an object with a height
distribution given by h(x,y). If an image is acquired, the
intensity can be written as

i(x,y) = r(x,y)(1+ cos{2π fX [x+h(x,y) tanα]},

where r(x,y) is the reflectance of the object and α is the
angle between the camera and the LCD projector. By es-
timating the phase modulation ϕ(x,y) of the carrier fre-
quency fX from the intensity image i(x,y), one can obtain
the height h(x,y):

h(x,y) =
ϕ(x,y)

2π fX tanα

.

II. DEVELOPMENT OF PROJECTION SOFTWARE

Projecting fringe patterns with varying frequency (fig.
2, 3) can be done in different ways. In the proposed
method the fringes are generated with a computer. For the
projection a Philips LC434199 LCD projector with a max-
imum refresh rate of 120 frames per second (FPS) is used.
This beamer is connected to a computer with a nVidia
PX9500GT graphics card with 512 Mb of video RAM. A
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good graphics card is needed in our setup because every
frame that is projected has to be different. When using
a card with less video memory, the projection software is
running on a lower speed than the frequency of the beamer
which sometimes gives a fringe pattern that is projected
twice. This phenomenon lowers the accuracy of the pro-
posed method. The speed is also depending on the type
of processor you have. The faster the CPU, the faster the
software can be.

Fig. 2. Fringe pattern with low frequency

Fig. 3. Fringe pattern with high frequency

Because projecting fringes with a standard mathematical
program like Matlab cannot give you 60 FPS, specific soft-
ware is written in Visual Basic .NET. It is obvious that
printing lines on the screen using the normal programming
language is also slow. The reason is that the software sends
every pixel seperately to the graphics card. All the calcu-
lations in this case are done by the CPU of the computer.
This also slows down extremely the other programs that
are running on the computer.
The speed of a standard fringe projecting program written
in VB.NET is compareable to the visualisation speed of
Matlab. When the time needed to calculate and build an
image that has to be projected on the screen is higher than

the refreshing time, incomplete projections will appear.

Fig. 4. Uncomplete fringe projection (Matlab)

To make the projection software faster, there is the op-
tion to program in Direct3D or OpenGL. Because OpenGL
is supported by nearly every operating system (Windows,
Mac OSX, Linux, ...) this cross-platform API is used.
To easily use the OpenGL commands in VB.NET, a frame-
work had to be chosen. The software written for the valida-
tion of the proposed technique is based on the TAO frame-
work. This framework is completely free and it gives the
programmer the opportunity to write very fast programs to
visualise two or three dimensional images.

An extra important parameter in this proposed method is
that the best results can be obtained by using a graphics
card in which the OpenGL refreshing rate is locked. This
means that the card is not generating more projections than
the screen or beamer can visualise. The reason is that cal-
culating something that can not be seen is a waste of com-
putational time.
In our setup, this setting is a given, because our software
will only run at the speed of the beamer. This means that
there will never be projected twice the same fringe pat-
tern on the screen. Also every fringe pattern that is pro-
grammed will appear on the screen.
When the refresh rate of the beamer is 60Hz, the program
will generate 60 FPS and if the refresh rate is 75Hz, the
program will also run on 75Hz. The faster the beamer, the
faster the system can work as long as the computer can
create the fringes fast enough.

III. METHOD TO TRIGGER THE CAMERA

It is important to take the images with a camera in a
certain period of the projection cycle (fig. 5). The projec-
tion cycle includes horizontal and a vertical synchroniza-
tion signals sent by the two trigger cables inside the VGA
cable.
The projection cycle starts with a vertical synchronization
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pulse (table I). Then the horizontal synchronization signal
is used to build up all the image lines. Every time a hori-
zontal sync is sent, a new image line will be drawn on the
screen. After all the lines are built, the screen (projection)
is stable for a certain time. When a new cycle has to begin,
a vertical synchronization signal is sent.

Fig. 5. VGA timing: (a) Total frame time, (b) vertical
sync length, (c) back porch, (d) active video time and
(e) front porche

TABLE I
VERTICAL SYNCHRONIZATION TIMING

Horizontal pixels 1024 1024
Vertical scan lines 768 768
Vertical scan polarity Neg Neg
Vertical Frequency 60Hz 75Hz
a - Total frame time 16,67 ms 13,33 ms
b - Sync length 0,12 ms 0,05 ms
c - Back porch 0,60 ms 0,47 ms
d - Active video time 15,88 ms 12,79 ms
e - Front porch 0,06 ms 0,02 ms

For the setup the shield is removed in the middle of the
VGA cable and the vertical synchronization cable is cut.
Also the trigger ground cable is cut when the shield is
removed. The next step is soldering the cables together
again with a new trigger cable. After isolating the cables,
the shield has to be replaced in its original position and
also soldered again. When this step is not done properly,
it is possible that there arise some standing waves, which
makes the cable not work anymore. Also a lot of noise can
appear when the shield is not fixed properly.
When using the self-made VGA cable for triggering the
camera, the trigger will still arise on the wrong moment.
This is because the camera is triggered to take a shot at
the moment the screen is building up. This gives images
where half the screen is refreshed and half the screen is
still the old image (fig. 6). This problem can be solved by
using a trigger delay, programmable in the camera. In the
software of Allied Vision Technology delivered with the
camera, a delay of for example 4000 µs can be set which

gives the certainty that the image that is taken is perfectly
stable.
By using this technique a bad image will never appear
which gives the possibility to shoot perfect frames at a
speed of 75 FPS, which is the maximum refresh rate used
in the tests. Since the AVT Pike 32C camera can handle
120 frames per second the limiting factor is still the beamer
in combination with the graphics card.

Fig. 6. Example of bad timing

IV. PROPOSED PROFILOMETRY TECHNIQUE

The technique proposed in this paper is based on the
estimation of a frequency using a fast fourier transform.
Each measurement starts with the projection of sinusoidal
fringes with a varying frequency on a surface. The pro-
jection software projects the fringes with a fixed phase on
the left of the screen. By increasing the number of fringes,
more fringes will pass on the right side than on the left
side of the object. This results in a different frequency for
every vertical line in the temporal domain. This property
is used to calculate the height of the object. When the
fringe density is higher, the contrast between the highest
and the lowest gray value will be smaller. This phenom-
ena is shown in figure 7.
A camera, placed at an angle α to the beamer (fig. 1),
records all the projected fringes and the images are stored
on the hard disk. After all the images are taken, for ev-
ery pixel the FFT has to be calculated. By doing this, the
frequency can easily be obtained for each pixel of the cam-
era. One of the advantages of this proposed technique is
that when there is a problem with some pixels, this only
results in a local fault. The results of the pixels around the
local fault will not be influenced.
When the FFT in each pixel is known, an estimation algo-
rithm is needed to find the base frequency. Because the
images contain noise and the projected sinus waves are
never perfect, a lot of leakage, harmonics and noise will
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Fig. 7. Gray value of one pixel in the time domain

appear in the FFT plot (fig.8). When simply detecting the
highest frequency, only an accuracy of 15-20 mm can be
obtained when scanning objects as large as the ones used
as validation and with a comparable setup.

Fig. 8. Detail of FFT of one pixel in time domain

Because the frequency has to be estimated in each pixel, a
fast and accurate method has to be used. In this method it
is necessary to assume that the frequency of the fringes is
increasing with a constant speed so the signal is periodic.
A very fast FFT based technique is described in [4]. The
method estimates the parameters of a sinusoid based on
the complex amplitudes of the FFT lines with the highest
amplitude.

V. CAMERA CALIBRATION

In the setup a high quality camera lens with a C-mount
thread is used. The lens is tested with a camera calibration
toolbox, but because the lens gives nearly no radial distor-
tion, the pictures obtained by the camera are not compen-
sated by the parameters found with the toolbox.
But in the technique, proposed in this paper, another type
of calibration is used. Before scanning an object, a flat
surface is scanned and the frequency differences are calcu-
lated (fig. 9). This gives a good reference for further mea-

surements. When an object is scanned and the estimated
frequencies are calculated, the results are diminished with
the results of the reference scan. This gives a compensa-
tion for all the local distortions and for the different angles
between the projection of the beamer and the camera. By
using this method not all the angles have to be calculated
and interpolated to obtain the shape of an object.

Fig. 9. Compensated reference plane

Nevertheless, two parameters have to be measured as ac-
curately as possible: The angle between the camera and
the beamer and the amount of pixels used to represent one
millimeter. To validate the proposed technique using dif-
ferent angles, the setup is screwed on a plate with holes on
certain positions, where the angle between the camera and
the beamer is known. This setup can easily be made with
a CNC machine. By using a special ground plate, no more
angles have to be measured. For the best results it is still
possible to measure some known objects and change the
angle slightly untill the system is fully calibrated. For the
validations published in this paper an angle of 13.49mm
and 17,81 degrees is used.
The other parameter that is critical to calculate the real
height of an object is the pixel/mm ratio. There are two
methods to find how much pixels are used to represent one
millimeter. Because the size of the CCD of the camera and
the lens is known, the ratio can be calculated by measuring
the distance of the camera to the reference plane. Because
it is difficult to measure the distance, a camera calibration
method is used.
A printed paper with eight squares (fig. 10) is fixed on
the reference plane. This background is used for all the
validation experiments. The two squares in each corner
give a perfectly detectable corner in the point where they
touch each other. The distance between the crossings of
the squares is known.
When a white screen is projected on the reference plane,
a high quality image an be taken. By using a method that
is based on the Harris corner detection algorithm[11], the
corner extraction can be done with a subpixel accuracy.
When the distance between the squares is known in pixels
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Fig. 10. Camera calibration image

the conversion factor can be calculated.

The calibration technique used in this paper results in an
easy equation to calculate the real height of each pixel cap-
tured by the camera.

Hmm =
festimated

∆ fre festimated
.Wcamera

Rpx mm

tan(α)

Hmm = Real height of the object in mm.

festimated = Estimated frequency of the object

∆ fre festimated = Maximum of the estimated frequency of the reference

plane - Minimum of estimated frequency of the reference plane

Wcamera = Width of camera in pixels (here 640)

Rpx mm = pixel/mm ratio

VI. VALIDATION RESULTS

A. Scanning a block

For the first part of the validation of the proposed tech-
nique, a block of expanded polystyrene with a thick-
ness of 42,5 mm is used. Since it is low quality ex-
panded polystyrene, the surface is not perfectly flat. The
reason the validation is done with a block of expanded
polystyrene, is the very bright white color.
The camera now is able to measure nearly perfect black
and white lines, so the 8 bit grayscale is nearly completely
used. When using a darker object, like the pyramid in the
second validation experiment, a large part of the grayscale
cannot be used. Even when the color influences the mea-
surements, the accuracy stays the same.
Because there can exist an offset by replacing the refer-
ence plane with the object that has to be measured, the
background of the object is also measured. This results in
a straight forward compensation of the shape heights.
The numerical results of the scan of a simple block can be
found in table II and the visual result in figure 11.

Fig. 11. Result of scanned block

TABLE II
BLOCK

Measurement Mechanical (mm) Optical (mm) Std (mm)
M1 - R1 42,50 42,463 0,178
M1 - R2 42,50 42,431 0,190
M2 - R1 42,50 42,501 0,195
M2 - R2 42,50 42,505 0,182
M3 - R1 42,50 42,504 0,165
M3 - R2 42,50 42,441 0,170

M1: Block measurement 1
R1: Reference measurement 1
Mechanical: Height measured with a ruler, accuracy 0,05mm
Optical: Height calculated with proposed technique
Std: Average standard deviation of the block

B. Scanning a pyramid

For the second part of the validation a self-made pyra-
mid is used (fig. 12). This material has a light gray/brown
color, but the accuracy of the proposed technique is not
influenced by this color. As long as the color is not too
close to black, the methods works with a constant accu-
racy. The result (table III) shows that a good accuracy can
be obtained using this proposed technique, but improve-
ments are still possible.

Fig. 12. Pyramid
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TABLE III
PYRAMID - LEFT SCANNING

Zone Mech. (mm) Optical (mm) Std (mm)
0 (gnd) 0

1 10,30 10,192 0,266
2 14,70 14,501 0,164
3 24,80 24,438 0,184
4 34,80 34,325 0,169
5 44,80 44,327 0,362
6 60,00 60,608 0,478
7 44,70 44,633 0,443
8 34,70 34,392 0,184
9 24,70 24,312 0,245
10 14,80 14,569 0,175
11 10,15 10,199 0,216

12 (gnd) 0

M1: Block measurement 1
R1: Reference measurement 1
Mechanical: Height measured with a ruler, accuracy 0,05mm
Optical: Height calculated with proposed technique
Std: Average standard deviation of the block

VII. CONCLUSIONS

This proposed temporal profilometry technique only
uses a LCD beamer and an industrial camera for the mea-
surement of an unknown shape, which makes the setup
cheap and easy. The algorithm, needed for the extrac-
tion of the height, is based on the projection of a sinu-
soidal grating with varying frequencies. The gray values
obtained by the camera can be evaluated by the FFT es-
timation algorithm which gives much better results than
using a straightforward estimation of the frequency. The
conversion to a real world scale model is done by using a
geometric calculation.
The technique proposed in this paper, in which each pixel
of the camera only represents 0,25mm, has a height ac-
curacy of 100µm for a block with a certain height. When
measuring an object with a lot of discontinuities, the res-
olution is 500µm. The tests also show that the color has
no influence on the accuracy of the technique as long as
the color of the object is not nearly black. This is an im-
portant difference compared to a lot of phase unwrapping
techniques described in literature.
Furthermore, the validation tests give an indication that the
method still can be improved by improving the fringe pro-
jection so that the amplitude of the projected sine wave is
constant over time.
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I. ABSTRACT 

Single point incremental forming (SPIF) is a promising new 
production technique in which a metal sheet is formed 
stepwise by a spherical tool. However, the technique still 
shows some particularities. It is observed that the final 
geometry of a SPIF part can deviate significantly from the 
programmed tool path. As illustrated in this paper, elastic 
springback is only to a minor extent responsible for this 
phenomenon. The goal of the presented paper is to illustrate 
the gradual emergence of unintended deviations as measured 
by means of a Digital Image Correlation (DIC) technique. 
Two CCD cameras were used to take the necessary in-process 
images. The mechanism of deformation in function of the 
forming depth is documented and discussed. 

II. INTRODUCTION 

Single point incremental forming (SPIF) is a promising sheet 
metal forming process for rapid prototyping applications and 
for small quantity productions. The SPIF process is based on 
the tool path followed by a CNC controlled spherical tool. The 
process thanks its flexibility to the fact that SPIF, in contrast 
with other forming techniques, doesn’t require a dedicated die 
to operate. As a result, the lead-time can be low and tooling 
costs can be avoided [1, 2]. Despite the many advantages of 
the SPIF process, a remaining drawback of the technique is 
the lack of accuracy of the obtained final parts. To overcome 
this problem, it is necessary to carefully study the occurring 
states of stress during SPIF. This is not an easy task, since 
large plastic strains occur and hence accurate material models 
are required in numerical simulations. These material models 
must also be able to predict spring back effects and residual 
stresses. Both phenomena are considered as possible 
candidates to explain deviations from the desired final  
 geometry. Springback effects are observed in a material point 
at many stages: after the tool has passed, new vertical step 
increment, when the work piece is released from the clamped 
boundary conditions and finally when the work piece is 
trimmed. Several parameters affect the process mechanics in 
SPIF. These parameters can be divided in three categories: 

1. Process parameters (tool diameter, incremental step 
size between two successive loops, tool rotation 
speed, use of lubricant). 

2. Material parameters (strain hardening, anisotropy, 
yield behaviour, Young   modulus). 

3. Parameters related to the design of the part (blank 
thickness, geometry, including steepness of the 
component surfaces). 

 

 
Fig. 1. The cross-section at coordinates (0, y, z) 

 
All the above mentioned parameters can have a possible 
influence on the deviation of the final geometry from the 
designed one [3, 4]. 
The purpose of this study is to investigate the deformation 
phenomena in the SPIF process of a two angle- pyramid (see 
Figure 1). This paper is focused on the in-process tracing of 
six selected points during SPIF in terms of displacement and 
spring back. Possible reasons for the occurring shape 
deviation of the two-angle-pyramid, the evolution of the 
displacements and thickness distribution on the formed 
pyramid are studied. 

III. DIMENSIONAL MEASUREMENTS 

Measurement system 
A laser-line scanner with an accuracy of ± 15 �m was used to 
measure the actual shape of the SPIF made two-angle-
pyramids. The scanned point cloud was mapped onto the 
CAD model using a best fit method. The point cloud was then 
compared to the CAD model and the deviations between them 
were plotted. 
 
Measured thickness distribution for the two-angle-pyramid 
The cross section (in the x = 0 plane) of the two-angle-
pyramid is chosen since a big shape deviation was observed 
there (see Figure. 1). The measurement of the thickness was 
performed by subtracting the measured external and internal 
geometry of the pyramid. In total 373357 points were scanned 
for the determination of the thickness distribution. The 
identification of the thickness along the chosen section was 
obtained by extracting the points characterised by x=0. The 
dimensions and geometrical values of the designed two-angle-
pyramid are given in table I. 
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TABLE I 

L (mm) h1(mm) h2(mm) �1(
�) �2(

�) 
225   60 90 65 30 

 
The measured geometry and thickness profile of the two-angle 
pyramid in the selected cross section are plotted in Figure 2. 
Assuming that only in-plane strains occur, the sine law can be 
used as a first estimate for the final thickness of the part at 
zone AC (TAC) based on the original thickness of the zone AB 
(TAB) and the wall angle �1. It has experimentally been 
verified that the process follows this law [5] with a tendency 
to over-form slightly [6]. 
 

( ) ( ) )90sin( aTT ABCB −=                      (1) 

IV. WORKING PRINCIPLE OF DIC 

A DIC measurement procedure (Figure 3) consists of taking a 
sequence of pictures from an object surface with two charged 
coupled device (CCD) cameras. Each CCD camera uses a 
1392 x 1040 pixel sensor. The DIC system requires an 
arbitrary speckle pattern that is either sprayed or painted onto 
the object surface or provided by the texture of the specimen 
itself.  
The concept on which the software is based is that the 
distribution of grey scale values in a subset of the picture 
taken at the reference state corresponds to the distribution of 
grey values of the same subset of the picture taken at a 
processed state from the specimen. By tracking the subsets in 
each successive image, the relative displacement of the 
surface of interest is obtained. In a next step, the resulting 
strains can then be calculated. In the used set up, two cameras 
are used to measure both the in- and out of plane 
displacements of the specimen’s surface [4]. 
 

 
Fig.2. Thickness distribution in the cross-section (0,y,z) 

compared with the sine law. 

 
Fig.3. Working principle of DIC 

V. DIC-SPIF IN PROCESS MEASUREMENTS 

A stiff three-axis CNC milling machine was used as the 
platform for the SPIF process. A cylindrical stylus with a 10 
mm diameter spherical head was mounted on the horizontal 
axis of the machine. An aluminum alloy AA3003 sheet with a 
thickness of 1.5 mm was considered in this study. A blank 
with dimensions of 225x225 mm was supported on a four-
sided steel fixture and clamped rigidly to this fixture with a 
backing plate with aperture dimensions of 182 x 182 mm. The 
whole fixture was mounted vertically on the working table of 
the horizontal milling machine so that the blank was 
perpendicular to the stylus. During the forming process, the 
tool traveled with a certain feed rate and only the material 
available inside of the orifice of the backing plate could be 
deformed by the tool. After traveling the entire path of one 
contour, the tool moved deeper in a stepwise fashion to follow 
the next contour. This process was repeated until the desired 
depth was reached.  
Two CCD cameras are installed on the bench of the milling 
machine, and focussed on the outside of the two-angle-
pyramid. In this way, it was possible to take a sequence of 
pictures during the SPIF process.  In the present study, a two-
angle-pyramid was formed and the process was stopped at a 
depth of 90 mm (the depth of 60 mm for the 65° pyramid, an 
additional depth of 30 mm for the 30° pyramid). The step size 
was chosen to be 1 mm. Continuous lubrication was used 
between the tool and the blank during the process. The DIC 
experiment was performed in several steps: 

1. A speckle pattern was painted on the outer surface of 
the cone. After a state of the art 3D calibration, the 
system was ready for the in-process measurement of 
the displacement field. 

2. After the reference picture was taken from the 
undeformed blank, low feed rate processing at 500 
mm/min and a rotational speed of 50rpm. The pictures 
were captured at a 4Hz frequency throughout the 
entire SPIF process.  

VI. DIC RESULTS & DISCUSSIONS  

Database and accuracy 
Six material points defining a planar section were selected on 
the sheet metal (see figure. 4a). The used DIC system has an 
accuracy of 0.1 pixel. The experimentally measured profile of 
the pyramid and the displacement evolution of the selected 
material points starting from the undeformed blank are plotted 
in figure 4b. 
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                 Fig.4a. Diagram of the six selected points                    
 

 
Fig.4b. Displacement evolution 

 
Total displacement 
One of the material points, point 6, is selected for detailed 
discussion of the displacement evolution recorded by DIC 
through the total SPIF process. 
The displacement evolution of point 6 (with the coordinate of 
(0, 60, 0) in the undeformed sheet) is plotted as a function of 
time in figure 5. Three regions are distinguished. 

1. Region I (AB): The tool started to work far from this 
point. As the tool came closer to the material point, 
the displacement of the point increased. At that 
moment the material point was situated in the 
unformed area of the two-angle-pyramid, and 
maintained its elastic material properties. The 
displacement curve shows a stepwise evolution. 
Every step corresponds to the total displacement of 
the material point, during one contour. The total 
number of steps is equal to that of the contours. 

2. Region II (BC): The tool is now very close to the 
selected point. The material point is severely 
plastically deformed due to the high stress levels 
induced in the vicinity of the tool path. The 65o part 
of the pyramid formation is finished at the end of 
region II. 

3. Region III (CD): The tool has passed the material 
point and started to form the 30o part of the pyramid. 
The material point was situated in the deformed area. 
As the distance between the tool and the material 
point increases, the displacement value of the 
observed material point started to reduce, which 
caused an increasing shape deviation for this material 
point.  

The deviation of the material points in z- axis can be defined 
as the difference between the maximum displacement and the 
final displacement. 

deviation = max. displacement – final displacement      (2) 
 
In order to visualize the three regions discussed above on the 
surface of the two-angle-pyramid, three images are selected.  
 

 
 

Fig.5. Total displacement in the z-axis of material point 6 
during two-angle-pyramid forming 

 
 
During the final stage of Region II and in Region III (see 
figure 6), the tool finished the first pyramid and was forming 
the second pyramid. It is noticed that part of the deviation is 
emerging during the final contours of the forming of the 65o 
pyramid, another part is caused by the forming of the second 
pyramid with 30o. In addition, the value of the displacement 
of the material point reduced quickly during the early stage of 
forming the second pyramid. The displacement gradually 
converges to a stable level towards the end of the process. 
The total displacements in z-axis of the six material points 
were investigated in a similar way. The displacement of the 
evolution in Region II is different for every point (See fig. 7). 
The farther the selected point is from the centre point of the 
pyramid (0, 0, 0), the broader the region II is. This is because, 
for instance, material point 1 is the first point which reached 
the deformed area of the material during SPIF process. When 
this material point is deformed, its displacement in z-axis 
tends to be stabilized.  
    The final deviations of these points at the end of the two-
angle pyramid are not equal. The final deviation of the six 
selected points versus to their thicknesses is presented in 
figure 8. Thickness does not affect the deviation of the points 
from their desired position. 
 
 

 

 
Fig.6. The displacement evolution on 6th point in region III 
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Fig.7. Displacement in z-axis for six selected points 

 
Fig.8. Deviation in z-axis of the six selected points  

 
Springback 
During the forming process as the tool was moving in one 
contour, it is noticed that the selected point is deformed in the 
z-axis direction and afterwards returns to a specific value of 
displacement. A specific evolution of the displacement is 
extracted on material point 1 when the tool was passing there 
(see Figure 10). It is found that: 

1. t1<t< tcontact. The tool was approaching the material 
point. The displacement of the selected point in z axis 
slightly increases. 

2. t = tcontact. The tool was in contact with the selected 
point. The displacement reached its maximum value.  

3. tcontact<t< t2. The tool was departing from the selected 
point. The displacement decreases gradually due to 
material spring back and remained at a final value at 
the end of the contour.  

 
 

 
Fig.10. The displacement evolution of the material point 

during the tool transit. 

VII. CONCLUSIONS 

The evolution of the displacements and the spring back 
phenomena on specific material points were studied in detail. 
Several conclusions were exported during the study of this 
paper 

1. Elastic spring back as occurring immediately after a 
tool transit is only responsible for a minor fraction of 
the total geometrical error. 

2. Deformations occur mainly after direct contact with 
the tool and are built up gradually over multiple 
contours. 

3. Deformations caused by equal angle processing are 
limited while slope changes induce large deviations 
with decreasing impact in function of the distance 
from the slope change location. 

4. The relation between the thickness distribution and 
the shape deviation based on six selected material 
points was investigated. It appeared that the shape 
deviation is independent on the thickness at those 
selected points (see fig.8). 

According to the observation made in the frame of this paper, 
adaptive tool path strategies based on in-process observations 
can not be affective in a single pass strategy. 
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Abstract: This paper deals with the use of scaling laws for 
mechanical fatigue behaviour. It focuses on the 
development of a multi-axial test rig for testing selective 
laser sintered components. 

 
 
Keywords:  Mechanical fatigue, Size effects, Scaling laws, 

Selective laser sintering, Non destructive inspection 

I.INTRODUCTION 
The physics of fatigue have been well known for over 100 

years. However, correct application of this knowledge still 
holds challenges [1]. One of these challenges is to accurately 
predict the fatigue life of large mechanical components under 
alternating load. 

Different types of fatigue analysis can be used to tackle this 
problem. A number of analytical and numerical calculation 
techniques exist to determine the expected fatigue life in an 
early stage of the development process [2][3]. These 
techniques are based on test results from standardized fatigue 
experiments. Different parameters are used to take deviations 
from these standardized conditions (size, loading, surface 
quality, plasticity, …) into account [4][5]. 

 Due to the large amount and the complexity of the 
parameters that influence the fatigue phenomenon, the 
accuracy of analytical and numerical calculation techniques to 
predict the fatigue life of a multi-axial loaded mechanical 
component is in practice often unsatisfactory. Fatigue tests on 
the original component yield more accurate results, but 
impose an expensive and time consuming test setup, 
especially for large components [6].  

This research focuses on the determination of the fatigue 
life of large mechanical components by means of fatigue 
experiments on smaller scale models under dynamic 
excitation. To accomplish this, appropriate scaling laws are 
needed to extrapolate the fatigue life of the scale models to 
the fatigue life of the original component. 

II.SCALING LAWS FOR DURABILITY ANALYSIS 

A. Advantages 
Fatigue testing on small scale models has clear advantages 

compared to fatigue tests on full scale prototypes. Developing 
the test setup requires less time and space. Moreover, 
producing the scale models can be done with a limited amount 
of time and material and applying the (smaller) loads requires 
less energy. Also the mass of the test object is lower. This 
leads to an increased natural frequency of the test specimen 

which allows testing at higher cycle frequencies without any 
danger for resonance to occur. 

Many of these advantages can also be found in wind tunnel 
testing, where scale models have been used for many years 
[7]. Small models of planes, buildings or cars are tested at 
increased wind speeds to obtain the same Reynolds number as 
in real life conditions. Afterwards, the measured aerodynamic 
drag can be extrapolated and the aerodynamic properties of 
the full scale structure can be determined in a fast and 
economical way. 

B. Size effects 
The effects of the size of a component on its fatigue life are 

generally annotated as “size effects” [6]. In contrast to the 
quite straightforward and frequently used scaling laws in 
aerodynamics, the fatigue phenomenon does not lend itself 
that easily for this purpose. Starting from 1939, some studies 
have be undertaken to analyze size effects in metals [8] 
[9][10]. As a result, it has been shown that under fully 
reversed rotational bending, test specimens with a large 
diameter experience a shorter fatigue life than specimens with 
a small diameter [11][12]. Two factors dominate this effect: 

 
1) Variability in material properties 

It is a well known fact that at microscale every material is 
inhomogeneous and anisotropic. Small mechanical defects are 
always present and distributed randomly throughout the 
material [13]. For rotational bending, the mechanical defects 
at the surface of the test specimen are most critical because of 
the maximum stresses acting there. These defects are often 
caused during a machining process and can be seen as stress 
raisers. Since fatigue failure is a weak link mechanism, one 
can understand that a larger diameter implies a higher 
probability for a ‘weak link’ to occur. Consequently, crack 
initiation is more likely to start, followed by crack growth and 
final fracture. 
    This local variation in strength is more pronounced in 
fatigue testing then in plastic deformation. This is due to the 
fact that fatigue failure arises from failure of the weakest 
element, while plastic properties are determined by the 
average behaviour of a large number of elements.  

 
    2) Stress gradient 
When a test specimen is subjected to rotating bending, a stress 
gradient exists between the maximum stress at the surface 
layer and the minimum stress at the neutral line. Specimens 
with increased diameter that are subjected to the same 
maximum stress will experience a steeper gradient as can be 
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seen in Fig.1. As a result, the volume subjected to >90% of 
the maximum stress (V90%) is larger for the specimen with 
increased diameter (Fig.1). Assuming this critical volume to 
be the driving force for fatigue failure, it can be understood 
that a larger diameter implies a shorter fatigue life [14]. 
 

maxσσ =

max9.0 σσ =

 
Fig.1 Stress gradient and critical volume 

This theory, which was developed by Kugel in 1961, is also 
known as the critical volume concept [15]. Fatigue 
experiments on steel under alternating loading from Kloos 
[16] and Sonsino [17] indicated a clear relation between the 
endurance limit (Se) and the critical volume (V90%). In this 
formula Se,r and V90%,r represent the known endurance limit 
and critical volume from a reference specimen. For any 
component one can determine V90% and thus calculate the 
component’s endurance limit using: 
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  The influence of the stress gradient on the fatigue life also 
explains the more profound size effect when loading in 
rotating bending in comparison with alternating loading in 
tension. The results from rotating beam and cyclic tension 
experiments on 37Cr4 steel from Kloos illustrate this (Fig.2). 
 

Bending

Tension

37Cr4 steel (265HV)

 
Fig.2 Size effect for alternating bending and tension [16] 

C. Influencing factors 
There are a number of parameters that influence the fatigue 

properties of a material. Fig.3 gives an overview. 
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Fig.3 Some fatigue influencing factors 

It is often very difficult to distinguish between these factors 
[18]. That is one of the main reasons why research on the pure 
effect of geometric size on the fatigue properties of metals is 
extremely difficult. To obtain a uniformly scaled geometry the 
surface roughness has to change. This can only be done using 
different production parameters, leading to different residual 
stresses in the surface layer and just below. Since this is the 
most critical region for crack nucleation to occur, the scaling 
of surface roughness most be done with high precision while 
keeping in mind the consequences. 

  Also temperature plays an important role. Small 
specimens, having a greater surface/volume ratio, can 
dissipate heat more easily than large specimens. High 
temperatures can result in transformations in the material 
structure and facilitate plastic deformation in the crack zone. 
Generally, this effect depends to a great extent on the used 
material and the applied temperature range. 

Another important factor is the frequency of the applied 
load. The fatigue properties of metals are usually found to be 
independent of the testing frequency up to 250Hz [6]. 
However, if a large test specimen is tested at low frequency to 
avoid high temperatures, corrosion can play a more prominent 
role then in a small test specimen tested at a higher frequency. 

Furthermore, the test setup itself needs to be capable of 
clamping test specimens of different size without introducing 
secondary bending or alignment errors. The actual amount by 
which the loading axis of a test setup deviates from the axis of 
the test specimen is characteristic of the test setup itself and 
independent of the test piece. Therefore, the secondary 
bending stress imposed on the test piece as a result of non-
axiality of load may be considerably larger for small then for 
large test pieces.  
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III. EXPERIMENTAL VALIDATION OF SCALING LAWS 
In order to gain more insight in scale effects for the fatigue 

behaviour of steel and plastic, an experimental test setup will 
be developed based on the well known rotating bar bending 
test setup (Fig.4) invented by Wöhler in 1850. The four point 
bending principle implies a constant bending moment 
between the load bearings. Letting the motor run results in 
alternating tension and compression stresses in the surface 
layer of the test specimen.  
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Fig.4 Rotating bar bending test setup 

This test setup has a number of advantages. First of all it is 
standardized (DIN 50113 and ISO 1143) [19], which allows a 
large number of existing test results to be used for validation 
purposes. Furthermore, only relatively cheap, conventional 
parts are needed to develop the structure.  Also, the test 
frequency can easily reach up to 9000rpm (150Hz).  

However, none of the commercial test rigs allows for 
clamping of specimens with a large range of diameters. 
Therefore, the authors want to develop a multi-axial test rig, 
combining alternating bending forces with torsional loads, for 
test specimens with test section diameters (d) between 5 and 
20mm.  

Combining bending and torsion can be done in two ways: 
electro-mechanically (i) and mechanically (ii). In both cases it 
is desirable that some form of power circulation is provided 
[20]. The first method involves the installation of a generator 
at the free end of the main shaft of the test rig. By changing 
the electrical load, the amplitude and fluctuation of the 
torsional stresses in the test specimen can be adjusted. It is 
also possible to create a closed loop system and to supply the 
generated electricity back to the motor.  The second method is 
presented in Fig.5. 
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Fig.5 Combining bending and torsion 

This test rig includes a flexible coupling (1), support 
bearings (2), load bearings (3), test specimen (4), two gear 

sets (5), cycle counter (6), rigid (7) and flexible (9) shaft and 
a special type of indexing head (8). Before starting the test, 
the user uses two lever arms to introduce torque in the flexible 
shaft by turning the two discs of the indexing head relatively 
to each other. Due to the closed transmission loop, the test 
specimen experiences a constant amount of shear stress which 
can be measured with strain gauges. It needs to be 
emphasized that macroplasticity must be avoided in any 
component of the transmission loop in order to avoid a change 
in torque and shear stresses. Furthermore it is clear that this 
method does not provide the means of combining cyclic 
bending with cyclic torsion. Only a constant mean shear stress 
can be superimposed on the cyclic bending load. In addition 
one could notice that the motor only needs to provide the 
power equal to the power losses in the closed transmission 
loop. 

A. Selective laser sintered components 
Past research projects have indicated that it is extremely 

difficult to prepare geometrically similar specimens of 
increasing diameter which have the same metallurgical 
structure and residual stress distribution throughout the cross 
section [8][21]. Therefore, the authors will primary focus on 
the testing of plastic selective laser sintered components at 
different scales. 

Laser sintering is an additive fabrication process in which 
layers of preheated powder are spread and laser radiation is 
used to sinter selected areas of this powder (Fig.6) [22]. 
Starting from CAD data, very complex components can be 
build up layer by layer within a few hours. This production 
process makes it possible to manufacture test specimens at 
different scales more easily. However, various process 
parameters such as laser power, beam speed, delay time, 
cooling time, build orientation and layer thickness need to be 
precisely controlled so that all the components experience the 
same influencing factors [23][24]. 
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Fig.6 Selective laser sintering 

Although this research focuses on the scale effects itself, 
selective laser sintered components are increasingly being 
used for functional purposes in medical and automotive 
applications. Unfortunately, knowledge of the fatigue 
properties of these sintered materials is very limited and 
accurate fatigue life predictions are therefore not possible. 
The results of this research project will help to gain some 
insight in the fatigue behaviour of sintered products. 

661



 

B. Test Specimens 
The design of the test specimen should be such that failure 

occurs only in the test section (Lc). For tangentially blending 
fillets this implies D ≥ d x (1.5)0.5, r ≥ (8×d) and Lc ≥ (2.5×d) 
according to ASTM E466 [25] which is more conservative 
then the DIN or ISO standards for rotating bending [19]. 

 

r r

 
Fig.7 Test specimen geometry 

 
According to ASTM E739 [26] regarding stress-life testing, 

a minimum of 12 to 24 specimens need to be tested for 
reliable fatigue data. For the purpose of this research, 20 
specimens will be tested at each scale. In order to reach a 
replication between 75 and 88%, 5 stress levels will be used 
to deduce the SN-curve for specimens at a particular scale. 

C. Non destructive inspection 
Fatigue life can be split into a crack initiation and a crack 

propagation period as indicated in Fig.8. The first mechanism 
can be seen as a surface phenomenon, while crack 
propagation depends more on the bulk properties of the 
material [5]. It may be noted that the initiation period covers a 
significant part of the fatigue life for most materials. 
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Fig.8 Fatigue failure process 

The transition point between initiation and propagation 
depends highly on the material tested and is very difficult to 
find. In order to be able to distinguish between these two 
failure types and gain more understanding about the failure 
mechanism in general, a non-destructive inspection (NDI) 
technique will be used.  

The acoustic emission (AE) technique has been successfully 
used in the past for locating and monitoring fatigue cracks in 
steel, plastic and composite components [27][28]. The 
technique is based on the fact that almost any material emits 
acoustic energy when stressed. This elastic strain energy is 
released from a number of causes such as plastic deformation, 
the sliding of grain boundaries over one another, from 
inclusions cracking and from crack growth [29]. A 
piezoelectric element converts these mechanical vibrations 
into electrical signals which are then filtered, amplified and 
related to the accumulation of damage occurring in the 
component under investigation. A major advantage is the 
possibility of continuous monitoring. Therefore, AE is suited 
for real-time non-destructive inspection in the previously 

prescribed multi-axial test rig. However, there are some points 
of attention regarding the combination of rotating machinery 
and AE techniques. First of all – since it’s not possible to 
mount the sensors directly on the test specimen – the only 
suitable places for the sensors are the load bearings (Fig.5). 
Also, the detectability of AE events depends solely upon 
whether or not the amplitude of the event exceeds the ambient 
noise in the detection system. The vibrations of the motor, the 
bearings and the gears will disturb the signals resulting from 
the fatigue mechanism itself. Furthermore, because the most 
important emission events are random and unrepeated, signal 
averaging is not an option [30]. Only when these secondary 
vibrations can be controlled, one can focus on the signal 
resulting from fatigue damage. Since AE has been used in the 
past for condition monitoring of rotating machinery [31], this 
seems to be a challenging but promising research objective. 

Another possibility for non-destructive inspection is the use 
of an optical microscope, equipped with DIC (differential 
interference contrast) and a CCD (charged coupled device) 
camera. This apparatus can be used for real-time monitoring 
of the growth of surface slip bands [32]. Because fatigue is an 
irreversible process, it is also possible to interrupt the fatigue 
test at certain stages and evaluate the cumulative damage. 

IV.CONCLUSION 
More profound knowledge of size effects in fatigue 

behaviour can lead to the development of inexpensive test rigs 
to determine the fatigue life of large components. 
Experiments can be done by using smaller scale models and 
afterwards, the results from these tests can be extrapolated by 
using appropriate scaling laws. However, because of the 
various influencing factors, scale effects in fatigue are 
difficult to analyse. Also the production of geometrically 
similar test specimens at different scales which have the same 
metallurgical structure and residual stress distribution is 
complicated. Therefore, plastic selective laser sintered 
components at different scales will be tested using a multi-
axial test rig. Also non destructive inspection techniques will 
be used to gain more insight in the fatigue phenomena when 
testing at different scales. 
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Transitional flows are ubiquitous. Examples range from internal flows such as in Osborne Reynolds’ famous 

experiment – in which he studied the instability of Poiseuille flow in a pipe - to external flows such as the flow 

over airfoils. For transition to occur an unstable laminar flow needs to be disturbed. The larger the disturbance 

is, the quicker the flow will undergo transition. A recent repeat of Reynolds’ experiment, using the original 

apparatus, showed an earlier onset of transition which was attributed to the increased traffic load on the nearby 

streets.   

Over the years, transitional boundary layer flows have received much attention. Transition to turbulence is 

sometimes triggered explicitly in order to avoid downstream boundary layer separation, which may adversely 

affect the aerodynamical properties of an airfoil and could lead to stall or mechanical failure. Basically, three 

types of boundary layer transition can be observed:  

1) Natural transition - through the triggering of Tollmien-Schlichting waves that evolve into Λ-vortices in 

the downstream direction.  Farther downstream, the Λ-vortices become unstable and turn into turbulent 

spots that grow and eventually merge to form a fully turbulent boundary layer downstream. An 

example of this type of transition can be found in the boundary layer flow over wind turbine blades.  

2) In by-pass transition one or more stages of the natural transition scenario are by-passed. Typical 

examples of by-pass transition can be found in the flow over low-pressure (LP) turbine blades, where 

relatively strong free-stream fluctuations tend to trigger low-speed streaks in the laminar boundary 

layer. These streaks (which are small, negative jets) may undergo transition through a Kelvin-

Helmholtz (KH) instability and eventually form turbulent spots. 

3) Separation-induced transition may occur naturally in flow over LP compressor blades. It is 

characterized by the formation of a laminar separation bubble. As the flow separates, it usually 

undergoes a KH instability leading to a roll-up of the separated boundary layer. Inside the roll 

turbulence is generated by the triggering of elliptical instabilities. Farther downstream, the flow may 

re-attach to form a fully turbulent boundary layer. 

In modern jet engines the LP turbine supplies power to the fan and, sometimes, the first compressor stages. 

Recent increases in fan diameters require a higher work-output from the LP turbine at reduced rotational speed. 

Typically, an LP turbine is relatively heavy since it consists of several stages, while its efficiency strongly 

influences fuel consumption. Hence, even small improvements have a significant effect. The periodic 

unsteadiness induced by rotor–stator interaction and the low Reynolds number are characteristic for flow in an 

LP turbine. Both phenomena directly affect blade boundary layer transition, the tendency to separation, heat 

transfer and flow losses. Separation of the boundary layer along a turbine blade changes the aerodynamical 

properties of a blade and might eventually cause mechanical failure. Free-stream fluctuations and incoming 

wakes, generated by the upstream row of blades, can be employed to passively control this boundary layer 

separation. As the level of external fluctuations is too high for natural transition to occur, by-pass transition is 

very common and, sometimes, also separation-induced transition can be found.     

 

Because of the relatively low Reynolds numbers, recent increases in computational power have made it possible 

to perform highly-resolved, time-accurate numerical simulations of flows over model LP turbine and 

compressor blades. The time-accurate numerical simulations aim to improve the understanding of the 

complicated interaction of both periodic and uniformly distributed external fluctuations with the blade boundary 

layer. At first, the periodic suppression of a laminar separation bubble on the suction surface of a LP turbine 

blade by periodically impinging wakes is studied in great detail. A KH instability is found to be triggered by the 

large-scale periodic movement of the wake. Further transition to turbulence – triggered by small-scale, three-

dimensional free-stream fluctuations - is found to take place inside the KH rolls. Along the pressure surface a 

distinctive pattern of streamwise longitudinal vortical structures is found to form by the stretching of the wake’s 

vortical structures by the main flow. 

Separation bubbles can be affected by the occurrence of by-pass transition upstream of the location of 

separation. This will be illustrated by further simulations of flow around a LP compressor blade: The impinging 

wakes periodically trigger turbulent spots that move downstream and locally suppress separation. Once the 

turbulent spot has passed, after a transient period the separation bubble is found to recover. 
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Abstract: The increasing use of heterogeneous technologies to 

realize product functions and the growing contribution of 

electronic and mechatronic content to the product value require 

rethinking the product design and engineering processes. An 

approach is presented based on virtual and physical prototype 

testing. A first element is the development of more realistic multi-

disciplinary simulation models based on the integration between 

3D geometry-based models and 1D multi-physics system-theoretic 

models. A second aspect is the support of controls engineering 

through the use of more representative “Plant” models, allowing 

to synchronize the mechanical and controls development cycles. 

Embedding control laws furthermore paves the way to Model-In-

the-Loop (MIL) and Software-In-the-Loop (SIL) concepts. By 

linking the virtual models to hardware systems on a physical test-

bench, Hardware in the Loop testing (HIL) is made possible. The 

discussion focuses on the car industry including typical examples 

in vehicle performance engineering. 

Keywords:  multidisciplinary design, mechatronics, simulation 

 

I. INTRODUCTION 

Product innovation managers face continuously increasing 

challenges with respect to their product portfolio. The 

traditional demands for improved performance, time-to-market 

and competitive price setting are strained by requirements 

related to product branding, personalization and ecological, 

safety and legislation aspects. This leads to increasingly 

complex, “intelligent”, products relying on active components 

and implemented by heterogeneous technologies.  

To enable this evolution, it is mandatory that the product 

development approach itself evolves. Integrated design and 

engineering methods based on physical and virtual testing 

have become key enablers in the product design process. 

Extending these to support the current product innovation 

challenges is hence a topic of major research initiatives.  

The key engineering challenges that need to be addressed to 

develop such “intelligent” products are the inherent 

multidisciplinarity and the integration of control system 

concepts in the product. This requires the corresponding test 

and simulation methodologies to extend beyond the traditional 

CAD-driven approach and support the use of system and 

functional models crossing the boundaries of disciplines and 

integrating systems engineering with control engineering. It 

requires adopting methodologies crossing the classical Test 

and Simulation boundaries, leading to new physical and 

virtual testing paradigms such as Software-in-the-Loop and 

Hardware-in-the-Loop. These concepts are illustrated by 

vehicle design engineering case studies, demonstrating the use 

of 3D and 1D system and control models in applications such 

as vehicle chassis and powertrain design.  

II. AUTOMOTIVE INDUSTRY CHALLENGES 

The automotive industry represents a significant part of the 

economic activity, in Europe and globally. Common drivers 

are the improvement of customer satisfaction (performance, 

personalization, safety, comfort, brand values,…) and the 

adherence to increasingly strict environmental and safety 

regulations, while at the same time reducing design and 

manufacturing costs and reducing the time to market. The 

product evolution is dominated by pushing the envelope on 

these conflicting demands. 

A major evolution currently taking place in this industry is 

the increase of the electronic and mechatronic content in 

vehicles. Several studies forecast that the related increase to 

the vehicle value may well become up to 40% by 2010 and 

that up to 80% of the automotive innovation will come from 

intelligent systems [1-4]. This of course relates in part to 

entertainment and telematics systems, but also to the use of 

many control systems applied to powertrain, chassis and body 

engineering [5-7]. One example is the optimization of 

performance, economy and emissions with engine and 

transmission controls to realize “green” driving through 

energy regeneration, automatic start/stop and smart driving 

control. Another example is the realization of “safe” driving, 

through the application of ABS and ESP systems for vehicle 

dynamics control, but also through the adoption of numerous 

Advanced Driver Assistance Systems (ADAS) such as for lane 

following, active cruise control, object detection etc. (Fig. 1).  

 

 

Figure 1: Vehicle safety intelligent systems 
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And every vehicle design has ultimately to aim for best 

customer experience, e.g. by optimizing through control 

systems ride comfort and handling behaviour and driveability, 

or by adoption of active systems to control brand sound.  

This evolution will however not only impact the vehicle 

product content itself, but also the way vehicle developers 

(OEM) will cooperate with suppliers in new business models, 

offering new opportunities for full subsystem responsibility. It 

will also impact the way the design and development process 

itself has to change to enable widespread market introduction 

in standard vehicles [2, 4, 8, 9]. 

As a consequence, innovative solutions have lately been 

introduced for communication and entertainment, engine 

control and active safety. To a large extent, these innovations 

however remain on the level of add-on systems and a major 

need exists to integrate all functionality on the vehicle level 

through a systems approach. Configuration and performance 

optimization, system integration, control, component, 

subsystem and system-level validation of the intelligent 

systems must be an intrinsic part of the standard vehicle 

engineering process, just as this is today the case for the 

structural, vibro-acoustic and kinematic design. This is the 

goal for Intelligent Vehicle Systems Design Engineering. 

 

III. ENGINEERING CHALLENGES FOR INTELLIGENT 

VEHICLE SYSTEMS 

In an intelligent system, the mechanical, electrical, 

thermal… components of a product are connected through 

sensors and actuators with controllers that define the overall 

functioning of the product. The engineering of such an 

intelligent system hence requires the combination of multi-

physics systems development (mechanical, thermal, fluids, 

electrical…), including the development of sensors and 

actuators, with controls engineering. The intersection of all 

these disciplines is referred to as mechatronics engineering. 

 

 

Figure 2: Generic intelligent system model 

The performance engineering of products with intelligent 

systems mandates simulation and test solutions that are 

capable to analyze and optimize the performance of such a 

product, taking into account (1) the interactions of 

components and subsystems in the product, each possibly with 

different physics representations (mechanical, thermal, 

fluids…) and (2) working as “active” systems, with sensors 

and actuators, and interconnected to controllers. (Fig. 2)  

This requires the combined simulation of multi-physics 

systems and the controls, e.g. simulating vehicle dynamics 

with ESP controls. This is also why related test systems must 

have an interface to vehicle networks (CAN, Flexray), where 

the status on the control systems is available. For example, to 

test the drivability of a vehicle with active suspension controls, 

one needs to measure vibrations of the driveline, and 

simultaneously the status of the active suspension controls 

from the CAN bus as the vibrations will depend on the 

working of the mechanical components and on the controller; 

any interpretation of the test data is meaningless unless one 

knows what the controller was doing at the same time. 

As Fig. 3 illustrates, the engineering of intelligent systems 

requires the application of two interconnected “V-shaped” 

developments: one focusing on the multi-physics system 

engineering (like the mechanical and electrical components of 

an electrically powered steering system, including sensors and 

actuators); and one focused on the controls engineering, the 

control logic, the software and realization of the control 

hardware and embedded software. 

 

 

Figure 3: Double-V process for mechatronic systems 

Fig. 4 shows for the example of engine design, how models 

of various abstractions are used at the various design levels, 

including 0-D requirement models, 1-D functional and physics 

models down to 3-D detailed design models. Testing takes 

place at the level of components using HIL testbenches while 

full vehicle integration tests provide the validation in 

integrated and operational conditions. 

 

 

Figure 4: V-process for an engine system 

 

Up to present this process is however very little integrated, 

with a clearly separated mechanic and electronic design cycle 

and hence failing to address the need for integrated and 

maximally frontloaded system modeling. The challenge in this 
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process is to enable a Multi-Functional System Mock-Up that 

can be used throughout the complete design process, based on 

a scalable and inter-operable simulation approach, including 

target setting, concept system engineering, functional 

simulation, 3D detailed simulation and test validation. Some 

further comments on the various challenges follow below. 

 

A. Multi-physics system modelling, simulation and validation 

To engineer intelligent systems, there is an expanded need 

for multi-physics system modeling, simulation and validation. 

For example, the performance engineering of an electrical 

assisted steering system requires a combination of mechanical 

and electrical system modeling. A brake system requires 

mechanic, hydraulic and electric system models. An engine 

requires models for combustion, kinematics, dynamics, 

structural analysis, including specialized models for bearings. 

An important challenge is to extend the capabilities for multi-

physics system simulation from component and subsystem 

level, to full system level, where more types of physical 

behaviour need to be taken into account.   

Multi-physics system modeling, simulation and validation 

will also need to handle an increasing diversity and 

complexity of sensors and actuators that are used in intelligent 

systems; and to take into account the environment in which the 

intelligent system will operate. For example, to simulate the 

working of an active cruise control in a vehicle, one needs the 

modeling of  driving scenarios including traffic (like 

approaching vehicles), the modeling of the functioning of the 

radar that is used as sensor for traffic, and the integration with 

vehicle dynamics. When additionally combined with vision 

systems (cameras), one needs the simulation of driving 

scenarios in a virtual environment with high realism, to 

simulate for example the functioning of the vision system for 

operation in different weather conditions (rain, fog…) or light 

conditions (day, night…), so as to properly validate the 

functioning of the vision system, and how it will interact with 

the vehicle dynamics. 

Interaction and integration between heterogeneously 

modeled components and (sub)systems is a prerequisite which 

requires flexible and open simulation platforms. The approach 

must be a scalable one, starting from “frontloaded” conceptual 

and functional descriptions where models of increasing 

complexity can be added when the design cycle proceeds and 

more detailed knowledge (e.g. in terms of 3D models) is built 

up, leading to hybrid approaches combining 1D and 3D 

models for those parts where each model is best suited. 

Mechanical and electrical/electronic system models must be 

integrated as soon as possible in the design process, enabling 

to reduce or even eliminate the divide between the 2 V-cycles. 

An important, but uncharted domain is furthermore the 

development of test-based solutions for multi-physics system 

characterization just as they exist in the 3D field. Parameter 

identification, model validation and updating and developing 

hybrid models will enable exploiting the unique combination 

of test and simulation to advance multi-physics simulation.  

A clear requirement hence exists to stepping up the 

capability for multi-physics system simulation, to respond to a 

critical need in the industry to accelerate product development 

of intelligent systems through an integrated, multifunctional 

system mock-up approach (Fig.5). 

 

 

Figure 5: Multi-Functional System Mock-Up 

B.Connecting multi-physics system engineering to controls 

engineering 

Basically, two interconnection objectives can be 

distinguished: one is to perform systems engineering based on 

the multi-physics “plant” model, including the application 

(and hence representation of) control (Fig. 6a); the other is to 

perform control engineering, including the model of the 

systems “plant” model (Fig. 6b). 

 

 

Figure 6a: Systems engineering with control models 

 

Figure 6b: Control engineering with systems models 
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The first objective for example serves the purpose of 

configuration design or concept evaluation studies or the 

optimization of the mechanical system design taking into 

account the presence of control and certain control laws (or 

even systems). The second objective is then oriented to the 

development of the optimal control logic, the development 

and verification of control hardware, control libraries and 

embedded software up to the validation and calibration of the 

control system on the ECU (Fig. 7). 

 

 

 

Figure 7: Associative 1D-3D models 

 

All these stages of control engineering require interaction 

with multi-physics system engineering. One can distinguish 

the following phases: 

(1) The combination of the multi-physics simulation 

model with this of the controller, to enable the design of 

the control logic and the performance engineering of the 

intelligent system. This is referred to as “Model-in-the-

Loop” (MIL). The simulation is “off-line”, i.e. there is no 

requirement for Real-Time. 

Different approaches exist. One may embed state equations 

with a description of the plant system (e.g. MBS or 1-D 

model) into these of the control (or vice versa) to enable 

the use of one solver, or adopt a true co-simulation 

approach where each system part runs its own solver. 

Figure 8 shows a summary of various approaches for the 

case of an MBS and a CACE (Computer Aided Control 

Engineering) model. 

 

 

Figure 8: Co-simulation approaches 

Alternatively, or in combination with above approaches, a 

reduction of the plant model (e.g. an FE or complex, even 

non-linear MBS model) into a description compatible with 

the controller model (e.g. state-space formulation) may be 

required. Model reduction is a well established field, 

covering a large spectrum of techniques. The reduction 

step mostly achieves its goals at expense of the full 

observability and/or controllability of the physical 

phenomena, leading to a macroscopic ‘equivalence’ but 

loosing direct insight in the microscopic observation 

domain. The challenge is to develop model compression 

methodologies that allow maintaining a relation with the 

physical meaning of model parameters 

Such co-simulation and model reduction approaches are 

used both for MIL applications for systems engineering 

and for control logic engineering.  

(2) The next step is the development and optimization 

of the “embedded” control software. This needs also to be 

done in context of the functioning of the multi-physics 

system to be controlled. This is referred to as “Software-in-

the-Loop” (SIL). Where some of this can be done in off-

line simulation (provided software libraries of the 

controller are available), the final optimization needs to 

take into account the working of the software in real-time, 

requiring real-time capable multi-physics simulation 

models. 

(3) The final testing and calibration of the controller 

software and hardware, requires the controller to be 

connected to a multi-physics simulation model of the 

components, subsystems or system, in a dedicated 

computing environment that is referred to as “Hardware-

in-the-Loop” (HIL); of course, this requires real-time 

capable simulation models. 

From the SIL and HIL problem definition, it is obvious that 

one of the critical problems in running multi-physics models in 

a control context is their affordability in real-time, requiring to 

identify the best trade-off between model compression and 

real-time affordability. It also requires deriving criteria for 

assessing accuracy and reliability of real-time models in a run-

time environment.  

Of particular importance to the in-vehicle application is to 

map the process of real time systems and embedded software 

to the AUTOSAR standard. Defining a platform independent 

development approach is key to make best profit of 

technology development. Hardware platforms for embedded 

system modelling and development must hence comply with 

industry standards such as the AUTOSAR platform which is 

gaining large consensus. 

Also for testing intelligent systems new challenges emerge, 

by providing  testing systems that have the most complete 

interfacing to vehicle networks and standards (CAN now, but 

tomorrow, FlexRAY and others), so as to enable best 

measurement and analysis of a product performance in the 

context of the operation of the controller(s). 

 

IV. CASE: VEHICLE DYNAMICS CO-SIMULATION 

This case shows the integration between system and control 

simulations for vehicle ABS (Anti-lock Braking System) 
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evaluation. Multi-attribute models are developed to optimize 

and balance vehicle performances such as handling and road 

noise. The typically optimized parameters are hardpoint 

locations as well as suspension bushing stiffness values [10-

12].  

Such a multibody simulation (MBS) vehicle model, made in 

LMS Virtual.Lab Motion, was then used in a co-simulation 

approach with MATLAB/Simulink to develop control 

algorithms for active safety purposes [13]. Benefit is made of 

the capability of each package to use own integration 

algorithms tuned on purpose for the typical problems faced 

with it. This also offers the engineers to implement and tune 

the control algorithms without losing the complexity of the 

complete virtual prototype. Figures 9 and 10 show part of the 

MBS model (front axle), the ABS control model and some 

simulation results. 

Figure 9: ABS-chassis system co-simulation model 

 

 

Figure 10: ABS-chassis co-simulation results 

A VDC (Vehicle Dynamics Control) system is used to 

control the lateral dynamics of the vehicle, especially at the 

scenarios with larger lateral acceleration, lower road friction. 

One typical way of control in VDC is to use ABS to generate 

braking torque, independently for the 4 wheels according to 

the inputs of sensors for steering wheel angle, yaw rate, lateral 

accelerations, etc. and the drivers command regarding desired 

vehicle behaviour. Figure 11 shows the VDC data flow within 

the closed vehicle system control loop. 

 

Figure 11: VDC model and data flow 

Two ISO standard maneuvers were adopted during the 

simulations, Step Steer (ISO 7401) and Double Lane Change 

(ISO 3881), with VDC on and off. Figure 12 shows the 

resulting path of the vehicle with/without VDC under a step 

steer maneuver, clearly showing the difference between the 

lateral displacement responses. 

 

 

Figure 12: Steep Steer Trajectory (VDC On/off) 

Figure 13 shows the results of the yaw rate of the vehicle 

with/without VDC system. The obvious improvement in yaw 

rate response shows the effect of VDC on lateral dynamics of 

the vehicle. In particular, a greater effect is observed after a 

certain period of time when VDC system suppresses 

effectively the transient yaw vibration due to the impulse at 

the steering wheel. 

 

                                   

Yaw rate 
VDC not ACTIVE 

VDC ACTIVE 

 

Figure 13: Yaw Rate (VDC On/Off) 

V. CASE: MECHATRONIC OPTIMIZATION OF AN 

ACTIVE DAMPER 

The design of an active suspension is more than the design 

of a control law. The control law will steer actuators that 

interact with the chassis of the vehicle and the measured 

response of the vehicle will affect the new computed values of 

the controller. Therefore in order to optimize the active 

VDC ACTIVE VDC not ACTIVE 
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damper, the chassis dynamics and the control law need to be 

taken into account [14, 15]. 

The active damper, to be manufactured by Tenneco, is a 

hydraulic type, consisting of a hydraulic single rod cylinder, 

two valves and a pump [16]. The objective is to optimize the 

cylinder and rod diameters, the pump flow and the 

characteristics of the valves with respect to energy 

consumption while meeting some comfort and ride and 

handling performance criteria. 

The optimization is performed in two stages. (Fig. 14) 

Theoretically, and regardless of physical feasibility, every 

desired performance can be achieved provided that sufficient 

energy is pumped into the system. Therefore, in a first stage, 

the set of active dampers is determined that can meet the 

desired performance. In the second stage, the damper 

parameters that deliver the lowest power consumption are 

selected from the set of the first stage. In this way, the damper 

is obtained with lowest power consumption while meeting the 

performance criteria with respect to comfort and ride and 

handling. 

 

AMESim

Vehicle

Vehicle Model

Actuator Model

Optimization of the Sky-Hook 
controller gains

Define force-velocity couples that
should be realized by the damper

Determine the probability distribution
of force-velocity couples

Select randomly points from this
distribution

AMESim

Actuator

Mission profile

Optimization of power 
consumption

Vehicle Loop

Damper Loop

Loops to refine the sky hook 

gains from simplified 1D chassis 

models in function of the Wheel 

Hop damping and performance 

requirements

Loops to define the active damper 

characteristics (piston and rod dimensions, 

valves selection) in order to minimize the 

power consumption for the selected 

mission profile

Inputs:

Vehicle Parameters

Maneuvers and road definition

Inputs:

Parameters provided by Tenneco

Pump valves and hardware definition

 

Figure 14: Active damper simulation approach 

The split in the two stages is possible because of the control 

structure designed by Tenneco. The controller consists of a 

master controller which is a kind of sky-hook control 

algorithm that processes inputs from accelerometer, 

suspension deflection, steering, throttle and braking data into 

the desired forces that need to be applied by the active 

dampers to the four corners of the car (approach similar to 

[17]). Distributed control, the so- called actuator management, 

ensures that the requested forces are generated by the active 

shock absorber. 

A behaviour model, implemented in LMS Imagine.Lab, is 

used in the first stage of the optimization (Fig. 15). It consists 

of a 15 degrees of freedom car model, power train and braking 

system, front and rear suspension including the elasto-

kinematics and tires (Pacejka model). Instead of implementing 

the active shock absorbers in the model, the forces computed 

by the controller are immediately fed into the suspension. In 

this way, perfect actuator behaviour is assumed. The master 

controller is tuned such that the desired performance is met. 

Once the master controller is tuned, force-velocity couples are 

calculated to determine the set of damper parameters that can 

realize the required performance. 

Force 

source

Skyhook

Control

Wheel hop control

 

Figure 15: Active suspension 1D model 

The second stage consists of a detailed model of the 

damper, built with the hydraulic component design library in 

LMS Imagine.Lab (Fig 16). Using force-velocity couples from 

the most occurring road profiles, the optimal damper 

parameters with respect to energy consumption are selected. 

The optimization is a mixed integer problem, involving a 

discrete parameter set, solved with Optimus. Three valve 

families are available. Within a family the course of the valve 

characteristics is similar. Therefore, each valve can be 

represented by a basic characteristic and some scaling 

parameter. The optimization delivers the piston and rod 

diameter, the maximum pump flow and the selected valve 

characteristics. 

Actuator modelActuator model

   

Figure 16: Damper 1D Imagine.Lab model (left) and 

simplified Z-translation model (right) 

After the optimization, a power consumption reduction of 

50 % was realized with respect to the initial configuration. 

 

VI. CASE: HIL TESTING OF A PASSIVE DAMPER 

A car is a complex system of individual components that 

interact with each other. Therefore, the performance of the 

component should be assessed within the environment it is 

placed in. This can be performed within a complete virtual 

environment or in a prototype. In the context of upfront 

engineering, an evaluation in a combined virtual environment 

with physical components, the so-called Hardware in the Loop 
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(HIL) can be beneficial. A typical scenario can be a supplier 

that must validate the performance of a component in a car 

while no car prototype is available yet. In the present work, 

the component to be tested is a passive shock absorber. 

The HIL process consists of several stages. First a model of 

the environment of the component needs to be synthesized. In 

this case, this is the car, from which one shock absorber is 

removed. The car model is implemented in LMS Imagine.Lab 

and consists of a 15 degrees of freedom chassis equipped with 

front and rear suspension. Pacejka tire models, simplified 

braking and power train system are included (Fig. 17). 

Steering angles and road profiles can be specified by the user. 

This model is converted to a real-time environment and run 

using the real-time solver. 

 

 

Figure 17: LMS Imagine.Lab vehicle model 

 

As the model needs to interact with the physical world, the 

timing of in- and outputs should correspond to the real world. 

At the sample interval, the model and the component in the 

physical world exchange information. This means that the 

simulation of the model for the next sample interval should be 

completed within this interval. To achieve this, a deterministic 

solver is selected, in this case a fixed step size solver. A 

critical issue is selecting the time step such that the model 

converges and the required accuracy of the variables of 

interest is achieved.  

This selection is also related to the specific hardware 

platform (computer or DSP) on which the real time model will 

run. In case the timing can not be achieved, model 

simplifications must be made. For this project, the elasto- 

kinematics of the vehicle have been removed and the sample 

interval was set to 1.2ms. The hardware to run the model is a 

Pentium M 1.4 GHz with 1GByte cash in PC/ 104 plus format 

from Kontron. The model is run in a Debian Linux 

environment patched by RTAI to make it real-time. 

In order to transmit the computed loads from the model to 

the damper, an electro-dynamic actuator is applied. To realize 

the requested loads, an actuator control system needs to be 

designed. An important issue is the selection of the output 

variable of the model. In case of the damper, this can be the 

displacement/velocity or the force. It is generally known that a 

displacement loop has a lower bandwidth than a force control 

loop but on the other hand, a position control loop is much 

more robust and easy to stabilize than a position control loop. 

In this case, a position control loop is selected, providing good 

signal following characteristics up to 10 Hz. 

Finally, the response of the system, the force, needs to be 

measured and fed into the model. This creates a closed loop 

system. Because of non-ideal behaviour of the actuator, 

instabilities may occur. Therefore an additional stabilizing 

control loop is installed. Figure 18 shows an overview of the 

HIL test setup. 

 

 

Figure 18: Damper HIL test setup 

Based on the choices made, the HIL system is able to 

validate the shock absorber up to 10 Hz. It is clear that during 

the design of a HIL, several decisions need to be made that 

determine the final performance. 

 

VII. CASE: MOTORCYCLE DYNAMICS MODELING 

This example concerns the modeling of a motorcycle-driver 

system in view of accident dynamics analysis as performed as 

part of the EC funded research project MYMOSA [18]. 

Unlike cars, where most of the developed active control 

systems are based on simplified dynamic models, the unstable 

nature of 2-wheeled vehicles makes them more difficult to 

analyze for control purposes. In this way, the role of the rider 

model is fundamental to properly evaluate the active systems 

performance at the design stage [18-21].  

As shown in Figure 19, the developed motorcycle model is 

composed of six rigid bodies: the front wheel, the lower part 

of the fork, the upper part of the fork (including the 

671



handlebars), the front frame (including the engine and the fuel 

tank), the swinging arm and the rear wheel. 

 

 

Figure 19: Multibody motorcycle model 

For this study, the rider was considered rigidly attached to 

the front frame. This means that the only action that the rider 

exerts to control the direction of the motorcycle is a torque on 

the handlebars. This approach is valid for the most common 

manoeuvres. However, an MBS rider model will be 

considered in the future for more advanced simulations taking 

into account the movements of the rider. Figure 20 shows the 

1D integrated control-motorcycle model including the driver 

control (Simulink). 

 

 

Figure 20: Integrated control model 

This model is composed of four main blocks. The tracking 

algorithm provides all the information about the track and the 

relative position of the motorcycle with respect to it. The plant 

block represents the MBS model and is the interface between 

Simulink and LMS Virtual.Lab Motion. Finally, the rider 

model is implemented as two control blocks which stabilize 

the lateral and longitudinal dynamics of the motorcycle. 

Figure 21 presents the closed-loop results for a double lane 

change at high speed (22m/s). 

 

0 100 200 300 400 500 600 700

-20

0

20

40

60

x [m]

y
 [

m
]

Trajectory of the Motorcycle

 

 

Reference Trajectory

Motorcycle Trajectory

 

0 5 10 15 20 25 30
-60

-40

-20

0

20

40

60

Time [s]

A
n
g
le

 [
d
e
g
]

Roll Angle

 

 

Roll

Target

Roll-Target

 

0 5 10 15 20 25 30
-1.5

-1

-0.5

0

0.5

1

1.5

Time [s]

S
te

e
ri

n
g

 A
n

g
le

 [
d

e
g

]

Steering Angle

 

Figure 21: Closed-loop driving results 

As shown in the upper result, the trajectory followed by the 

motorcycle matches the reference quite well. In the middle 

plot, one can observe how the roll angle of the motorcycle 

tends to follow the target angle. It is worth noting that both 

curves would only coincide in steady-state conditions. Finally, 

the steering angle is shown in the lower result, where the two 

lane changes are clearly distinguished. First the angle 

increases until it reaches 1 degree and then it decreases to -

0.85. The inverse cycle is repeated for the second lane change. 

VIII. CASE: ACTIVE NOISE CONTROL 

Multifunctional or active materials can be used as sensor 

and/or actuators, which, when coupled to a control system, 

form intelligent structures. These structures generate an added 

value in their application, reducing costs and the space 

required for their implementation and by increasing the 

simplicity and number of elements necessary in the system.  

The modeling problem basically consists of relating the 

large-size 3D, frequency domain (FE, BE-based) vibro-

acoustic and structural models for the vehicle structure and 

structural components, interior vehicle cavities and exterior 

propagation field, with models of smart material sensors and 

actuators and a time domain control model (Fig. 22). 

 

 
 

Figure 22: Active noise control system approach 
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The main applied approach for the structural part is this of 

model reduction, allowing to incorporate the reduced model as 

a plant model in the controller simulation. Sensors and 

actuators are often represented by 1D models for their 

functional performance, while the added mass and stiffness are 

accounted in the 3D FE models. The acoustic propagation can 

be related to the structural outputs by means of an Acoustic 

Transfer Vector approach. An application to the active 

firewall control of a vehicle-like test setup with piezo-patches 

is shown in Figure 23. 
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Figure 23: Active firewall mechatronics model 

An extensive discussion can be found in [22-25]. 

 

IX. FUNCTIONAL SYSTEM MOCK-UP – THE 

MODELISAR PROJECT 

It is in the context of the clear need for powerful intelligent 

systems simulation tools that the European ITEA2 

collaborative research project MODELISAR has been defined 

[26]. MODELISAR will provide solutions enabling the 

integrated design, test and management of automotive 

systems. It defines a new open Functional Mockup Interface 

(FMI) to support co-simulation between multi-physics system 

modeling (such as in particular Modelica [27]) and 

AUTOSAR [28] for embedded control software generation 

(Fig. 24). System simulation models and AUTOSAR code 

may then be concurrently simulated within a Hardware-in-the 

Loop, Software-in–the-Loop, or Model-in-the-loop 

environment. 
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Figure 24: MODELISAR Multi-functional system mock-up 

It is the objective of this project to develop the modelling 

technology enabling to address vehicle co-simulation with a 

single and scalable approach, including enhancing 3D and 1D 

modeling technology and confer its real-time capability. The 

technology research includes extensions to the model 

formulation, to embed behavioural modeling and procedures 

to derive these elements from component-based models, as 

well as dedicated optimization of the solver and integration 

strategy.  

To prove the validity of these concepts, the technology will 

be implemented in the form of a real-time executable software 

code, and applied in the various tasks of development of a 

vehicle embedded system and control application, up to actual 

implementation level on a dedicated hardware platform that 

will be built on purpose to validate a number of use case 

scenarios. Use cases target some of the most real-time critical 

automotive and aerospace applications ranging from 

embedded systems, vehicle dynamics, control, (e.g. semi-

active suspension, ESP, etc.) and engine and powertrain 

control. The latter applications are essential to make a next 

step in efficiency improvement and emission control and will 

form the basis for new generations of propulsions systems and 

vehicle concepts [29-33]. 

CONCLUSION 

The performance engineering of intelligent vehicle systems 

mandates simulation and test methods that are capable to 

simulate, analyze and optimize the performance of such a 

product, taking into account the interaction of many 

subsystems and working as active systems with sensors, 

actuators and interconnections to controllers. 

The key of any hereto applicable virtual testing approach is 

the combined simulation of multi-physics systems and the 

controls. The actual integration between system models and 

control models depends on the purpose of the analysis, being 

systems engineering or controller design and optimization. 

Depending on the phase of the design process, Model-in-the-

Loop, Software-in-the-Loop and Hardware-in-the-Loop 
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approaches can be distinguished, each with their own rationale 

for model integration, real-time performance and hardware 

connection.  

To make this process effective and efficient, a scalable 

multi-physics and control integration approach is proposed, 

based on a seamless integration of 3D, 1D and control models, 

and paving the way to a Multi-functional System Mock-up 

paradigm. 
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Embedded Reduced Order Models for Thermal and Fluid Simulations

Brian T. Helenbrook
Clarkson University, Department of Mechanical and Aeronautical Engineering

Potsdam, NY 1399-5725
email: helenbrk@clarkson.edu@

Abstract

Reduced order modeling is the process of generating low-dimensional models for infinite dimensional systems. A com-
mon application of reduced order modeling is to fluid flow. A fluid flow has an infinite range of flow states that can exist.
However, in a typical fluids problem only a small range of those flow states is exhibited. To take advantage of this fact a
tool like the proper orthogonal decomposition can be used. The proper orthogonal decomposition finds the smallest set
of orthogonal functions (or POD modes) that can accurately represent the range of flow states. The governing equations
for the flow can then be compressed onto the space of states described by those functions using weighted integral methods.
This then results in a low dimensional model. In this talk we investigate the performance of such reduced order models,
and propose the concept of embedding these models into larger flow simulations. The purpose of embedding is to use POD
modes in flow locations where the flow behavior is low-dimensional while in regions where the flow is higher-dimensional to
use normal simulation techniques. As an example, in dilute particle laden flow, the near region of the particles is typically
low dimensional while the large scale flow can be turbulent and strongly affected by geometry and inlet conditions. Reduced
order models can be generated for the flow around the particle and coupled to the large scale flow simulation allowing fast
and accurate computations of particle laden flow.
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A unifying formulation for discontinuous high‐order methods in CFD 
 

Z.J. Wang 
Department of Aerospace Engineering and CFD Center 

Iowa State University 
Ames, Iowa 50011, U.S.A. 

 
Recently  a  new  high‐order  formulation  for  1D  conservation  laws was  developed  by  Huynh 
based on  the  idea of  “flux  reconstruction”.  The  formulation was  capable of unifying  several 
popular methods including the discontinuous Galerkin, staggered grid multi‐domain method, or 
the  spectral  difference/spectral  volume methods  into  a  single  family.  The  extension  of  the 
method to quadrilateral and hexahedral elements  is straightforward.  In an attempt to extend 
the method to other element types such as triangular, tetrahedral or prismatic elements, the 
idea of “flux reconstruction” is generalized into a “lifting collocation penalty” approach. With a 
judicious  selection of  solution points and  flux points,  the approach  can be made  simple and 
efficient to  implement for mixed grids, and for high‐order curved boundaries.  In addition, the 
formulation  includes  the  discontinuous  Galerkin,  spectral  volume  and  spectral  difference 
methods  as  special  cases.  Several  test  problems  in  both  2D  and  3D  will  be  presented  to 
demonstrate the capability of the method. 
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I. INTRODUCTION 

Over the last decade, mathematical modeling has found its 

way to the field of bone regeneration research (as reviewed in 

[1]).  At first, simple mechanoregulatory models were 

proposed linking the nature and magnitude of mechanical 

stimuli to the cell fate.  In general, high stresses and strains 

give rise to the development of cartilage or fibrous tissue 

whereas bone can only be formed in areas of low mechanical 

stimulation.  Gradually, more emphasis was laid on the 

biology steering the process of bone regeneration and 

bioregulatory models were developed where only biological 

cues, such as growth factors or the presence of vascularization 

determine the outcome of the regeneration process.  Finally, a 

third category of mathematical models, mechanobioregulatory 

models, emerged combining the effects of both mechanical 

and biological stimuli on the regeneration process.   

The authors have contributed to these developments by 

proposing both a bioregulatory model [2] and, based on that, a 

mechanobioregulatory model [3].  The novelty of these 

models lies in their special attention for the importance of 

angiogenesis (i.e. formation of blood vessels) on the 

regeneration process.  These models were used to simulate 

normal and impaired healing situations and to design novel 

treatment strategies for the latter.  The results have been 

successfully corroborated by comparison with several in vivo 

experiments in rodents. 

II. MATERIALS AND METHODS 

The bioregulatory model describes the spatiotemporal 

evolution of the concentrations/densities of the main cell, 

tissue and growth factor types involved in the regeneration 

process.  These concentrations can change due to migration, 

differentiation, proliferation, decay etc. This is 

mathematically described by means of continuum scale partial 

differential equations of the taxis-diffusion-reaction type.  

This system was implemented using a custom finite volumes 

code, paying special attention to the model’s requirements of 

mass conservation and non-negativity of the variables [4]. 

The influence of mechanics was introduced in the 

bioregulatory models by changing the parameter values of 

certain processes depending on the local mechanical stimulus 

after every loading step.  For example, the proliferation rate of 

osteoblasts (bone forming cells) was enhanced for a certain 

range of fluid flow velocities [5] (tissues were modeled to be 

biphasic).  

III. RESULTS 

Figure 1 shows an example of how these models can be 

used in bone regeneration research.  Fig 1a shows the result of 

an overloaded fracture where no bone is formed and the entire 

regeneration zone is filled with soft tissue.  Simulating 

treatment of this impaired healing situation by placing a 

fixator that removes the overload (Fig 1b), predicts the 

recapitulation of angiogenesis followed by the formation of 

bone in the regeneration zone.  Another treatment  strategy 

that was investigated is the administration of osteogenic 

growth factors at the moment of stabilization. Again, 

recapitulation of the healing process is observed, albeit with a 

slightly different healing pattern.  

 

Fig. 1. Overload induced impaired healing and potential 

treatment strategies. Due to symmetry reasons, only one 

quarter of the regeneration zone is shown on the right. 

IV. CONCLUSIONS 

The developed mathematical framework is such that it 

easily allows for the investigation of additional mechanical 

stimuli and for additional biological processes to be made 

dependent on these stimuli. It thereby allows for both the 

investigation of experimentally testable hypotheses on the 

regeneration process itself and for the design of clinically 

relevant treatment strategies for impaired healing situations. 
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Abstract 
The development of greater understanding of human cognition is currently an active area of 

research within both  

i). neuroscience, where the goal is to develop greater understanding of the mechanisms of the 

human brain, and  

ii). robotics where the aim is to develop robots with human-like cognitive capacities.  

 

The EU funded “RobotCub” project hypothesises that cognitive development requires physical 

embodiment – without the capacity to interact with the world, intelligence will at best be abstract 

and disconnected from the world. To test this concept, “Robotcub” has developed a child-like 

humanoid robot – the iCub.  

 

The iCub aims to replicate both the physical and cognitive abilities of an 18 month to 3 ½ year 

old child. To ensure that this interaction is as accurate as possible the robot must be a faithful 

representation of the infant inspiration. As a result the ‘baby’ robot, stands  100cm tall, fits within 

the general size and shape of a child, weighs less than 23 kg and has 69 d.o.f.   

 

This presentation will concentrate on the mechatronic design of the iCub. It will explore the 

specification process, planning, and development, particularly concentrating on the legs, waist 

and hands. We will also consider possible future directions for the design of the iCub and other 

humanoids.  
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